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Preface

This book is intended for the NMR or MRI operator who sits down at the 
console for the first, second or even one hundredth time and wonders “why 
is this component designed this way, what does this button REALLY do, why 
didn’t they do it this way?” Historically, many of the pioneers of magnetic 
resonance (Bloch, Gutowsky, Schlichter, Lauterbur and Mansfield, to name 
a few) also constructed their own equipment. The seed of a new experi-
ment required a deep knowledge of the quantum mechanical behaviour of 
the spin system, but to actually perform an experiment it was necessary to 
build the equipment oneself, and not to get on the cell phone to complain 
to the relevant vendor. While acknowledging that the days of being able to 
fix a system with a sheath of circuit diagrams and a well-aimed soldering 
iron are regrettably over, we believe that understanding how a system works 
expands the opportunities for new science and engineering to flourish.

This book was inspired by the seminal books of authors such as Eiichi 
Fukushima and David Hoult: volumes that provide a deep level of under-
standing coupled with unbridled enthusiasm and excitement for the sub-
ject matter. In a world of ever-increasing specialization, it is perhaps worth  
noting that these eminent scientists are also renowned in the mountain 
climbing and operatic worlds, respectively. To this end, a mixture of aca-
demic and industrial scientists were invited to contribute chapters, the lat-
ter to provide insights that too commonly are not amply represented in the 
academic literature. Regrettably, the list is male dominated: as one who has 
personally and professionally been inspired by the contributions of female 
engineers in many related fields, this is a sign of a too-slowly changing soci-
ety, at all levels of education. Should further editions evolve, we hope that the 
author contributions become naturally more balanced.
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Chapter 1 provides a summary of the phenomenon of magnetic reso-
nance, linked to the relevant hardware components, described more fully in 
the later chapters of this book. The appendices provide an outline of math-
ematical constructions and approaches, including the Biot–Savart law and 
spherical harmonics, which are widely used in the design of many of the dif-
ferent hardware components covered in the specific chapters.

Chapter 2 covers the principles of designing superconducting magnets for 
magnetic resonance. In high resolution NMR, field strengths have broken 
through the 23.5 tesla ceiling required for 1 GHz operation, and new hybrid 
magnets with low temperature superconductors supplemented by high tem-
perature superconducting inserts will soon result in field strengths above  
30 tesla. Similarly, human-sized MRI magnets of 11.7 tesla are now available, 
coupled with new designs for making high field magnets of similar size and 
footprint to conventional lower field systems.

Chapter 3 describes the wide variety of radiofrequency coils that have 
been developed for high resolution NMR, and human and animal MRI. 
Basic electromagnetic principles behind the geometries used, methods 
of impedance matching, multiple-frequency tuning, active detuning and 
other concepts are all explained from a basic level. The ubiquitous use of 
multi-element receive arrays and increasing use of transmit arrays are also 
covered, with a final section devoted to new types of RF coil used for very 
high field human MRI.

Chapter 4 is concerned with the design of shim coils, which are used to 
maximize the static magnetic field homogeneity within the volume of inter-
est for the particular magnetic resonance experiment. Shim coil design 
based on spherical harmonics is described: these coils are used for high res-
olution MR systems as well as human MRI systems. The chapter also con-
siders alternative designs that are particularly applicable to human MRI at 
high field.

Chapter 5 describes the design of magnetic field gradients that enable spa-
tial information to be encoded for MRI, and also form the basis of coherence 
selection in high resolution NMR, and molecular diffusion measurements in 
both solution state NMR and human MRI. Specific examples of gradient coil 
design are outlined including strong small diameter gradients for animal 
imaging, as well as the strongest yet designed for human use, the so-called 
connectome gradients.

Chapter 6 concentrates on the basis of designing radiofrequency power 
amplifiers, which are used to provide power to the RF coils. The basic opera-
tion of a MOSFET amplifier is used to provide detailed analysis of amplifier 
behaviour and design. Different types of amplifier are considered, including 
new developments in current source and low output impedance amplifiers, 
and the pros and cons of each design discussed.

Chapter 7 provides an outline of the receive chain of the magnetic reso-
nance system. The system is analyzed in terms of minimizing the noise figure 
of the chain. Specific designs of preamplifiers and quadrature hybrids are out-
lined. Different forms of data sampling, including the use of undersampling, 
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are discussed as well as the future use of optical and wireless techniques for 
massively parallel receive systems.

Chapter 8 describes methods and applications of electromagnetic simula-
tions for magnetic resonance. Interactions of the human body with the main 
magnetic field, magnetic field gradients and electric fields produced by the 
RF coil are discussed in detail. The combination of electromagnetic simu-
lations with the Bloch equations provides a platform for simulating recon-
structed images produced by different imaging sequences.

Andrew Webb
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Chapter 1

The Principles of Magnetic 
Resonance, and Associated 
Hardware
Andrew Webb*a

aC.J.Gorter Center for High Field MRI, Department of Radiology,  
Leiden University Medical Center, Leiden, The Netherlands
*E-mail: a.webb@lumc.nl

1.1  �Introduction
The diversity of magnetic resonance (MR) experiments is enormous, ranging  
from simple one-dimensional proton nuclear magnetic resonance (NMR) 
spectroscopy through multi-dimensional multi-nuclear spectra to full 
three-dimensional magnetic resonance imaging (MRI) of morphology and 
function in animals and humans. Some examples of the types of data pro-
duced from different MR experiments are shown in Figure 1.1.

Despite the widely different information content of these data, the funda-
mental hardware systems for NMR spectroscopy (in both the liquid and solid 
states) and MRI (human and animal) are very similar. The basic components 
include the following:
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Figure 1.1  ��Examples of data produced from different magnetic resonance experiments. (a) One-dimensional proton NMR spectrum, 
(b) two-dimensional proton-nitrogen NMR spectrum, (c) proton image of the brain, (d) electrocardiogram-triggered proton 
image of the human heart, (e) phosphorus spectrum from the human calf muscle, and (f) proton image of a rat brain.
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	 (i)	�T he magnet, which polarizes the nuclei and produces a net magnetiza-
tion within the sample.

	 (ii)	�T he radiofrequency coil(s), which transmit pulses of electromagnetic 
(EM) energy into the sample and detect the precessing magnetization, 
which constitutes the MR signal.

	 (iii)	� Magnetic field gradient coils, which induce a spatial dependence of 
the nuclear precession frequency and can be used for coherence order 
selection, measurements of diffusion, and MRI.

	 (iv)	� Shim coils, which are used to produce as homogeneous a magnetic 
field as possible throughout the sample.

	 (v)	�T he receiver electronics and circuitry, which amplify, filter and digitize 
the MR signal for data storage and post-processing.

  
The physical arrangement of components (i) to (iv) is shown in Figure 1.2 

for a vertical bore magnet.

Figure 1.2  ��Schematic of the setup for high-resolution liquid-state NMR experi-
ments. The vertical-bore superconducting magnet has a clear bore of 
either 89 mm (wide-bore) or 51 mm (narrow-bore). Sets of supercon-
ducting shim coils are embedded within the cryostat. Additional room 
temperature shims are located inside the magnet bore. The next level 
inwards comprises the magnetic field gradient set, which may consist 
of one- or three-axis gradients. The innermost structure is the RF coil 
containing the NMR sample.
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In addition, there are a series of electronic components used to switch the 
gradients on and off, to produce high power RF pulses, and to amplify and 
digitize the signal. A simplified block diagram of a generalized MR system is 
shown in Figure 1.3.

Table 1.1 gives an idea of the characteristics and performance of com-
ponents in typical commercial NMR and MRI systems. The system perfor-
mances of each of the components in the table are explained in greater detail 
in the relevant sections throughout the book.

In the following sections in this chapter the basic phenomena involved in 
magnetic resonance are explained briefly, with links to the relevant system 
hardware. There are a large number of MR books dealing with the basic the-
ory of high-resolution liquid-state NMR,1–5 solid-state NMR6–9 and MRI,10–13 
and readers are advised to consult these tomes for much more in-depth anal-
yses of different aspects of basic MR theory.

Figure 1.3  ��Block diagram of a generic MR system. The timing of RF pulses, gradient 
pulses, and data acquisition are all tied to a central clock. For high-res-
olution NMR there are typically three or four different frequency chan-
nels (in addition to the lock channel) transmitting RF pulses, whereas 
for MRI usually only a proton channel is present. In high-resolution 
NMR a single receive coil is used: in contrast, for MRI there are usually 
multiple receiver coils and associated receive channels, with 32 being a 
typical number for commercial systems.
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1.2  �The Superconducting Magnet and Nuclear 
Polarization

The role of the magnet is to polarize the nuclei to produce a net magnetiza-
tion within the sample. For NMR spectroscopy and MRI, almost all magnets 
are superconducting. The magnetic field should be temporally stable and 
homogeneous to within parts-per-billion (ppb) throughout the sample. Most 
magnets are actively shielded, i.e. the fringe field does not extend signifi-
cantly outside the physical dimensions of the magnet itself. Magnet design 
is considered in detail in Chapter 2 of this book, as well as Appendix 1A at the 
end of this chapter.

All nuclei with an odd atomic weight and/or an odd atomic number pos-
sess a fundamental quantum mechanical property termed “spin” and are 
termed “spin-active” or “NMR-active”. The most important spin-active nuclei 
include 1H, 13C, 15N, 23Na, 17O, 31P and 2H. Notably spin-inactive are nuclei such 
as 16O and 12C. Considering the proton as the simplest example, the prop-
erty of spin can be viewed as the proton spinning around an internal axis of 
rotation giving it a certain value of angular momentum (P). Since the proton 
is a charged particle, this rotation results in a magnetic moment (µ). This 
magnetic moment produces an associated magnetic field, which has a con-
figuration similar to that of a bar magnet. The magnitude of P is quantized in 
terms of the nuclear spin quantum number (I):
  
	   

1
21

2π
hP I I 


	 (1.1)

where h is Planck’s constant (6.63 × 10−34 Js). In the following analysis a spin 
1/2 nucleus (I = 1/2) is considered, corresponding to 1H, 13C, 15N, and 31P in 
the previous list. In this case:

	 3
2π 2
hP 


	 (1.2)

Table 1.1  ��Characteristics of the magnet, gradients, and RF coils in commercial 
systems.

NMR MRI MRI

Human Animal
Static magnetic 

field
4.7–23.5 tesla 1.5–9.4 tesla 4.7–21.1 tesla

Proton frequency 200 MHz–1 GHz 63.8–400 MHz 200–900 MHz
Gradient strength 500a mT m−1 40–80b mT m−1 1 T m−1 (6 cm i.d.)

750 mT m−1 (9 cm i.d.)
450 mT m−1 (12 cm i.d.)

RF coil diameter 1.3–20 mm 10–60 cm 10–60 mm
RF amplifier power 1 kW 30 kW 4 kW
Shortest pulse ∼1 µs ∼10–50 µs 5–10 µs

a�Single axis diffusion gradients can reach ∼25 T m−1.
b�300 mT m−1 for specialized systems for the human-connectome project.28,29
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The magnitudes of the magnetic moment and the angular momentum of 
the proton are related by:
  

	  
1
2( 1)

2π
hμ P I I  

  γγ 	 (1.3)

where γ is the nuclear gyromagnetic ratio, and has a specific value for differ-
ent nuclei, with protons having the highest γ (with the exception of tritium). 
For protons therefore:

	 3
4π
hμ 

 γ 	 (1.4)

  
µ contains three components ( µx, µy and µz), each of which can have any 

value within the conditions governed by eqn (1.4): this situation is shown in 
Figure 1.4(a). However, in the presence of a strong magnetic field, B0, µz is 
quantized with values given by:
  

	 I2πz
hμ m
γ 	 (1.5)

where mI is the nuclear magnetic quantum number, and can take values I,  
I − 1...−I. In the case of a proton, mI = ±1/2 and so:

	
4πz
hμ  
γ 	 (1.6)

  
The orientation of µ with respect to B0 is shown in Figure 1.4(b). The inter-

action of the static magnetic (B0) field with µz results in Zeeman splitting, 
producing two energy levels: one in which µz aligns parallel to B0 (the lower 
energy state) and the other anti-parallel (the higher energy state).

The net magnetization, M0, of a sample containing Ns protons is propor-
tional to the difference in populations between the two energy levels, which 
is dictated by Boltzmann’s equation:
  

	  
s 2 2

0 s
0 , parallel anti-parallel 2

1 4π 16π

N

z n
n

h h B NM μ N N
kT

    γ γ 	 (1.7)

  
Eqn (1.7) shows that the net polarization of a sample is proportional to 

the strength of the main magnetic field. However, since the energy differ-
ence between the two levels is very small, so is the population difference. For 
example, at an operating magnetic field of 11.7 tesla for every one million 
protons, there is a population difference of only ∼40 protons between the 
parallel and anti-parallel orientations.
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1.3  �The Transmitter Coil to Generate 
Radiofrequency Pulses

In order to detect an MR signal, energy must be applied to the nuclear spin 
system to stimulate transitions between the two energy levels. A pulse of EM 
energy is applied at the specific resonance frequency (f0), which corresponds 
to the energy difference between the two levels via:
  

	 0
0 2π

hBhf E  
γ 	 (1.8)

  

Figure 1.4  ��(a) In the absence of a magnetic field µ lies in a random direction and 
the nuclei occupy a single energy level. (b) When a static magnetic field 
is applied, µz becomes quantized at an angle θ of 54.7° with respect 
to B0. Parallel (α) and anti-parallel (β) orientations correspond to two 
energy levels, with a difference ΔE = γhB0/2π. A greater number of nuclei 
occupy the lower energy, parallel state.
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The resonance frequency in Hz, or resonance angular frequency (ω0) in 
radians per second, is therefore given by:

	 0
0 0 0,

2π
Bf B 
γ ω γ 	 (1.9)

  
The pulsed EM wave consists of both magnetic and electric field com-

ponents, and it is the magnetic component that interacts with the nuclear 
magnetization. The EM energy, termed a radiofrequency (RF) pulse, is trans-
mitted via an RF coil. As shown in Figure 1.5, the magnetic field component, 
B1

+, of the EM wave from the RF coil must be created in a direction perpendic-
ular to B0 in order to interact with the magnetization.

Using classical mechanics, the action of the RF pulse applied along one 
axis produces a torque perpendicular to that axis. As shown in Figure 1.5(b), 
the angle α by which the magnetization is rotated is proportional to the prod-
uct of the strength of the applied RF field and the time, τB1, for which it is 
applied.
  
	 α = γB1

+τB1	 (1.10)
  

After application of an RF pulse with tip angle α about the x-axis, the net 
magnetization can be expressed as three different vectors.
  
	 Mz = M0 cos α, Mx = 0, My = M0 sin α	 (1.11)
  

The geometric design of the RF coil is determined by the requirement that 
the B1

+ field produced by the coil must be perpendicular to B0. There are a 
large number of different geometries, which are discussed in detail in Chap-
ter 3. One example, widely used in high-resolution liquid-state NMR, is the 
“saddle” coil, shown in Figure 1.6. The long axis of the coil is coincident with 
B0, and current flowing through the copper conductor produces a B1

+ field 
with the required orientation. The RF coil is tuned and impedance matched 
to 50 Ω at the Larmor frequency for high efficiency. The RF coil may be tuned 
to more than one frequency, as also discussed in Chapter 3.

Power to the RF coil is supplied by an RF amplifier, the general specifica-
tions of which include:
  
	 (i)	�A mplifiers for liquid-state and solid-state NMR experiments must be 

able to produce pulses as short as 1 µs, with accurate and reproducible 
shape, at frequencies up to ∼1 GHz. In solid-state NMR applications, 
very high power pulses with a very high duty cycle may be used for 
proton decoupling.

	 (ii)	� In the case of MRI, up to 30–60 kW of power must be available without 
the performance varying over time owing to any component heating, 
as well as the amplifiers being capable of high duty cycles for RF-inten-
sive sequences, such as turbo spin-echoes.

  
The design of RF amplifiers is described in detail in Chapter 6.
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Figure 1.5  ��(a) The effect of an RF pulse on the net magnetization is to rotate the magnetization about the axis along which B1
+ is applied. 

(b) The angle of rotation α is given by eqn (1.10).
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1.4  �Precession
When the RF pulse is turned off, the component of magnetization in the 
transverse plane precesses around B0, as shown in Figure 1.7(a). The preces-
sion frequency, ωprecession, is exactly the same as the frequency of irradiation:
  
	 ωprecession = ω0 = γB0	 (1.12)
  

The concept of a rotating reference frame is very useful in analyzing the 
behaviour of the net magnetization, and is shown in Figure 1.7(b). The rotating 
reference frame (x′y′) is defined as rotating around B0 at an angular frequency ω0.

In fact, the exact precession frequencies of different nuclei within a mole-
cule are determined by two other factors, chemical shift and scalar coupling, 
which are outlined in the following sections.

1.4.1  �Chemical Shift
The term “chemical shift” refers to the fact that protons in different chemical 
environments within a molecule resonate at slightly different frequencies: 
their precession frequencies are shifted (with respect to a reference, dis-
cussed below) with the magnitude of the shift depending on their particular 
chemical environment. The cause of this shift is that the exact magnetic field 

Figure 1.6  ��(a) Photograph of a saddle coil, formed of an etched copper substrate, 
used for high-resolution liquid-state NMR. The electrical circuitry used 
for tuning and impedance matching is situated below the coil. The sam-
ple is placed in the centre of the coil. (b) Current I flowing through the 
coil produces a B1 field that is perpendicular to B0.
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experienced by each proton in the molecule is slightly lower than B0 owing 
to the shielding effects of the electron cloud surrounding each proton. Elec-
trons have a magnetic moment, which is opposite in sign to that of the pro-
ton, and so the effective magnetic field experienced by the proton is reduced. 
As an example, consider the lactic acid molecule shown in Figure 1.8. There 
are four different proton groups (CH3, CH, OH, COOH) in this molecule: each 
of these proton groups has a slightly different precession frequency since 
they experience a slightly different magnetic field. The effective magnetic 
field, Beff, experienced by a proton is given by:
  
	 Beff = B0(1 − σ)	 (1.13)

where σ is called the shielding constant, and is related to the electronic envi-
ronment surrounding the nucleus. The resonant frequency of the proton is 
given by:

	 ω = γBeff = γB0(1 − σ)	 (1.14)
  

One of the main factors that determines the value of σ is the electroneg-
ativity of the atoms connected to the protons: the proton in an –OH group 
has a lower shielding constant than those in a –CH2– group since oxygen is 
more electronegative than carbon and pulls electrons away from the proton, 
thus reducing the shielding. The resonant frequency of the proton of an –OH 
group is therefore higher than that of the protons in a –CH2– group. The 
chemical shift (δ), in units of parts-per-million (ppm), is defined as:
  

	   6 ref

ref

ppm 10 f f
f

 
 	 (1.15)

  
where fref is the resonant frequency of the protons in tetramethylsi-

lane (TMS), which acts as a reference for proton NMR spectra. Figure 1.9 
shows approximate chemical shift ranges for protons in different chemical 

Figure 1.7  ��(a) Immediately after a 90° pulse about the x-axis, the magnetization 
lies along the y-axis, and starts to precess at a frequency ωprecession, given 
by eqn (1.12). (b) In the rotating reference frame the magnetization vec-
tor appears static.
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environments. For the lactic acid molecule, the order of resonance frequen-
cies is: CH3 < CH < OH < COOH.

1.4.2  �Scalar Coupling
Consider the protons in the molecule shown in Figure 1.10. There are 
three chemically distinct protons (HA, HB, and HC), which have three dif-
ferent chemical shifts and corresponding resonant frequencies. However, 
there is also an interaction between the two protons HA and HB, which are 
separated by three chemical bonds (HA-to-C-to-C-to-HB). The magnetic 
field experienced by HA depends upon whether HB is in the α (parallel) or 
β (anti-parallel) state, and vice versa: this phenomenon is termed scalar 
coupling. Therefore, there are four different energy levels for this coupled 
two-proton system: αα, αβ, βα, and ββ, as shown in Figure 1.10(b). The 
exact value of the scalar coupling constant J depends upon a number of 

Figure 1.9  ��The range of proton chemical shifts for different chemical moieties.

Figure 1.8  ��(a) Chemical structure of a lactic acid molecule. (b) Ball-and-stick model 
of the lactic acid molecule with oxygens shown in red, protons in white 
and carbons in gray.
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different factors, including the particular type of chemical bond (single, 
double or triple bond), as well as the angle subtended between the C–H 
bonds (the Karplus angle), but in general the values are between 1 and 7 
Hz. The greater the number of bonds between the protons the weaker the 
coupling, and so for the molecule in Figure 1.10(a) there is effectively no 
coupling between HA and HC since there are five chemical bonds between 
the protons.

For the coupled HA–HB system, the four different transition energies corre-
sponding to the energy level diagram in Figure 1.10(b) are given by:
  

	
12 A AB 34 A AB

13 B AB 24 B AB

1 1,
2 2
1 1,
2 2

J J

J J

   

   

ω ω ω ω

ω ω ω ω
	 (1.16)

  
Figure 1.11 shows the evolution of the precessing magnetization for the 

three different protons. From Figure 1.9 the chemical shift of HC has the low-
est value, followed by HA and the highest value for HB. HC precesses at a sin-
gle frequency, whereas protons HA and HB are “split” into two frequencies by 
the scalar coupling.

1.4.3  �Relaxation Processes
The final effect that must be considered in terms of the precession of the net 
magnetization is relaxation. After the RF pulse has been turned off, each of the 
magnetization components Mz, Mx and My returns to their thermal equilib-
rium values, with the time-evolution determined by specific time-constants. 

Figure 1.10  ��(a) A chemical molecule with three different protons. HA and HB are 
scalar coupled, whereas HC is not coupled. (b) Energy level diagram for 
the coupled HA and HB protons.
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The time-evolutions of Mz, Mx and My are characterized by differential equa-
tions known as the Bloch equations:14
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The return of Mz to its equilibrium value of M0 is governed by the spin-lattice 

(T1) relaxation time, and the return of Mx and My to their thermal equilibrium 
value of zero by the spin–spin (T2) relaxation time. It should be noted that the 
relative values of T1 and T2 can be very different for different types of sample, 
but T1 is always greater or equal to T2. For non-viscous liquids used in high-res-
olution NMR, the values of T1 and T2 are very similar. In contrast, in solid sam-
ples T2 can be up to six orders shorter than T1, and for human MRI the T2 of 
many soft tissues is between one and two orders of magnitude smaller than T1.

Solving the Bloch equations for the Mx and My components of magnetiza-
tion gives:
  
	 My(t) = My(t = 0)e−t/T2, Mx(t) = Mx(t = 0)e−t/T2	 (1.18)
  

Figure 1.11  ��Evolution of the magnetization in the molecule shown in Figure 1.10 
from the combined effects of chemical shift and scalar coupling. The 
rotating reference frame (x′y′) frequency is set to the chemical shift of HA.
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Therefore, the precessing magnetization vectors shown in Figure 1.11 
decay exponentially as a function of time. In practice, there is an addition 
term that gives rise to the decay of transverse magnetization, which is termed 
“inhomogeneous line-broadening” and has a time-constant of T2

+. This term 
arises from spatial inhomogeneities in the magnetic field within the sample 
as-a-whole, and can arise from the magnet itself or more commonly with an 
inhomogeneous sample. The overall relaxation time for transverse magneti-
zation is termed T2

*, which is given by:
  

	 * 2 2
2

2 2

T T
T

T T






	 (1.19)

  
The return of Mz to its thermal equilibrium value of M0 is governed by the 

T1 relaxation time:
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	 (1.20)
  

1.5  �The Receiver Coil for Detecting the MR Signal
In high-resolution NMR experiments, the same RF coil used to transmit the 
RF pulses is also used to detect the MR signal. In contrast, in MRI experi-
ments a large number of small coils are typically used to receive the signal, 
with (usually) a single large coil used to transmit the RF pulses. For simplic-
ity, and without losing generality, Figure 1.12(a) shows the case relevant to 

Figure 1.12  ��(a) Detection of the MR signal occurs via the voltage induced across 
the terminals of an RF coil by the time-varying magnetic flux produced 
by the precessing magnetization. (b) The induced voltage as a function 
of time, incorporating chemical shift and scalar coupling, as well as 
T2

* relaxation.
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high-resolution NMR in which the saddle coil shown in Figure 1.6 is used 
as the receiver coil. The time-varying magnetic field produced by the preces-
sion of the magnetization vectors results in a voltage being induced in this 
receiver coil. The induced voltage, V, is given by Faraday’s law and is propor-
tional to the rate-of-change of magnetic flux:
  

	   1

sample
dxy

Bt
V M r

t t I
 

    
   	 (1.21)

  
where the coil sensitivity is defined as B1/I, i.e. the B1 field produced per unit 
applied current. At higher strengths of the B0 field, the protons precess at a 
higher frequency, the value of dϕ/dt increases, and so the detected MR signal 
is higher.

The time-domain signal is shown in Figure 1.12(b). Based on the previ-
ous sections the signal contains a number of different frequencies owing to 
chemical shift and the effects of scalar coupling, and decays exponentially as 
a function of time. The time-domain signal is usually referred to as the free 
induction decay (FID).

1.6  �The Receiver: Signal Demodulation, Digitization 
and Fourier Transformation

The analogue time-domain signal shown in Figure 1.12(b) must be converted 
into a digital signal so that it can be stored and processed. Typically, the mag-
nitude of the signal is on the order of millivolts or even lower, which means 
that it cannot be digitized directly with a high dynamic range by a commer-
cial analogue-to-digital converter (ADC). It must first pass through the MR 
receiver, which is covered in detail in Chapter 7 and so only a brief overview 
is given here.

1.6.1  �Receiver Electronics
A block diagram of the electronic circuits in the receiver is shown in  
Figure 1.13. The signal first passes through a low-noise preamplifier, with 
a typical gain factor of 20–30 dB and noise figure ∼0.5 dB. Commercial 
ADCs used in MR have a maximum input voltage of 5 volts, with resolu-
tion of 16 bits, and so the voltage should be amplified to close to 5 volts 
before being digitized, otherwise the full dynamic range of the ADC is not 
utilized.

High-resolution ADCs cannot sample at the very high frequencies associ-
ated with MR, and so it is necessary to demodulate the signal to reduce the 
sampling rate in order to take advantage of the high dynamic range. The 
first demodulation step uses two phase sensitive detectors (PSDs), with the 
inputs to the two PSDs phase shifted by 90° to produce real and imaginary 
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outputs centred at a lower intermediate frequency, ωIF. Each PSD contains a 
mixer and low pass filter, with the mixer effectively acting as a signal multi-
plier. The output of the mixer has frequency components at (ω0 + ωIF) and 
(ω0 − ωIF): the low pass filter removes the higher frequency components. The 
real, sR(t), and imaginary, sI(t), components of the signal pass through a sec-
ond amplification stage and are digitized using separate ADCs. In practice, 
digital sampling is now common in both NMR and MRI,15 and is discussed 
further in Chapter 7.

1.6.2  �Signal Processing
In NMR experiments, after the signal has been digitized and stored, it is Fou-
rier transformed into the frequency domain (for imaging experiments, cov-
ered later in this chapter, the transformation is a multi-dimensional inverse 
Fourier transform). The frequency-domain signal has both real, SR(f), and 
imaginary, SI(f), components given by:
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The real part of the frequency-domain signal, SR(f), is termed the absorp-

tion-mode spectrum, as shown in Figure 1.14. Each line in the spectrum is 
described by a Lorentz function with a full-width-half-maximum (FWHM) 
given by (πT2

*)−1. The imaginary component of the frequency-domain sig-
nal is termed the dispersion-mode spectrum, as also shown in Figure 1.14. 
The real part of the spectrum is displayed after the phase of the spectra is 
adjusted to account for the finite delay between the RF pulse being switched 
off and the start of data acquisition. Frequency independent (zero-order) and 
frequency-dependent (first-order) phasing are applied so that the real part of 
the spectrum is completely absorptive.

Figure 1.13  ��Block diagram of the individual components in an MR receiver.
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1.7  �Shim Coils
Despite every effort to construct a magnet that produces a completely homoge-
neous static field throughout the entire sample, this is impossible to achieve in 
practice. Finite mechanical tolerances in winding and placement of the super-
conducting wires, and material imperfections within the superconducting 
wire itself result in a small degree of spatial variation of the B0 field. Indeed, it 
is theoretically only possible to produce a completely homogeneous field with 
an infinitely long magnet, as covered in Chapter 2. Furthermore, unless the 
sample is a pure liquid, the different magnetic susceptibilities of components 
within the sample, and in particular the boundaries between these compo-
nents, produce distortions in the magnetic field: this is the case particularly for 
MRI experiments in animals or humans, as described in Chapter 4.

In order to counteract this sample-dependent inhomogeneity in the static 
magnetic field, it is necessary to introduce “shim coils”, which are discussed in 
more detail in Chapter 4. These are “correction” coils, through which current 
can be passed to produce a spatially-varying compensatory magnetic field for 
the particular sample being studied. There are two different types of shim coils: 
(i) superconducting shim coils, which are situated in the cryostat of the magnet, 
as shown in Figure 1.2, and which are adjusted only during magnet installation, 
and (ii) room-temperature shims, which are normally placed on the inside of the 
magnet bore. In high-resolution NMR there may be up to thirty different shim 
coils through which current can be passed. The reason for such a high num-
ber is that it is essential to obtain narrow linewidths in high-resolution NMR 

Figure 1.14  ��Fourier transformation of the complex time-domain digitized signal 
gives an absorption spectrum (top) and a dispersion spectrum (below).
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spectroscopy in order to separate the resonances from protons in similar chem-
ical environments. In MRI there are far fewer shim coils since: (i) imaging is 
inherently less sensitive than spectroscopy to B0 field inhomogeneities, (ii) the 
effect of the shims is less since they are situated a much greater distance away 
from the sample than in high-resolution NMR, and (iii) the intrinsic inhomoge-
neities produced by the sample are much greater.

The geometry of the shim coils is designed to produce different spatial 
variations in the magnetic field. Figure 1.15(a) shows examples of three sets 
of shim coils used to produce different spatial compensations to the mag-
netic field, Figure 1.15(b), as a function of location in the z-direction. The 
effects of mis-setting the shim currents are also shown in Figure 1.15.

Optimization of the currents through the shim coils can be performed in 
two different ways. In one method, the real component of the deuterium lock 
signal is monitored, covered later in Section 1.9, in the other method mag-
netic field gradients are used, as described in Section 1.8.4.

1.8  �Gradient Coils
Magnetic field gradient coils, a term usually shortened to simply “gradient 
coils”, are designed to produce a linear dependence of the effective mag-
netic field on spatial position. They consist of shaped conductors (wires or 
thin sheets) through which current passes to produce the gradient field. In 

Figure 1.15  ��(a) Wire geometries for Z1, Z2 and Z3 shim coils with the appropriate 
relative current values and directions provided by the individual shim 
DC power supplies. (b) The spatial variation in magnetic field in the 
z-direction for each of the Z1, Z2 and Z3 shim coils. (c) A spectrum 
showing a well-shimmed line shape. (d) A spectrum showing low-field 
asymmetry produced by a sub-optimal value of the Z2 shim. (e) A spec-
trum displaying a symmetric broad baseline produced by a sub-opti-
mal value of the Z3 shim.
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high-resolution NMR probes, a single z-axis gradient coil is usually inte-
grated into the RF probe, although three-axis gradients can also be present. 
For MRI, three independent orthogonal sets of gradient coils are present, 
each controlled by independent gradient amplifiers.

Since only the z-component of the magnetic field (Bz) interacts with the 
proton magnetic moments, it is the spatial variation of Bz that is relevant. 
The magnetic field gradients are designed to be linear over the sample, i.e.:
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Figure 1.16 shows a plot of magnetic field vs. spatial position for a gradient 

applied along the z-axis.
When the gradient is switched on by passing current through the coil, the 

magnetic field Bz becomes a function of z position and is given by:
  
	 Bz = B0 + zGz	 (1.24)

where Gz has units of tesla (T) per metre. The corresponding precession fre-
quencies (ωz) of the protons, in the rotating frame, are given by:

	 ωz = γzGz	 (1.25)
  

Details on gradient coil design, as well as the gradient amplifiers, are cov-
ered in Chapter 5. Gradient coils are used for many purposes in MR, the fol-
lowing being the most common:
  
	 (i)	D ephasing or “crushing” of unwanted transverse magnetization.
	 (ii)	 Coherence selection in multiple quantum coherence experiments.16

Figure 1.16  ��A linear gradient in the z-direction can be produced by two sets of 
loops of wire (a), each one carrying current in the opposite direction. 
(b) Midway between the loops, at z = 0, the additional magnetic field 
from the two sets of loops cancels out, and the magnetic field experi-
enced by the nuclei is B0.
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	 (iii)	� Measurements of apparent diffusion coefficients of liquid samples,17 
or tissues in MRI.18

	 (iv)	�R apid optimization of shim currents for high-resolution NMR and 
MRI.

	 (v)	� Spatial localization in MRI19,20 and localized in vivo magnetic reso-
nance spectroscopy (MRS).

  
The following sections give a brief overview of these gradient-based 

applications.

1.8.1  �Crusher Gradients to Dephase Transverse 
Magnetization

“Crusher” gradients are used to dephase transverse magnetization and are 
widely used, for example, in localized in vivo MR spectroscopy to suppress 
unwanted signals arising from imperfect RF pulses. In order to calculate 
the required strength and duration of a gradient pulse for effective dephas-
ing, consider the effect of a gradient, Gz, applied for a time τ as shown in 
Figure 1.17(a), on transverse magnetization, Mxy. The resonance frequency 
of the protons is given by eqn (1.25). If one assumes a sample with length 
L in the z-direction, and with uniform proton density, then the average 
transverse magnetization, as a function of Gz and τ, over the length L is 
given by:
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i.e. a sinc function. Figure 1.17(b) shows a plot of the transverse magnetiza-
tion as a function of time and gradient strength. If one wishes, as an example, 

Figure 1.17  ��(a) Application of a gradient pulse directly after an RF pulse dephases 
the magnetization. (b) The time-evolution of the transverse magneti-
zation as a function of gradient strength.
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to completely dephase the magnetization for a sample of length 1 cm, then 
a 2 ms long gradient pulse with strength 0.37 T m−1 reduces the transverse 
magnetization by a factor of 1000.

1.8.2  �Gradients for Coherence Selection in High-Resolution 
NMR

Many NMR experiments involve the creation and selection of multiple 
quantum coherences to simplify the resulting spectra. Examples include 
homonuclear double quantum and triple quantum coherence selection 
in correlated spectroscopy (COSY) experiments, as well as heteronuclear 
multiple quantum coherences created in triple-resonance sequences. 
The topic of multiple-quantum sequences is covered in many textbooks 
on high resolution NMR spectroscopy. Gradients can be used to select 
between different coherence pathways. The coherence order, p, is defined 
as the difference in the magnetic quantum number, m, of the relevant 
eigenstates, i.e.:
  
	 p = mr − ms	 (1.27)
  

Longitudinal magnetization corresponds to p = 0, single quantum 
coherence transverse magnetization to p = ±1, double-quantum coher-
ence to p = ±2, and so on. In any sequence, the coherence transfer pathway 
begins with p = 0, corresponding to thermal equilibrium magnetization 
along B0.

In order to select only the desired coherence pathway, phase cycling 
can be used, i.e. repeating the sequence a number of times with different 
phases of the RF pulses. This is an efficient way of coherence selection, 
but limits the minimum total experiment time, especially for sequences 
requiring extensive phase cycles (16, 32 or 64 steps). An alternative 
method of selecting specific coherence orders is to use gradients, using 
the principle that the phase accumulation of the spins during the appli-
cation of the gradient pulse is proportional to the coherence order. So for 
a rectangular-shaped gradient pulse with strength Gz, applied for time τ, 
the phase ϕ is given by:
  
	 ϕ(z,τ) = pγGzzτ	 (1.28)
  

Eqn (1.28) shows, for example, that double-quantum coherences accu-
mulate phase twice as fast as single-quantum coherence, and triple-quan-
tum coherences three times as fast. Thus, by applying gradient pulses of 
different strengths or durations it is possible to refocus selective coher-
ence orders, while unwanted coherences are dephased. Simple examples 
are shown in Figure 1.18 for double-quantum and triple-quantum-filtered 
COSY sequences.
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1.8.3  �Measurements of Apparent Diffusion Coefficients Using 
Gradients

The phase evolution of transverse magnetization when a gradient is applied 
can also be used to measure the molecular diffusion coefficient of a sample. 
The most common sequence used for this purpose is the Stejskal–Tanner 
spin-echo, or variations thereof, shown in Figure 1.19.

The phase accumulation during the first gradient is given by:
  
	 dz z zG z t G z  γ γ 	 (1.29)
  

The 180° pulse refocuses B0 inhomogeneities and chemical shift effects. 
If the diffusion coefficient of the sample is zero, then there is an equal and 
opposite phase accumulation produced by the gradient applied after the 180° 
pulse, and the effects of phase accumulation are completely rephased, the 
signal simply being attenuated by T2 relaxation. However, if there is indeed a 
physical displacement of the molecules, i.e. diffusion, during the time inter-
val between the two gradient pulses, then the two phase accumulations are 
not equal and the signal amplitude is attenuated. The faster the diffusion 
coefficient (D) the greater the signal attenuation. In the “short-pulse limit”, 
i.e. when δ / Δ, the signal intensity is given by:
  
	 S(Gz) = S(Gz = 0)e−γ2G2δ2(Δ−δ/3)D = S(Gz = 0)e−bD	 (1.30)

Figure 1.18  ��Pulse sequences for double quantum filtered (DQF) and triple quan-
tum filtered (TQF) magnitude COSY spectra. The sequence of RF pulses 
is identical for both experiments. In the DQF experiment, the double 
quantum coherence created by the second 90° pulse is dephased by 
gradient Gd and the detected single quantum coherence is rephased 
by gradient Gr. If Gr = 2Gd, then DQ coherence only is refocused, if  
Gr = 3Gd then TQ coherence only is refocused.
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where the b-factor is defined as:

	 b = γ2G2δ2(Δ − δ/3)	 (1.31)
  

By repeating the sequence with a set of different b-values, usually via dif-
ferent values of the diffusion-encoding gradient, the resulting signal ampli-
tudes can be fitted to eqn (1.30) to determine the value of D. In addition to 
measuring diffusion in homogeneous liquid samples, diffusion weighting 
can be used in high-resolution NMR21,22 to filter out signals with a very fast 
diffusion coefficient, for example the water signal in a protein solution. Dif-
fusion encoding sequences are very widely used in MRI in the areas of diffu-
sion weighted imaging (DWI),18,23 diffusion tensor imaging (DTI),24 diffusion 
kurtosis imaging (DKI),25,26 and fiber tractography.27

1.8.4  �Gradient-Based Shimming
As outlined in Section 1.7, maximizing the magnetic field homogeneity for 
each sample involves B0 shimming, i.e. optimizing the currents through each 
of the individual shim coils. This is a time-consuming process that is not 
ideal to perform manually, for example, for in vivo experiments. Rather than 
manual optimization, the process can be automated and speeded up by the 
use of gradients using a pulse sequence, such as the one shown in Figure 
1.20(a), which measures the magnetic field inhomogeneity, ΔB0(z) as:
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 0
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B z
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
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	 (1.32)

where Δϕ is the spatially dependent phase difference between the measured 
projections shown in Figure 1.20(a). In terms of the shim settings, the resid-
ual magnetic field ΔBres(z) can be defined as:

	 Δ ΔB z B z c S zj j
j

res ( ) = ( ) − ( )∑0 	 (1.33)

Figure 1.19  ��The Stejskal–Tanner spin-echo experiment used to measure the appar-
ent diffusion coefficient (D) of a sample. The value of D can be calcu-
lated from a plot of the measured signal intensities as a function of 
the applied gradient strength for a series of different gradient values.
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where Sj(z) is the magnetic field distribution of shim j, and cj represents the 
corresponding weighting function. This residual is minimized by calculat-
ing the values of the coefficients cj (i.e. the currents through each shim coil), 
which is normally performed in a least-squares sense over the entire one- 
dimensional z-projection:

	  2
res

1

Min
zN

k
k

B z


 
 

 
 	 (1.34)

  
where Nz is the number of data points acquired in the z-projection.

1.8.5  �Gradients in MRI
In MRI three orthogonal sets of gradients are used to spatially encode the x, y 
and z dimensions of the sample. Each of these gradients is designed to provide 
a linear variation of magnetic field as a function of spatial dimension, i.e.:
  

	 z z z
z x y

B B B
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z x y
  

  
  

	 (1.35)
  

Figure 1.20  ��Schematic of the processes involved in gradient-based shimming. (a) 
One dimensional gradient projections of the sample are obtained for 
two different echo times, TE1 and TE2. (b) The difference in the phases 
(Δϕ) between the two projections is calculated and scaled to give the B0 
inhomogeneity (ΔB0) as a function of z-position. (c) Knowing the mag-
netic field profiles of each of the shim coils, a least-square fitting rou-
tine is implemented to calculate the currents through each of the shim 
coils which best compensates for the measured B0 inhomogeneity.
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The process of image formation is covered in more detail in Section 1.11 
later in this chapter. For human MRI applications, typical gradient strengths 
of 60–70 mT m−1 are used, with some specialized gradients going up to  
300 mT m−1.28,29 High gradient values can also be produced by reduced 
diameter “head-only insert” gradient coils. MRI is also extensively used in 
pre-clinical animal imaging systems, and also for microimaging experiments 
on samples as small as single cells.

1.9  �The Deuterium Lock Channel and Field 
Monitoring

Although the static magnetic field is extremely stable over time, every mag-
net displays small frequency “drifts” that are typically of the order of 1–10 
Hz per hour. Since many NMR experiments require data acquisition times on 
the order of hours or even days, it is essential to compensate in real-time for 
this field drift. If not corrected, then spectral linewidths are broadened, and 
artifacts can appear in the spectrum.

In high-resolution liquid-state NMR, this correction is performed using a 
deuterium “lock channel”. One channel of one of the RF coils in the NMR 
probe is tuned to the deuterium (2H) resonance frequency. The sample is 
dissolved in a fully or partially deuterated solvent (e.g. D2O, CDCl3, or C6D6). 
Deuterium is a quadrupolar nucleus with a very short T1 value, and so the 
signal can be pulsed and sampled effectively continuously. The imaginary 
“dispersive” component of the deuterium spectrum is monitored, as shown 
in Figure 1.21(a). Changes in the static magnetic field produce a shift in the 
dispersive spectrum, which is analyzed to define an error signal, as shown 
in Figure 1.21(a). This error signal forms the input to a negative feedback 
loop, which controls the current applied to the Z0 shim coil. This coil is a 
long solenoid, which produces a uniform magnetic field which can add or 
subtract from the main B0 field. Since the deuterium signal can be quite noisy 
(owing to the low power used for pulse transmission, the low gamma of the 
deuterium nucleus, and the low sensitivity of the deuterium channel of the 
RF coil), the deuterium signal is averaged over many hundreds or thousands 
of samples so that the current in the Z0 shim is only updated slowly. The neg-
ative feedback loop is designed such that it integrates the deuterium signals 
over a long period of time, and thus has a very slow time-constant. The lock 
channel effectively forms a separate simple “spectrometer”, linked by a cen-
tral clock/master oscillator to the rest of the data acquisition system.

The lock-channel can also be used to monitor the static field homogeneity 
during shimming. The better the homogeneity the sharper the deuterium 
line shape and the higher its amplitude. This system is still present on many 
high-resolution NMR systems but gradient-based shimming, as described in 
Section 1.8.4, is increasingly being used.

For most in vivo MRI and MRS experiments there are not as stringent require-
ments for the stability of the magnetic field as there are in high-resolution 
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NMR. Experiments typically do not take as long, spectral linewidths in vivo 
are much wider owing to the intrinsic inhomogeneity of biological tissue, 
and imaging per se is much more robust with respect to small frequency 
drifts than spectroscopy. Therefore, in MRI systems there is no need for a 
separate lock channel. However, in MRI there are other mechanisms that can 
lead to drifts in the magnetic field. In sequences requiring rapid switching 
of the gradients, significant temperature changes can occur in the gradient 
coil, which in turn can heat components such as the passive iron shims and 
field booster rings. These thermal disturbances change the magnetic suscep-
tibility of the component iron, and hence cause a change in the magnetic 
field. Changes owing to gradient heating are relatively slow owing to the large 
heat capacity of the physical former on which the gradient coils are wound, 
and the large mass of the structure, and so monitoring does not have to be 
continuous but can be interspersed between scans using very low tip angle 
spectroscopic measurements of the water resonance frequency, since it is the 
dominant species for in vivo measurements. Based on these measurements, 

Figure 1.21  ��Schematic of the operation of the deuterium-based frequency lock on 
a high-resolution NMR system. (a) A drift in the magnetic field shifts 
the deuterium resonance to a higher or lower frequency. The disper-
sive line shape is monitored and a corresponding positive or negative 
“error” signal recorded as the signal intensity at zero frequency in the 
rotating reference frame. (b) This error signal is integrated over time 
and, via a negative feedback loop, alters the current (ΔI) fed into the Z0 
shim coil to correct for the magnetic field drift.
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rather than changing the magnetic field itself as described for the deuterium 
lock, the system simply alters the frequencies of the transmitter and receiver.

Although this type of monitoring can be used to compensate for global 
changes in the magnetic field, it cannot correct for spatially dependent 
changes, which, in addition to gradient heating, can be caused by many other 
factors, such as patient motion. Correcting for spatially dependent changes 
in the magnetic field clearly requires spatially dependent measurements. 
These can be implemented, for example, using multiple small microcoil 
probes that contain a fluorinated liquid and, similarly to the deuterium lock 
channel on a high-resolution NMR system, form a separate but linked MR 
spectrometer.30 The use of multiple fluorinated probes, shown in Figure 1.22, 
allows the extraction of spatial variations in the main magnetic field, and the 
ability to apply real-time corrections to compensate for these fluctuations.

1.10  �Magic Angle Spinning Solid-State NMR: 
Principles and Instrumental Requirements

NMR spectra of liquid samples consist of a series of very sharp resonances, 
owing to the averaging of anisotropic NMR interactions by rapid random 
tumbling, resulting in very long T2 values, typically hundreds of millisec-
onds. In contrast, NMR spectra of solid or rigid samples are very broad, since 
anisotropic and orientation-dependent interactions are not averaged: an 
example is shown in Figure 1.23(a). The two most important interactions 

Figure 1.22  ��A photograph of a commercial field-monitoring system using a series 
of microcoils (encased in black plastic), tuned to the fluorine reso-
nance, with a fluorinated sample inside. By continuous measurement 
of the phase of the fluorine MR signal, spatial and temporal variations 
in the magnetic field can be measured and corrected either in real-
time or in signal post-processing.
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that produce broad linewidths in solids are dipolar coupling and chemical 
shielding, with the dipolar term being dominant especially at low magnetic 
fields.

Dipolar coupling results from the interaction of one nuclear spin with the 
magnetic field generated by a second nuclear spin, and vice versa. Dipolar 
coupling represents a direct through-space interaction, the magnitude of 
which is given by:
  

	 DD 0
34π

j k
jk

jk

μR
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
 γ γ

	 (1.36)

  
where Rjk

DD is the dipolar coupling between two spins j and k, and rjk is the 
distance between the spins.

Chemical shielding is related to the chemical shift outlined earlier for liq-
uid samples, and is an anisotropic interaction characterized by a shielding 
tensor. Anisotropy in the chemical shift leads to broadening of the spectral 
lines. For molecules which are spatially symmetric in three-dimensions the 
chemical shift anisotropy (CSA) is very small. For non-symmetric molecules, 
the CSA is larger, and linewidths correspondingly wider.

Both dipolar coupling and chemical shielding have an angular depen-
dence with respect to B0, containing multiplicative terms (3 cos2 θ − 1), 
where θ is the angle between a line connecting the two nuclei and B0 for the 
dipolar coupling, and between the direction with the largest deshielding 

Figure 1.23  ��(a) Schematics of the respective spectra for 13C in the liquid and solid 
states. (b) Spinning the sample at the magic angle (54.7°) with respect 
to B0 is used to reduce the effect of dipolar coupling and chemical shift 
anisotropy. (c) A pulse sequence used for heteronuclear solid-state 
spectroscopy involving cross-polarization and high-power proton 
decoupling.
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and B0 for the chemical shift term. One can therefore effectively average out 
these components by rotating the sample very rapidly at an angle of 54.74° 
with respect to B0 such that 3 cos2 θ − 1 = 0, a technique termed magic-angle 
spinning (MAS),31 illustrated in Figure 1.23(b). For full averaging the rate 
of spinning must be greater than the anisotropic interaction. State-of-the-
art microprobes are able to spin at a rate of 111 kHz.32 For regular-sized 
samples, typical diameter/spinning speeds are 1.3 mm diameter/65 kHz, 
2.5 mm/35 kHz, 3.2 mm/23 kHz, 4 mm/8 kHz, and 7 mm/4 kHz. Since pro-
ton dipole–dipole coupling constants can be much greater than 100 kHz, 
full averaging is rarely achieved and MAS is often combined with multi-
ple-pulse sequences, which also reduce the effects of dipolar coupling, 
based on concepts originally developed as WAHUHA33 or MREV-8.34,35  
The combination of MAS with multiple-pulse sequences is called CRAMPS 
(Combined Rotation and Multiple-Pulse Sequence) and requires high-
power amplifiers, short RF times, and fast switching between the transmit 
and receive mode.

For dilute spin-1/2 nuclei, such as 13C, the homonuclear (13C–13C) dipo-
lar coupling is insignificant owing to its low occurrence. The 1H–13C het-
eronuclear dipolar coupling can be minimized with high-power proton 
decoupling,33,36 as shown in Figure 1.23(c). The sensitivity of this type of 
experiment can be increased using cross-polarization (CP)37 techniques, 
which involve polarization transfer from 1H to 13C. Efficient CP requires 
that the precessional frequencies in the rotating frame are the same for 
protons and carbon, i.e.:
  
	 γCB+

1,C = γHB+
1,H	 (1.37)

  
This requirement implies that the B1

+ fields must be spatially homogeneous 
at both frequencies, and as discussed in Chapter 3 this requires that the coils 
be very well balanced, which is challenging, particularly at very high frequen-
cies. Cross-polarization is generally combined with relatively low-speed MAS 
(5 to 15 kHz) in a combined approach known as CP–MAS.

In a similar fashion to that described previously for liquid-state NMR, gra-
dient coils can be incorporated into the probe in order to perform coherence 
pathway selection in multiple quantum solid-state experiments. In this case, 
the gradients must be oriented along the magic angle.38,39

The instrumental requirements corresponding to the types of experiments 
outlined above include:
  
	 (i)	�T he ability to spin the sample extremely rapidly with a high degree of 

mechanical precision.
	 (ii)	� Very short (∼1 µs), high-power RF pulses must be applied, which place 

high degrees of demand on the RF amplifiers and components in the 
RF probe.

	 (iii)	�T he RF fields for different nuclei must be spatially very well matched 
and homogeneous for efficient cross-polarization.
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	 (iv)	� Isolation between the receive chains of the different nuclei, as well as 
between transmit and receive chains, must be very high since high-
power decoupling may be applied during data acquisition.

	 (v)	� Magic angle gradients and associated gradient amplifiers must be 
capable of producing gradient pulses with durations below 100 µs and 
strengths of 500 mT m−1.

1.11  �Magnetic Resonance Imaging: Principles and 
Instrumental Requirements

In MRI there are a large number of different imaging sequences, which can 
be used for structural imaging, functional imaging, magnetic resonance 
angiography, and diffusion-weighted imaging, to name only a few.12 Two 
generic sequences, or “building-blocks”, are shown in Figure 1.24, namely a 
gradient-echo and spin-echo sequence.

In the sequences shown in Figure 1.24 there are three “processes” used 
to produce the two-dimensional image. First, slice-selection uses a frequen-
cy-selective RF pulse applied simultaneously with a magnetic field gradient, 
denoted by Gslice. If the selective RF pulse, with an excitation bandwidth of 
±Δωs, is applied at a frequency ωs, then protons precessing at frequencies 
between ωs + Δωs and ωs − Δωs are rotated from the z-axis into the transverse 
plane, whereas protons with precession frequencies outside this range do 
not experience the RF pulse, as shown in Figure 1.25(a). By changing the cen-
tre frequency (ωs) of the RF pulse, the slice can be centred at different parts 
of the sample. As indicated in Figure 1.25(b), the thickness of the slice can be 
decreased by using a larger gradient strength or a longer duration RF pulse 
that has a smaller frequency bandwidth.

Figure 1.24  ��(a) Generic two-dimensional gradient-echo imaging sequence. The 
sequence is repeated Npe times, with the phase encoding gradient 
being incremented from its maximum negative value to its maxi-
mum positive value. (b) Corresponding generic spin-echo imaging 
sequence. TR represents the repetition time and TE the echo time.
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Having selected a slice, a phase encoding gradient is applied to encode 
an orthogonal direction via the phase of the signal. After the phase encod-
ing gradient has been switched off, the frequency-encoding gradient (Gfreq) 
is turned on and data acquisition begins. Nf data points are sampled while 
the frequency encoding gradient is on, after which a relaxation delay (TR) 
occurs before the sequence is repeated using the next incremented value of 
the phase-encoding gradient. A total of Npe phase encoding gradients are 
used, resulting in a total imaging time of TR × Npe.

Assigning the Gy gradient to phase encoding, and Gx to frequency encod-
ing, the combined effect of the phase-encoding and frequency-encoding gra-
dients gives a signal:
  

	     pe
pe slice slice

, , , , e e d dyx j G yj G xt
y xs G G t x y x y     γγ 	 (1.38)

where τpe is the time for which the phase encoding gradient is applied. Two 
variables kx and ky can be defined as:40,41

	 pe2π 2πx x y yk G t k G  
γ γ 	 (1.39)

and eqn (1.38) can be re-expressed as:

	     2π2π

slice slice
, , e e d dyx jk yjk x

x yS k k x y x y    	 (1.40)

  
The Nf × Np data matrix can be visualized as a two-dimensional dataset as a 

function of kx and ky, commonly referred to as the k-space domain. Consider 

Figure 1.25  ��The principle of slice selection in MRI. (a) By applying a frequency-se-
lective RF pulse in combination with a gradient, only the nuclei within 
a thin “slice” experience the RF pulse and are rotated from the longi-
tudinal axis (blue) into the transverse plane (red). (b) The thickness 
of the slice can be controlled by the strength of the gradient and the 
bandwidth of the RF pulse.
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the Nr data points collected when the maximum negative value of the phase- 
encoding gradient, Gy, is applied. From eqn (1.39) the value of ky for all Nr 
data points corresponds to its maximum negative value. When the frequency- 
encoding gradient is switched on, the first data point collected corresponds to 
the maximum negative value of kx due to the negative dephasing lobe shown in 
Figure 1.24(a), the second data point to a slightly more positive value of kx and 
so forth, and so the Nf data points correspond to one “line” in k-space, shown 
as line 1 in Figure 1.26(a). The second line in k-space corresponds to the next 
value of the phase-encoding gradient, and so on. The spacing between the 
k-space points is inversely proportional to the respective spatial dimensions, 
or fields-of-view (FOV), in the image: Δkx = 1/FOVx, Δky = 1/FOVy.

A two-dimensional inverse Fourier transform of the k-space data S(kx, ky) 
gives ρ(x,y), which is the MR image, as shown in Figure 1.26(b). MR images 
are conventionally represented as the magnitude of ρ(x,y).
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The signal intensity in each voxel of the image depends on the tissue relax-

ation times as well as the proton density. In terms of the MR relaxation times, 
for an axial image acquired using slice-selection in the z-direction, the image 
intensity of each voxel, I(x,y), is given by:
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where ρ(x,y) is the “proton density” and the tip angle of the RF pulse in 
the gradient echo sequence is α°. The degree of T1-weighting of the image 

Figure 1.26  ��(a) Data for MRI are acquired in “k-space”, with a Cartesian grid shown 
in this case. (b) The image is reconstruced by a two-dimensional 
inverse Fourier transform of the k-space data.
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is determined by the respective values of the tissue T1 and the chosen TR 
interval between repeated phase-encoding steps: if TR / T1 then there is no 
weighting, whereas if TR ≈ T1 then the image intensity is weighted by differ-
ent tissue T1 relaxation times. Similarly, the situation of TE ≈ T2

* introduces 
T2

*-weighting into the image.
Although eqn (1.42) indicates that the SNR is maximized using a value of  

α = 90°, this case would require a long value of TR to allow full T1 relaxation 
to occur, and as a result an impractically long data acquisition time for clini-
cal applications. In order to image more rapidly, the value of α is reduced to 
a value considerably smaller than 90°. For a given value of TR, the value of  
α that maximizes the signal intensity is given by:
  

	 1
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1

Ernst cos e T


 	 (1.43)

  
For example, if TR is reduced to 0.05 T1, then the optimum value of α is 

8°. Using these parameters, images can be acquired in a few tens of seconds.
Gradient-echo sequences allow very rapid image acquisition. The major 

disadvantage is that they are weighted by tissue T2
* values, which are typically 

much shorter than T2 in vivo. In order to introduce pure T2-contrast into the 
image a spin-echo sequence can be used, as shown in Figure 1.24(b). The spa-
tial encoding principles are exactly the same as for the gradient echo image, 
but now the intensity is weighed by the T2 rather than T2

* value:
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As mentioned previously there are very many types of MRI sequences. 

Common instrumental requirements include:
  
	 1.	�R F coils and RF amplifiers must be able to handle/provide up to 30–60 kW  

of power, with duty cycles up to ∼20%. The pulses are both amplitude and 
phase modulated, with strict requirements for the reproducibility. The 
amplifiers must be linear over a large range of signal inputs/outputs.

	 2.	� For rapid imaging sequences such as echo planar imaging, gradient 
switching rates in the hundreds of hertz to kilohertz may be necessary. 
In this case, one also needs to consider peripheral nerve stimulation 
(PNS), which can occur when the dB/dt is on the order of 50–100 T s−1.

	 3.	�D ata acquisition involves much higher bandwidths than for spectro-
scopic experiments: fast imaging sequences may have bandwidths up 
to 1 MHz for very high gradient strengths.

	 4.	�T he amount of streaming data is very high: a commercial 32-channel 
receive array may acquire data essentially continuously over 20 min-
utes, representing several gigabytes of data that has to be processed in 
real-time for clinical evaluation.
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Appendices
As seen in this first chapter, the hardware components of the MR system share 
many geometric properties and design goals. A cylindrical geometry is inherent 
in superconducting magnet design, RF volume coils, shim coils and gradient 
coils. Maximizing the homogeneity of the magnetic field is critical for supercon-
ducting magnet and RF coil design; producing a linear spatial variation in mag-
netic field is key for gradient coil design; and well-defined higher-order spatial 
distributions of the magnetic field are required for shim coil design. The basis 
for each of these component is a set of current-carrying electrical conductors. 
Despite the fact that the operating frequencies of these different components 
are quite different (DC for magnets and shim coils, tens to hundreds of kHz for 
gradients, and tens to hundreds of MHz for RF coils), there are common math-
ematical tools that can be used to produce the desired magnetic field distribu-
tions. Two of the most common formalisms, namely the Biot–Savart law and 
spherical harmonic decomposition, together with specific examples of their use, 
are described in these two appendices. These models are further refined, and 
more sophisticated examples given, in several of the chapters later in the book.

Appendix A. Maxwell’s Equations and the Biot–Savart 
Law
The fundamental bases for calculating both magnetic and electric fields are 
termed Maxwell’s equations, listed in eqn (1.45–1.48).
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where ρv is the electric charge density, ε the permittivity, µ the permeability, 
H the magnetic field, E the electric field, and J the electric current density. 
The operators on the left of eqn (1.45) and (1.46) represent divergence, and 
those in eqn (1.47) and (1.48) represent curl operators. In physical terms, the 
divergence of a vector field describes the degree to which it behaves as either 
a source or a sink at a given point. If the divergence is non-zero at some point 
then there must be a source or sink at that position: in contrast, if the diver-
gence is zero then it indicates that there is neither. The curl operators on the 
left of eqn (1.47) and (1.48) represent the spatial-variation of the electric and 



Chapter 136

magnetic fields, which are coupled to the time-variation of the magnetic and 
electric fields on the right hand side. In other words, as an electric field prop-
agates throughout the sample it gives rise to a time-varying magnetic field. 
This magnetic field, which varies as a function of space, in turn gives rise to 
a time-varying electric field. Eqn (1.47) and (1.48) show that magnetic and 
electric fields are intrinsically coupled.

Designs for magnets, gradient coils, shim coils or RF coils can be formu-
lated by simplifying Maxwell’s equations under conditions known as “quasi- 
static”, which corresponds to being able to neglect any effects of the finite 
wavelength of the EM wave within the sample. In this case, the magnetic 
field can be estimated quite accurately by the Biot–Savart law, which can be 
derived directly from Maxwell’s equations. The Biot–Savart law describes the 
magnetic field (dB) at a point P distance r from the wire, produced by a cur-
rent I flowing through a small section (ds) of wire. The value of dB is given by:
  

	 0
3

dd
4π
μ s rB I

r



 

	 (1.49)

  
where µ0 is the permeability of free space, equal to 1.257 × 10−6 T m A−1. 

Two very simple examples are given below, a straight wire and a circular loop, 
both shown in Figure 1.27.

Example A1. Magnetic Field Produced by a Straight Wire
In Figure 1.27(a), the value of dB for a straight wire can be calculated by sim-
ple trigonometry:
  

	
2

0 sin
d sin d

4π
μB I x

a


   
 

 	 (1.50)
  

Figure 1.27  ��Examples of (a) a current-carrying straight wire and (b) a current-car-
rying circular wire-loop, for calculation of magnetic fields using the 
Biot–Savart law.
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The total magnetic field produced by the current in the infinitely long wire 
is then simply given by the integral of this expression:
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0
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4π 2π
μ I μ IB
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 


   	 (1.51)

  
The result shows that the magnetic field decreases as the inverse of dis-

tance from the wire.

Example A2. Magnetic Field Produced by a Circular Wire Loop
Consider a loop of wire with radius a, shown in Figure 1.27(b). If one con-
siders the field produced along the central axis of the loop, there is only one 
non-zero component of the magnetic field, which is oriented along the z-di-
rection and is given by:
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So at the centre of the loop, the magnetic field is given by µ0I/2a, i.e. the 

smaller the wire loop the higher the magnetic field produced per unit cur-
rent. Along the central axis of the coil, i.e. along the z-axis, the magnetic field 
decreases approximately exponentially with distance.

The off-axis magnetic fields can also be calculated analytically, but are 
more complicated. They are given (in polar coordinates) by:
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	 (1.53)

where E and K are complete elliptical integrals of the second and first kinds, 
respectively, and k is defined as:

	 k
ar

a r z
=

+( ) +
4

2 2 	 (1.54)

  
Using these analytical results, designs using circular loops in particular 

can be optimized in terms of producing the desired spatial distribution of the 
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magnetic field. The following two examples show the application in design-
ing a linear magnetic field gradient and a homogeneous magnetic field, both 
with a simple two-loop arrangement.

Example A3. Design of a Two-Loop Coil Geometry to Produce a 
Linear z-Gradient
The simplest configuration for a coil producing a gradient in the z-direction 
is a “Maxwell pair”, shown in Figure 1.28(a), which consists of two separate 
loops of multiple turns of wire, each loop containing equal currents, I, flow-
ing in opposite directions. In order to estimate the distance between the two 
loops that maximizes the linearity of the gradient, the value of Bz is first cal-
culated using eqn (1.52):
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where µ0 is the permeability of free space and a is the radius of the gradient 
set. By applying a Taylor series expansion, and noting that by symmetry the 
first two differentiable terms are zero, the first term that can give a non-linear 
contribution is the third derivative, given by:
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	 (1.56)

  

Figure 1.28  ��Physical arrangements of wire loops for (a) a linear gradient and  
(b) a constant homogeneous field. The values of dgradient and dconstant are 
derived in terms of the coil radius a in examples A3 and A4.
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This term becomes zero at a value of d = a√3. The magnetic field produced 
by this gradient coil is zero at the centre of the coil, and is linearly dependent 
upon position in the z-direction over about one-third of the separation of 
the two loops. The region over which the gradient is linear can be extended 
by adding other sets of coils in the axial dimension, as covered later in more 
detail in Chapters 2 and 4.

Example A4. Design of a Two-Loop Coil Geometry to Produce a 
Homogeneous Magnetic Field
Using the same arrangement as before, except with the currents now flowing 
in the same direction shown in Figure 1.28(b), the first-order term in the 
Taylor expansion is zero, and so the first perturbation arises from the second 
order term, which should therefore be set to zero, i.e.:
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Combining eqn (1.55) and (1.57) gives the optimum value of the distance 

between the coils equal to the radius of each coil. In this case the magnetic 
field at the centre of the coil is given by:
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Appendix B. Spherical Harmonic Representation of 
Magnetic Fields
As seen in Appendix A, the Biot–Savart law is an effective method for optimizing 
the design of simple geometries in terms of their behaviour on-axis. However, it 
becomes much more cumbersome to use when one needs to consider off-axis 
terms. In this case, a very widely used formalism is to represent magnetic fields 
in terms of spherical harmonics, as described in a simplified form below.

Visual Description
The starting point is to consider the magnetic field within a sphere of a cer-
tain diameter positioned at the centre of the magnet. If the aim is to pro-
duce a homogeneous magnetic field then one can clearly define the desired 
field by a single vector term Bz with fixed amplitude and direction within 
the sphere. As will be seen in Chapter 2, this is not possible to achieve in 
practice (theoretically one can achieve this only by passing current through 
an infinitely long solenoid) and there will be spatial perturbations in the 
magnetic field. As in many other areas of engineering one can define these 
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perturbations in terms of increasing orders, i.e. first-order, second-order etc. 
In the case of spherical harmonics, there are three first order perturbations, 
five second order, seven third order, and so on. Within each order, there are 
a number of degrees, e.g. five degrees within the second order, seven degrees 
within the third order etc. The order is given the symbol n, and the degree 
the symbol m. The zero order term (m = 0, n = 0) represents a homogeneous 
magnetic field. The three first order (n = 1) perturbations correspond to lin-
ear variations in magnetic field, with the three orthogonal directions obvi-
ously being x, y and z. The degree (m) of the perturbation corresponds to the 
particular direction, with m = +1 being x, m = 0 being z, and m = −1 being y. 
The five second order terms (n = 2) correspond to m = +2, +1, 0, −1 and −2. 
Figure 1.29 shows the spatial distributions of the zero, first and second order 
spherical harmonics.

If one considers only the terms with m = 0, one can see that these are rota-
tionally invariant with respect to the z-axis: these are called zonal harmonics. 
Considering the spheres to have longitudinal and latitudinal axes, analogous 
to a globe, there are 2|m| zeroes in the longitudinal axis and n − |m| zeroes 
in the latitudinal one.

Mathematical Description of Spherical Harmonics
Starting from Gauss’ law of magnetism and Ampere’s law, eqn (1.47) and 
(1.48), one can derive a very useful equation, which is referred to as Laplace’s 
equation.
  
	 ∇ = ∇ = ∇ =2 2 2 0B B Bx y z 	 (1.59)

Figure 1.29  ��Visual representation of lower order spherical harmonics.
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where the differential Laplacian operator is defined as:
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In the case of an MR magnet, the magnetic field is aligned along one axis 

(the z-axis), and so one can simplify the equation to give:
  
	 ∇ =2 0Bz 	 (1.61)
  

This equation is often solved in cylindrical coordinates (the derivation 
is long and complicated and covered in many textbooks so is not repeated 
here), shown in Figure 1.30, where θ and ϕ are the polar and azimuthal 
angles, respectively, and r is the radius.

The solution to Laplace’s equation results in a magnetic field B(r, θ, ϕ) 
which can be described by an expansion of orthogonal spherical harmonic 
functions Ynm and coefficients Cn,m.
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where n is the order and m the degree, as outlined in the previous section. 
Spherical harmonic functions are defined on the surface of a sphere, and are 
given by:
	 , , , ,( , ) (cos )cos( )n

n m n m n m n mY C r P m      	 (1.63)

where Cn,m and ϕn,m are constants (ϕn,m = 0 for m ≥ 0 and π/2 for m < 0), and  
Pnm(cos θ) are polynomial functions known as Legendre polynomial functions 

Figure 1.30  ��Cylindrical axis used for the description of spherical harmonic 
functions.
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for m = 0, and associated Legendre polynomial functions for m ≠ 0. Legendre 
polynomial functions can be calculated from:

	    21 d 1
2 ! d

n
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n n nP x x
n x

   	 (1.64)

and associated Legendre polynomials via:
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Combining eqn (1.62) and (1.63), the magnetic field can be expressed as:
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Table 1.2 gives the mathematical values of the lower order spherical har-

monics that correspond to those shown in Figure 1.29.
To relate this mathematical description to the visual one presented earlier, 

one can consider a number of simple cases:
  
	 (i)	�A ll cases with m = 0. From eqn (1.66) the magnetic field is independent 

of ϕ, i.e. it is rotationally invariant around the z-axis. For the particular 
case that n = 0, m = 0, the magnetic field is constant. When m = 0, the 
remaining Legendre polynomials are referred to as zonal harmonics, 
and give rise to what is termed a zonal magnetic field.

  
	 B C r Pz n

n
n, (cos )zonal =  	 (1.67)

  
If θ = 0, i.e. along the z-axis:

  
	 B C z P C zz n

n
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n= ( ) =1 	 (1.68)
  

Since Pn(1) = 1, this can be expanded to give:
  
	 B C C z C z C zz = + + + …0 1 2

2
3

3 	 (1.69)
  

Table 1.2  ��Legendre and associated Legendre functions Pn,m(cos θ).

P0,0(cos θ)
1

P1,1(cos θ) P1,0(cos θ) P1,−1(cos θ)
sin θ cos θ sin θ

P2,2(cos θ) P2,1(cos θ) P2,0(cos θ) P2,−1(cos θ) P2,−2(cos θ)
3 sin2 θ 3 sin θ cos θ 1/2(3 cos2 θ − 1) 3 sin θ cos θ 3 sin2 θ
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This expression is very useful in determining parameters in, for example, 
gradient coil design as covered in the examples at the end of this Appendix.
  
	 (ii)	�W hen m ≠ 0, the magnetic field around the z axis “oscillates” with a 

frequency mϕ and initial phase ϕn,m. For the case that m = +1, the field 
around the circumference should exhibit one cycle, and for m = −1 
also for one cycle but with a π/2 phase shift in the origin of the cycle. 
Similarly for m = +2 and −2, there are two cycles circumferentially, as 
seen in Figure 1.29. Spherical harmonics with m ≠ 0 are referred to as 
tesseral harmonics.

	 (iii)	� For n = ±1 and m = 0 the function is rotationally invariant, and there is 
one cycle as a function of θ.

	 (iv)	� For n = 1, m = ±1 the number of zeros as a function of θ is zero. These 
correspond to what are termed as sectoral harmonics, corresponding 
to the case n = |m|. Since |m| = 1 then there is one cycle around the 
circumference.

  
Having given a mathematical description of spherical harmonics, the final 

step is to show how these can be used in very simple examples of generating 
specific spatial distributions of the magnetic field. The first two cases are 
identical to those solved in Appendix A to show the correspondence between 
the two techniques.

Example B1. Generation of a Homogeneous Magnetic Field
The basic building block to generate zonal harmonics is a current loop with 
its central axis lying along the z-direction. A declination angle α is defined 
with respect to a central point z = 0 as shown in Figure 1.31.

Figure 1.31  ��Two wire loops producing (a) a constant homogeneous field and  
(b) a linear gradient. In this case, the declination angle α is solved for 
using a spherical harmonic approach.
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The magnetic field in terms of zonal harmonics is given by:
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If a second loop is placed symmetrically about z = 0, then one can use the 

fact that:
  
	     1,1 1,1cos π 1 cosn
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and if equal currents are applied in the same direction in each loop, then 
eqn (1.71) means that all the odd zonal terms in z, z3, z5 etc. are cancelled out, 
leaving the desired term (i.e. the homogeneous magnetic field) in z0 and the 
first terms that must be cancelled are in z2. From eqn (1.70) the contribution 
is determined by the value of P3,1(cos α). Using Table 1.2, this value is zero 
when 5 cos2 α − 1 = 0, from which α = 63° and dconstant = a, i.e. the separation 
is equal to the radius, the same value (fortunately!) as derived in example A1.

Example B2. Generating a Linear Magnetic Field Gradient in z
Consider the same two loops of wire; if the currents in the two loops are now 
equal and opposite, then even orders cancel, i.e. z2 = z4 = z6 = 0. Therefore, the 
first term that needs to be set to zero is the third order one. From Table 1.2, 
P41 contains a term in (7 cos3 θ − 3 cos θ), which is equal to zero for θ = 49.1°. 
This corresponds to a separation given by 1.73 times the radius.

Example B3. Generating a Linear Magnetic Field Gradient in x or y
As can be appreciated from Figure 1.29, generating a magnetic field gradient 
in either the x- or y-direction involves spherical harmonics with n = 1, m = ±1, 
and since m ≠ 0 these involve tesseral harmonics rather than zonal harmon-
ics. Unlike zonal harmonics, tesseral harmonics cannot be generated by a 
current loop, but can be generated instead using arcs of current, as shown in 
Figure 1.32(a). As shown by Romeo and Hoult,42 the magnetic field produced 
by such an arc is given by:
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where dψ represents the azimuthal width of the arc. In this case the constant 
terms Cn,m contain two associated Legendre polynomials. As was shown pre-
viously for rings, if two arcs are placed 180° apart with current flowing in 
opposite directions, then the even degrees cancel out, as shown in Figure 
1.32(a). So, with respect to the degree n there are terms in B11, B13, B15 etc. and 
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with respect to the order m there are terms in B21, B31, B41 etc. The term in B13 
can be cancelled by appropriate choice of the width Δψ of the arc:
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This term is zero when the angle subtended by the arc is 120°. The next 

step is to cancel out the higher order terms. As shown in the previous exam-
ple, by using a symmetrical arrangement about the z = 0 axis, even order 
terms are cancelled out by extending the number of arcs from two to four, as 
shown in Figure 1.32(b). The next term is the contribution from B31, which as 

Figure 1.32  ��(a) An arc of current produces tesseral spherical harmonics. Two arcs 
placed 180° apart cancel out even degrees of these harmonics (note that 
the arcs are shown as not being physically connected). The angle 120° 
is chosen to cancel the B13 term. (b) By adding additional arcs symmet-
rically about the z = 0 plane, even orders are cancelled. (c) Physical real-
ization of the gradient coil involves connecting the individual arcs by 
straight line sections, and optimizing the values of α and β for linearity.
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also shown in Romeo and Hoult,42 can be made equal to zero by calculating 
the relevant value of Cn,m, and results in the arrangement shown in Figure 
1.32(c), with the values of α and β given by 21.3° and 68.7°, respectively.
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2.1  �Introduction
As covered in Chapter 1, the nuclear polarization and the induced MR voltage 
both scale linearly with magnetic field. The increase in SNR with magnetic 
field is one of the driving forces behind the development of ever-higher static 
magnetic fields in both high resolution NMR spectroscopy and MRI (animal 
and human). As an example from NMR, Figure 2.1 shows a chronological 
plot of the SNR of a standard sample (0.1% ethylbenzene in deuterated chlo-
roform) as a function of the highest field strength available. In addition to 
the increased SNR, the spectral resolution is increased both for high resolu-
tion NMR and localized in vivo spectroscopy, meaning that spectral overlap 
becomes much less of a problem, and more resonances can be assigned. In 
high resolution NMR there are also specific experiments in which a high field 
has additional advantages: for example transverse relaxation optimized spec-
troscopy (TROSY)-based experiments show the narrowest linewidths at the 
“magic fields” of 23.5 tesla for amide protons in polypeptides, and 21.1 tesla 
for amide nitrogens.1 In human MRI, several groups have shown that tissue 
contrast arising from the presence of diffuse iron or changes in myelination is 
much higher than at lower clinical magnetic fields, providing a major impetus 
for the use of high field MRI to study neurodegenerative diseases.2 High field 



49Magnets

systems are also highly promising for in vivo MR of low gyromagnetic ratio 
nuclei, such as 31P and 23Na. Currently, the highest commercially available 
high resolution NMR systems operate at just over 23.5 T (1 GHz), animal sys-
tems at 16.8 tesla (720 MHz), and human MRI systems at 11.7 tesla (500 MHz).

In addition to the absolute value of the magnetic field, other critical design 
criteria for the magnet include the temporal stability of the field and the use-
able volume, i.e. the volume over which the magnetic field lies within a spec-
ified homogeneity (typically a few parts per billion).

2.2  �Magnet Types
A number of different technologies can be used to generate the magnetic field 
for MR. This chapter focuses on the most widespread technology, namely a 
cylindrical superconducting magnet. However, there are a variety of other 
types of magnet that offer advantages for particular requirements, such as 
low operating costs or open access. The various different magnet types are 
briefly described in this section.

2.2.1  �Air-Cored Resistive Magnets
Some of the earliest electromagnets designed for MRI in humans were wound 
from copper or aluminium and operated at room temperature. A small num-
ber of solenoidal coils, usually four, were situated on the surface of a notional 

Figure 2.1  ��Increase in the SNR for the high resolution NMR industry’s standard (0.1% 
ethylbenzene in deuterated chloroform) over the past ∼45 years. The 
major factor is the increase in the static magnetic field. Also shown are the 
advantages bestowed by using cryoprobe technology, covered in Chapter 3. 
Figure provided by Bruker Instruments.
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sphere: the design aim is to generate a uniform magnetic field within the 
sphere, while leaving a gap in the mid-plane of the sphere for the subject. 
Air-cored magnets were able to operate at a field strength of up to 0.2 T with 
typical power requirements of 40 kW–100 kW. The large amount of heat gen-
erated in the coils required the use of water cooling and generally presented 
challenges to maintain the required field stability.

2.2.2  �Permanent Magnets
Permanent magnets require no power, refrigeration, or cryogens to generate 
the main magnetic field and therefore have the advantage of low operating 
costs, although the large weight may be a disadvantage in siting. Historically, 
China has dominated the world supply of rare earths, such as neodymium–
iron–boron, used for the production of these magnets.

The maximum operating field is limited to approximately 0.3 T for a whole-
body system and the geometry allows a relatively clear access to the imag-
ing volume, although the level of homogeneity is usually less than that of a 
conventional cylindrical magnet. Owing to the large temperature coefficient 
of the magnetisation of typical permanent magnet materials, these types of 
systems are sensitive to changes in temperature and so normally incorporate 
some form of temperature stabilisation.

2.2.3  �Iron-Cored Resistive Magnets
A number of systems incorporate resistive windings into a C-shaped iron 
pole. The iron core significantly increases the field generated by the resistive 
coils. The field strength is limited to typically 0.35 T, but the open access 
geometry has the advantage that it is less claustrophobic and allows access to 
the patient for treatment during the imaging. Installation costs are low. How-
ever, the magnet is driven from a high-power, high-stability power supply 
and so the operating costs tend to be high. As with resistive and permanent 
magnets, some sort of temperature stabilisation is required to achieve the 
field stability required for MRI.

2.2.4  �Iron-Cored Superconducting Magnets
Replacing the resistive coils of an iron-cored resistive magnet with super-
conducting coils allows higher field strengths to be generated and elimi-
nates the difficulties caused by heat generated in the coils. Field strengths 
of typically 0.5 T to 1.0 T are commercially available using this technology. 
The main benefit of this type of system is the open access geometry, which 
reduces claustrophobia and allows easy access to the patient. The higher 
operating fields result in higher forces between the poles so it becomes 
difficult to maintain mechanical stability with a simple C-shaped configu-
ration. Therefore, these systems normally have two pillars to support the 
additional forces.
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2.2.5  �Superconducting Cylindrical Magnets
The vast majority of the magnets used for both high resolution NMR and 
MRI are superconducting cylindrical magnets, oriented vertically or hori-
zontally, respectively. These magnets can operate in persistent mode with no 
need for an external current source, making their field intrinsically stable. 
A photograph and schematic of a high resolution NMR magnet is shown in 
Figure 2.2. For human MRI systems, the cylindrical bore allows access for the 
patient through the circular aperture at the end of the cylinder. This geom-
etry allows the most efficient generation of a high and homogeneous field 
at clinical field strengths of 1.5 T and 3 T. Whole-body magnets with field 
strengths up to 10.6 T have been built using this type of magnet. Modern 
magnets are relatively light compared to iron-cored magnets and are usually 
built with shielding coils which enable the stray field to be controlled with-
out the requirement of steel shielding. Table 2.1 shows typical specifications 
for a high resolution NMR magnet and a clinical MRI system.

2.3  �Magnetic Field Generation
2.3.1  �Basic Physics
As outlined in the previous section, the magnetic field in an MRI system is 
most commonly provided by an electromagnet, i.e. a superconducting mag-
net. An electromagnet exploits the physical phenomenon whereby a magnetic 

Figure 2.2  ��(left) Photograph and (right) schematic of a high resolution NMR magnet. 
The actual superconducting windings of the magnet itself occupy relative 
little of the total space of the magnet, which is dominated by the cryostat 
and vacuum vessels necessary to maintain a temperature of 2 K around 
the superconducting wire. Figure provided by Bruker Instruments.
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field is generated around a conductor carrying an electric current. The mag-
netic field is a vector quantity in that it has both magnitude and direction.

The magnetic field can be expressed mathematically by the Biot–Savart law 
(Chapter 1, Appendix A) which describes the magnetic field at a point in space 
created by a current carrying element. Compared to a straight-wire, the magnetic 
field can be concentrated by forming a loop of current, as shown in Figure 2.3.

The strength of the magnetic field can be enhanced by combining multiple 
loops to form a solenoid, as shown in Figure 2.4. The field at the centre of a 

Table 2.1  ��Characteristics of a mid-frequency high resolution NMR magnet (left) 
and three standard clinical MRI systems (right).

NMR magnet Clinical MRI magnets

Field strength 11.7 tesla 3 tesla 1.5 tesla 1.5 tesla
Magnet weight 450 kg 4600 kg 3000 kg 2800 kg
Open bore 54 mm 70 cm 70 cm 60 cm
Homogeneity (55 × 55 × 50 cm) ≤5 ppm ≤5 ppm ≤5 ppm
Homogeneity (50 × 50 × 45 cm) ≤1.8 ppm ≤1.8 ppm ≤1.8 ppm
Homogeneity (25 × 5 × 5 mm) ≤0.1 ppb
Temporal stability (per hour) ≤10 ppb  

per hour
<0.1 ppm <0.1 ppm <0.1 ppm

Figure 2.3  ��Concentration of magnetic field at the centre of a loop of wire. The field 
drops off inversely with the distance from the wire.
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very long solenoid is given in eqn (2.1), where N is the total number of turns 
and L is the length.
  
	 0
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2.3.2  �Field Homogeneity
MRI requires a homogeneous background field, typically 5 parts-per-million 
(ppm) over the imaging volume. This level of homogeneity could be achieved 
using a simple long solenoid: however it would result in a magnet length of 
approximately 18 metres for a human sized imaging system!

As a practical alternative, homogeneous magnetic fields can be produced 
using discrete sets of coils arranged at optimal positions and with optimal 
current densities.3 The simplest example of an arrangement of coils is two 
identical coils with the axial spacing equal to their radius (Chapter 1, Appen-
dix A, Example A4) as shown in Figure 2.5(a); this arrangement is known as a 
Helmholtz pair. An arrangement of a single pair of coils is only able to achieve 
a spherical homogeneity volume of about 60 mm diameter for a human sized 
magnet. In order to extend the homogeneity volume to a suitable level for 
whole body imaging (450–500 mm spherical diameter), additional coils need 
to be added. The positions and number of windings are optimized so as to 
remove successive orders of harmonics in the spherical harmonic expan-
sion of the magnetic field (Chapter 1, Appendix B). The Helmholz coil corre-
sponds to compensating the second order terms. Successive approximations 
are shown in Figure 2.5(b) and (c).

Generally, most magnets used for human imaging consist of six or seven 
discrete coils—the so-called multi-coil approach, compensating up to 10th 
order terms for the six coil symmetric configuration. The field contours 
produced by such an arrangement are shown in Figure 2.6. The blue field 

Figure 2.4  ��Multiple loops of current forming a solenoid produce an enhanced 
magnetic field strength. The field is very uniform at the centre of the 
solenoid, becoming weaker towards the ends, and at the very ends is 
one-half the value in the centre.
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Figure 2.5  ��Demonstration of the increase in magnetic field homogeneity by using 
a greater number of coil loops. The magnetic field is calculated using 
the Biot–Savart law, with red corresponding to a high field and blue to a 
low one. (a) Two coils with equal current, spaced at a distance equal to 
the radius of each loop. (b) Three coil arrangement, with four times as 
much current in the outer loops as the central one. (c) Four coil arrange-
ment with approximately 2.5 times as much current in the outer loops 
as in the inner loops.

Figure 2.6  ��Field contours produced by a six coil magnet design.
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contour shows regions where the field is lower than the central field and the 
pink field contour shows regions where the field is higher than the central 
field.

An alternative method to the multi-coil approach is termed the compen-
sated solenoid, in which a short solenoid forms the inner winding, and 
compensation coils are added at a slightly larger diameter, as shown in  
Figure 2.7. The compensated solenoid is typically used for higher magnetic 
fields, above 3 tesla, whereas the multi-coil approach is used for clinical 
field strengths.

In terms of industry standards and specifications there are a number of 
ways of expressing the magnet’s homogeneity:
  
	 (i)	�P lotted peak-to-peak: this is the gold standard and states the worst 

case (the difference between the highest and lowest points) taken 
on a sampling surface defined by up to 24 planes and 24 angular 
positions.

	 (ii)	� VRMS: this is usually extrapolated from the above analysis and is the 
root mean square (RMS) of an evenly sampled space within the vol-
ume. This measure is typically an order of magnitude less demanding 
than a peak-to-peak measurement.

	 (iii)	� FWHH: the full-width-half-height is an NMR linewidth definition; 
again it samples the whole volume, often with a flood phantom. The 
definition makes some assumptions about line shape and is probably 
the least satisfactory in terms of comparing magnets.

Figure 2.7  ��Schematic of a compensated solenoid design in which the internal 
structure is a continuously wound solenoid and the outer four coils pro-
vide compensation for field inhomogeneities over the central region.
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2.3.3  �Magnetic Shielding
Electromagnets generate a stray magnetic field surrounding the device, which 
can pose a number of problems, particularly in a hospital environment.
  

●● Hazards owing to large forces on nearby ferrous objects, generally for 
fields exceeding 5 mT (50 gauss).

●● Damage to magnetic storage devices for fields exceeding 1 mT (10 gauss).
●● Disruption to cardiac pace-makers for fields exceeding 0.5 mT (5 gauss).
●● Disruption of sensitive equipment, such as CT scanners, PET scanners, 

and nuclear medicine instruments, for fields exceeding 0.1 mT (1 gauss).
  

The stray field of the magnet can be reduced with the use of reverse wound 
coils, usually two, located outside the main coils of the magnet. Figure 2.8 
shows an arrangement of shielding coils.

Figure 2.9 shows how the 0.5 mT (5 gauss) contour is reduced by the shield-
ing coils.

Although all magnets at clinical field strengths are actively shielded, the pro-
cess for magnets with field strengths exceeding 7 T tends to be expensive and 
adds to the size and complexity of an already large magnet. Until around 2012, 
most ultra-high field systems were installed in steel shields. The shield typically 
consists of a box approximately 5 m wide × 5 m tall × 10 m long with a mass 
of between 200 000 and 800 000 kg of low-carbon mild steel. The refrigeration 
devices (cold heads) are situated on tall turrets that penetrate through the roof 
of the steel shield into a low field region above the shield. A section through the 
shield of a typical high field site is shown in Figure 2.10. Since ∼2012 most 7 
tesla human magnets have been actively shielded, mainly for practical purposes, 
although there remains significant debate as to the relative advantages and dis-
advantages of active vs. passive shielding in terms of patient safety.

2.3.4  �System Shielding from External Interference
Ferromagnetism is the process whereby certain special materials, such as 
iron, nickel and cobalt, become strongly magnetised when an external 
magnetic field is applied. Ferromagnetic materials have a varying degree of 

Figure 2.8  ��Typical arrangement of magnetic field shielding coils, shown in rela-
tionship to the six element multi-coil design of Figure 2.6.
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residual magnetisation after the external magnetic field is removed. Materi-
als with a large residual field are used as permanent magnets with numerous 
common applications, such as electric motors.

Ferromagnetism has two main applications in magnet systems for MRI: 
firstly, small pieces of carbon steel can be located at selected regions within 
the bore of the magnet to optimise the homogeneity of the magnetic field 
within the imaging volume; this process is called passive shimming.4 A sec-
ond application is to use carbon steel to construct a shield around a sensitive 
piece of equipment, such as a cryocooler, to reduce the magnetic field inside 
the shield.

Figure 2.9  ��Comparison of the stray field (5 gauss line) of a shielded and unshielded 
magnet. A reduction of an order of magnitude in the space required can 
easily be achieved.

Figure 2.10  ��Side section though a typical ultra-high magnet shielded room.
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One negative impact of ferromagnetism is that objects nearby the magnet 
become magnetised. If the object is large and moving, such as a car or truck, 
then it will produce a short-term disturbance to the field stability. Typically, 
a short-term variation in excess of 0.025 microTesla (0.25 mgauss) is likely to 
impact on the quality of the image.

The field from a magnetic dipole is given by
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where m is referred to as the magnetic moment and r is the vector from the 
point of measurement to the dipole. If the object is located on the magnet 
axis and is magnetised in the direction of the axis, the expression can be 
simplified to
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where mz is the magnetisation and z is the distance along the axis of the  
magnet. A steel object has a magnet moment given by

	 m = VM	 (2.4)
  
where M is referred to as the magnetisation and V is the volume of ferrous 
material. For a carbon steel object in a background field, the value of µoM 
can be determined from a B–H curve, where H is the background field (µoM =  
B − µoH) and has a saturation field of 2.1 T in a background field in excess 
of 0.02 T (200 gauss), although the exact value will depend on the specific 
properties of the steel. A 1 kg carbon steel object will therefore typically have 
a magnetic moment of ∼210 Am2.

Actively shielded magnets are particularly susceptible to the influence of 
environmental effects and are usually fitted with a special external interfer-
ence shield coil. The coil consists of a separate superconducting circuit spe-
cifically designed to shield out external field variations. The theory behind 
the design is described in a paper by Gabrielse and Tan.5 Practically, a typical 
factor of 20 reduction to the field disturbance can be obtained with an exter-
nal interference coil.

2.3.5  �Magnetic Field Shimming
The optimum B0 homogeneity that can be achieved theoretically for a given 
coil geometry will, in practice, not be achieved owing to small positional 
errors in the superconducting wire placement caused by manufacturing 
tolerances, and magnetic components both within the cryostat and the 
local environment. The sample or patient also generates field inhomogene-
ities. The disturbance to the homogeneity can be corrected by generating 
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additional magnetic fields designed to cancel out the unwanted field vari-
ation; this process is called “field shimming”. Field shimming is usually 
accomplished using either small pieces of iron (passive shims) or coils (shim 
coils) located in the bore of the magnet, or a combination of both. Large 
amounts of passive shimming can be problematic as the magnetic properties 
of the iron change with temperature. This can lead to field drift and homoge-
neity changes during the course of the scan.

Shim coils operating in the room temperature bore of the magnet are usu-
ally contained within the gradient coil assembly and are wound from copper 
wire or etched (mechanically or chemically) from copper sheet. These are 
referred to as resistive shims. Up to a maximum of thirty (high resolution 
NMR) or fifteen (MRI) shim channels might be provided and these will be 
driven by high-stability power supplies. By careful adjustment of the currents 
in the coils, field disturbances caused by the patient or sample can be cor-
rected. The topic of shimming is covered in extensive detail in Chapter 4 of 
this book.

Shim coils are also located inside the helium vessel. These are wound 
from superconducting wire and then set to a particular current setting 
during the initial installation of the magnet. The optimum current is deter-
mined by mapping the field, usually over the surface of a spherical vol-
ume, with a small NMR detector. As with the magnet, the superconducting 
shims are fitted with a superconducting switch (described later). Once the 
currents in the superconducting shims are set, the power supply can be 
removed.

As described in Chapter 1, Appendix B, the variation of the central field 
of the magnet is usually expressed as a sum of Legendre polynomials and 
associated Legendre polynomials. These functions are a convenient way of 
expressing the inhomogeneity of the central field because simple arrange-
ments of circular coils and circular arcs can produce good approximations 
of each of the most significant harmonics, and this facilitates the shimming 
process in terms of designing arrangements which can compensate for 
unwanted higher order terms. Eqn (2.5) shows the expansion of the magnetic 
field expressed in spherical coordinates.6
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where Pn

m(cos θ) are associated Legendre polynomials; An
m and Bn

m are con-
stants that define the field variation; r, θ, and ϕ are the polar coordinates rel-
ative to the magnet centre; and m and n are the polynomial order and degree, 
respectively.

Each shim coil is referenced by the shape of field it produces in terms 
of Cartesian coordinates, where the magnet axis is defined as the z axis.  
Table 2.2 lists the Cartesian representation of the most commonly used shim 
channels. The order (n) and degree (m) given in the table relate to the values 
of n and m in eqn (2.5).
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Ideally, there would be no spatial variation in the magnetic field within the 
imaging volume: this baseline is represented by the term corresponding to  
n = 0 and m = 0. There are three first order field variations, i.e. the field varies 
linearly with the x, y or z coordinates. In eqn (2.5), the linear variation in the z 
direction corresponds to n = 1 and m = 0 with A0

1 representing the magnitude 
of this variation. The linear variations in both x and y are obtained when n = 
1 and m = 1 with the magnitude of the variations given by A1

1 for the x direc-
tion and B1

1 for the y direction. Note that these three linear terms are also 
produced by the gradient coils that are used to encode spatial information in 
the MR signal during an imaging sequence.

As the values of n and m increase, the spatial variation of field increases in 
complexity. However, the magnitude of these more complex variations tends 
to be smaller and so good levels of field homogeneity can usually be obtained 
by concentrating shim coil design to remove only the lower order field impu-
rities (n ≤ 4 and m ≤ 3).

2.4  �Superconductivity
The electrical resistance of most conductors reduces as their temperature 
decreases. Superconductivity is the physical phenomenon whereby some 
special conductors’ resistance falls to zero at a certain temperature known 
as the critical temperature.7 For temperatures less than the critical tem-
perature, the performance of the superconductor is limited by its critical 
current density and critical field. A graphical representation is shown in  
Figure 2.11. Superconductivity allows high currents to be carried without 
heating, enabling the generation of high magnetic fields by relatively com-
pact coils. Superconductivity also allows the construction of a switch that 

Table 2.2  ��Cartesian representation of the lower order harmonics.a

Shim Order, n Degree, m Cartesian function

Z1 1 0 z
Z2 2 0 z2 − 0.5ρ2

Z3 3 0 z3 − 1.5ρ2z
Z4 4 0 z4 − 3ρ2z2 + 0.375ρ4

X 1 1 x
Y 1 1 y
ZX 2 1 3zx
ZY 2 1 3zy
X2–Y2 2 2 3(x2 − y2)
XY 2 2 3(2xy)
Z2X 3 1 6(z2 − 0.25ρ2)x
Z2Y 3 1 6(z2 − 0.25ρ2)y
Z(X2–Y2) 3 2 15z(x2 − y2)
ZXY 3 2 15z(2xy)
X3 3 3 15(x3 − 3xy2)
Y3 3 3 15(y3 − 3yx2)

a�The variable ρ is used to simplify the Cartesian expressions with ρ2 = x2 + y2.
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enables the magnetic field to be maintained with high stability without an 
external power supply.

2.4.1  �Superconducting Materials
The superconductor most commonly used in MRI magnets is niobium tita-
nium alloy. This has a critical temperature of 10 K and for practical applica-
tions is able to carry significant current with a background field of up to 10 
tesla at a temperature of 4.2 K (the boiling point of liquid helium). The maxi-
mum practical field can be enhanced to 12 tesla by reducing the temperature 
to 2.3 K. For higher field or higher temperature applications, a compound 
of niobium and tin (Nb3Sn) is most commonly used. Niobium tin conductor 
has been successfully used in applications in magnets for field strengths just 
above 20 tesla. The drawback of niobium tin is that it is an order of mag-
nitude more expensive than niobium titanium and is brittle after reaction, 
resulting in difficulties in manufacturing. Figure 2.12(a) shows a comparison 
of the current-carrying properties of the two conductors. The superconduct-
ing wire is formed into very thin filaments or wires, and these are embedded 
into a long cylindrical copper structure, which then forms the windings of 
the magnet, as shown in Figure 2.12(b).

Magnesium di-boride is a relatively new conventional superconductor with 
a critical temperature of 39 K.8,9 It has been used in the construction of mag-
nets that have demonstrated the feasibility of this technology for MRI applica-
tions.10–13 At the time of writing, the cost of the conductor and other practical 
limitations (such as the construction of superconducting joints) means that 
commercial systems are only just being developed to use this material. How-
ever, as cryogen costs increase, it may well become the material of choice for 
cryo-free systems (magnets not using liquid cryogens to cool the conductors).

Figure 2.11  ��Transition to zero resistance in a superconductor at a temperature 
termed the critical temperature (Tc).
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High temperature superconductor (HTS) materials were discovered in 
1986 14 in some particular ceramic materials, and critical temperatures 
in excess of 130 K have been recorded.15 Although it may eventually be 
possible to construct high field MR magnets using only HTS materials, 
this is currently not possible, but HTS inserts can be added inside con-
ventional low temperature superconductor (LTS) magnets. Much of the 

Figure 2.12  ��(a) Comparison of niobium titanium and niobium tin current carrying 
properties. (b) Photograph of the multifilamentary nature of super-
conductors embedded within a copper matrix.
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research is aimed at producing extremely high magnetic fields for high res-
olution NMR, fields which cannot be reached using LTS technology alone: 
for example HTS inserts will be series-connected with LTS technology in 
order to build high resolution NMR magnets up to 35 tesla. However, the 
technology can also potentially be applied to making much more compact 
magnets in general, and this aspect is extremely interesting for high field 
human systems in particular. The most promising materials currently are 
members of the Bi–Sr–Ca–Cu–O (BSSCO) system. There are three phases 
of BSSCO, of which Bi-2212 and Bi-2223 16 have been studied the most (the 
numbers refer to the relative number of Bi, Sr, Ca and Cu atoms). Bi-2201 
(Bi2Sr2CaCu2O8) has a transition temperature of 85 K and Bi-2223 110 K. 
Bi-2212 is particularly favourable since it is the first HTS that can be formed 
into round wires, and the critical current density (Jc) is not highly depen-
dent on the macroscopic texture (unlike Bi-2223, which requires uniaxial 
texture formed by deformation and reaction). These properties means that 
Bi-2212 can potentially be integrated into current LTS production meth-
ods. Other possible materials include rare-earth barium copper oxide 
(REBCO).17 At the time of writing, these materials have not been used for 
the commercial construction of coils. However the use of the material in 
current leads with low thermal heat-load is widespread. Figure 2.13 shows 
a comparison of the current-carrying capabilities of a variety of different 
types of superconductor.

Figure 2.13  ��Typical performance of various types of superconductor. Courtesy 
Peter Lee, NHMFL Florida State University.
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2.4.2  �Energising a Superconducting Magnet
Superconducting magnets for MRI have a large inductance and virtually no 
resistance. Typical operating currents are between 100 A and 1000 A, but 
owing to the virtually negligible resistance the magnet power supply only 
needs to supply a relatively low voltage of typically less than 10 volts: the 
voltage is only needed to overcome the resistive loss in the charging leads 
and the inductance. The inductive voltage V during ramping is given by eqn 
(2.6), where L is the inductance of the magnet and dI/dt is the rate of change 
of current.
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The time required to ramp the magnet to its operating field is given by eqn 
(2.7), where I is the operating current.
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For example, a 3 T magnet has an inductance in the region of 200 H and 

an operating current of 400 A. Charged at 5 V the magnet could be ramped 
in approximately 4.5 hours. In practice, the ramp rate is slowed down as the 
magnet reaches full field. Typically a 1.5 T MRI magnet can be charged in 30 
minutes, but an ultra-high field magnet such as a 9.4 T 900 mm magnet may 
take ∼100 hours.

A process of “over-fielding” is typically performed, in which the cur-
rent is taken slightly higher than the nominal operating current and then 
slowly brought back down to its operating current, this helps to “settle” the 
magnet.

2.4.3  �Superconducting Switch
In addition to a very homogeneous magnetic field, MRI also requires the field 
to be extremely stable over the duration of the scanning protocol. This is 
achieved principally with a superconducting switch. The switch consists of 
a short length of superconducting wire that is in close contact with a heat-
ing element. When the heater is on, the switch is warmed above its critical 
temperature so that there is no longer a continuous superconducting circuit. 
Under these conditions the switch is said to be ‘open’ and current can be run 
into the magnet windings via a DC power supply. When the current flowing 
through the magnet is such that the central field is at the required value, 
the switch heater is turned off. The switch quickly cools, becomes supercon-
ducting, and so forms a continuous superconducting circuit. The switch is 
now referred to as being ‘closed’ and the current can be reduced to zero. The 
power supply can be removed, leaving the current flowing in the magnet. 
Figure 2.14 shows the current paths with the switch in the open and closed 
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configuration. The magnet is now operating in persistent mode and has a 
field stability of typically better than 0.1 ppm hour−1.

2.4.4  �Superconducting Joints
Once the magnet is persistent, the temporal stability is determined by two 
principal components: the short term drift as current is redistributed within 
the conductor and the long term drift that is caused by the residual resistance 
of the superconducting circuit. The latter consists of the very small residual 
resistance of the wire and the resistance of the joints. A magnet is often con-
structed from multiple lengths of superconducting wire. These individual 
lengths of wire need to be joined together and connected to a superconduct-
ing switch with a very low resistance joint to achieve the levels of field stabil-
ity required for MRI, i.e. a drift less than 0.1 ppm hour−1.

For a typical 3 T MRI magnet a drift of 0.1 ppm hour−1 corresponds to a 
current decay of 1.1 × 10−8 amps sec−1. The rate of current decay is driven by 
a resistive voltage as given by eqn (2.6). In this example the resistive voltage 
will need to be less than 2.2 × 10−6 volts and so the total resistance of the 
circuit will need to be 6 × 10−9 ohms. Typically, there will be 20 joints in a 3 
T magnet, and therefore the resistance of each superconducting joint needs 
to be less than 3 × 10−10 ohms! A well-soldered room-temperature joint has a 
resistance of a few parts in 10−9 ohms; at least an order magnitude improve-
ment is required for field stabilities suitable for MRI.

Figure 2.14  ��Current paths in a magnet with the superconducting switch in the 
open and closed positions.
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There are multiple methods of making superconducting joints. These 
methods basically involve eliminating non-superconducting materials (such 
as copper) from the wires and then bringing the superconducting filaments 
into close proximity, bridging the gap with a superconducting solder such 
as Woods metal (an alloy of bismuth, lead, tin and cadmium). The detailed 
jointing process can be critical as oxides layers can significantly degrade the 
properties of the joints.18

2.4.5  �Quenching
A magnet will continue in a superconducting state indefinitely. However, 
local heating (perhaps caused by a small wire movement) can disturb this 
equilibrium state. The heat capacity of materials used in superconducting 
wire is very low and so a small amount of energy can result in a temperature 
rise sufficient to drive the superconductor above its critical temperature.19 
When the conductor moves above its critical temperature its resistance 
increases, and further increases in temperature occur owing to ohmic (I2R) 
heating. The extra heat causes an additional temperature rise which in turn 
generates higher coil resistance. The locally generated heat then permeates 
to adjacent conductors and the effect quickly spreads throughout the coil, 
preferentially propagating along the length of the wire. The effect is shown 
schematically in Figure 2.15.

2.4.6  �Quench Protection
The resistive voltage in the quenching coil drives down the current in the 
coil. The decrease in current is slowed by the inductance of the coil such 
that there is a combination of high currents and resistances during the 
quench. This combination results in voltages that can increase beyond the 
capabilities of the wire insulation. As the insulation on the coil fails, arcing 
will occur that causes irreversible damage to the conductor. A second risk 
in a quenching coil is thermal runaway in a hot spot, where the tempera-
ture increases enough to damage the conductor. To prevent damage owing 
to a quench, a protection circuit is designed to allow some of the magnet 
current to bypass the section of the coil that is undergoing a quench. By 
dividing the magnet into a number of protection loops, the entire magnet 
can be protected from a quench because the subdivided coils have a much 
smaller inductance than the entire magnet, so current is able to flow more 
quickly from the coil into the protection circuit. An example of a protec-
tion circuit is shown in Figure 2.16. In this example, the protection cir-
cuit divides the magnet into four sections; some of the current will flow 
through the protection resistors as the quench progresses. Note that there 
is a protection resistor in parallel with the switch; this prevents damage to 
the switch if it were to quench.
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2.4.7  �Stress Limits
The force on a conductor element dl, carrying a current I in a magnetic field 
B is given by Lorenz’ law in eqn (2.8):
  
	 F = B × Idl	 (2.8)
  

Figure 2.15  ��Schematic diagram to illustrate how a quench spreads in a coil via a 
positive feedback between the wire resistance and the heating caused 
by the passage of current through the wire.
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where F, B and dl are vector quantities and B × dl is the cross product of 
these two vector quantities; F is therefore perpendicular to both B and dl. 
The direction of force where B and dl are perpendicular is given by Fleming’s 
left hand rule.20 For a simple solenoid, the forces on a current element can 
be resolved into an outward radial force proportional to the z component of 
the magnetic field and an axial force proportional to the radial component 
of the magnetic field. These resolved forces on a current element are shown 
in Figure 2.17.

The effect of a radial force integrated around a loop results in hoop (burst-
ing) pressure on the conductor. The geometry of the hoop stress is shown in 
Figure 2.18.

Figure 2.16  ��Schematic of a quench protection circuit.
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The stress in the conductor is given by eqn (2.9):
  
	 hoopstress zB Ia

A
 	 (2.9)

  
where a is the radius of the loop and A is the cross section area of the con-
ductor. The stress in a conductor will tend to degrade the superconducting 
properties of the wire and in the case of Nb3Sn conductor there is a level of 
stress that will cause permanent damage. Apart from the stress within a con-
ductor, forces can cause individual wires to move. The heating caused by wire 

Figure 2.17  ��The force on a current element in a simple solenoid.

Figure 2.18  ��Radial forces create a stress within the cross section of the conductor.



Chapter 270

movement can increase the temperature beyond the critical temperature, 
resulting in a magnet quench. The ability to control the forces on the conduc-
tors and prevent such sudden “stick-shift” movement ultimately dictates the 
maximum field a superconducting magnet can achieve (assuming the critical 
current of the wire is not exceeded). Filling the small gaps between the coils 
by impregnating the structure helps to prevent movement. Impregnating the 
coils with epoxy resin prevents wire movement and allows the forces to be 
distributed over the whole coil. Additional structures, such as glass fibres or 
external cylinders, can provide further stiffness, enabling the conductors to 
operate at higher stresses.

A sufficiently large wire movement will cause the magnet to quench. How-
ever, the wire will now be in a new position that may be better supported. 
When the magnet is brought back to field the wire will be less likely to move 
and the magnet can be taken to a higher field. The process whereby the 
operating field is increased by repeated stress-induced quenching is called 
training.

2.5  �Heat Transfer and Cryostat Design
Most MRI magnets are constructed from niobium titanium superconduc-
tor. This material needs to be maintained well below its critical temperature 
of 10 K. The performance of the superconductor increases with decreasing 
temperature and it is therefore convenient to cool the coils in a bath of liq-
uid helium that has a boiling point of 4.2 K at atmospheric pressure. Liquid 
helium has a density of 0.125 kg litre−1 and a low latent heat of vaporisation: 
1 watt of heat will evaporate 1.38 litres hour−1 of liquid. A cryostat is required 
to minimise the heat reaching the helium bath. The cryostat addresses the 
three principal mechanisms of heat transfer: convection, conduction and 
radiation.

Convection is the transfer of heat by the circulation of molecules of gas (or 
liquid). Molecules are excited by a warm surface and then move to the cold 
surface where they deposit some of their energy. An MRI cryostat eliminates 
the effect of convection by surrounding the helium vessel with a vacuum. 
The external structure of the cryostat that contains the vacuum is usually 
referred to as an outer vacuum case (OVC). The cryostat is evacuated with a 
high-vacuum pump; the level of vacuum for a typical MRI magnet is less than 
10−6 mbar. During cooling, any residual molecules of nitrogen and oxygen 
remaining inside the OVC will freeze on the cold surfaces. An absorber—basi-
cally consisting of activated carbon—absorbs any residual atoms of helium. 
The expected life of a magnet is approximately twenty years. Over this period, 
small leaks of helium gas will eventually saturate the absorber and this will 
degrade the cryogenic performance.

Conduction is the process of heat transfer along a structure by the vibra-
tion of atoms within the structure. The helium vessel is supported in the 
OVC with components that have a good ratio between strength and thermal 
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conductivity. Materials used for cryostat supports include carbon fibre, glass 
fibre, titanium and stainless steel. Power transfer owing to conduction is 
given by eqn (2.10):
  
	

( )k T A
Q

L
Δ

= 	 (2.10)
  
where Q is the heat transferred, k is the thermal conductivity, A is the cross- 
sectional area of the support, L is the length of the support and ΔT is the dif-
ference in temperature at either end of the support. It should be noted that 
thermal conductivity depends on temperature. The cross-sectional area of the 
support is determined by the required strength; however, the heat transfer can 
be minimised by maximising the length of the support. MRI magnet supports 
typically consist of bands or rods up to 1 m in length. A typical heat load of 0.1 
to 0.3 watts will be supplied to the helium vessel owing to conduction down 
the supports. If the system is cooled with cryogens, then there will be a tube 
connecting the helium vessel to the outside of the vacuum case. This tube will 
be sized for pressure relief in a quench and for service activities, and will typ-
ically be constructed from thin wall (0.4 mm) stainless steel tube. The tube 
contributes approximately 0.1 to 0.2 watts of heat to the helium vessel.

Thermal radiation is the process by which electromagnetic radiation (light 
waves) is emitted from a warm surface and then travels to a cold surface 
where it is absorbed. Heat transfer by radiation is given by the Stefan–Boltz-
mann law, as shown in eqn (2.11):
  
	 Q = σεAT 4	 (2.11)
  
where σ is the Stefan–Boltzmann constant with a value of 5.67 × 10−8 W m−2 K−4,  
ε is the emissivity, A the area, and T the temperature of the surface. A surface 
at room temperature (298 K) with a high emissivity (ε = 1) will radiate 447 
watts per square metre. Heat transfer owing to radiation is minimised firstly 
with the choice of reflective surfaces with low values of emissivity, as well 
as by intercepting radiation with shields at intermediate temperatures, and 
finally with the use of multi-layers (30–50 layers) of thin aluminised polyester 
referred to as superinsulation. The radiation shield (or shields) is typically 
constructed from aluminium alloy and is cooled with a cryo-refrigerator. A 
schematic of the general construction of a magnet and cryostat is shown in 
Figure 2.19.

2.5.1  �Cryo-Refrigerators
Cryo-refrigerators or cryocoolers are standalone devices that provides cool-
ing at low temperatures. These are used on MRI magnets to cool the thermal 
radiation shields and recondense gas that has evaporated from the helium 
bath. There are two types of cryocooler commonly used to cool MRI magnets: 
one type is based on the Gifford–McMahon method,21,22 the other is based 
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on pulsed tube cooling. Both systems use a closed high-pressure helium gas 
cycle and comprise of an expansion chamber often referred to as a “cold-
head” connected via high pressure gas lines to a compressor.

A Gifford–McMahon system works by pushing gas backwards and forwards 
with a displacer within an expansion chamber. As the displacer moves to 
increase the volume of the chamber, the helium gas expands and cools. The 
cold gas cools a heat exchanger consisting of a porous material with a high heat 
capacity known as a regenerator. The helium gas is then circulated to the com-
pressor and heat is removed from the system as the gas is recompressed. Fig-
ure 2.20 shows an example of a cold-head using the Gifford–McMahon cycle.

A pulse tube cooler works in a similar way; in this case, expansion is 
achieved by pulsing the gas rather than using a displacer. As there are no 
moving parts inside this type of cold-head the service life tends to be longer. 
Figure 2.21 shows an example of a pulse tube cold-head.

The cryo-refrigerator usually has two stages, with greater cooling power 
available at the warmer (40 K) first stage. The second stage will often have 
approximately one watt of cooling power at a second stage temperature of 
4.2 K and in this case it is used to re-liquefy evaporated gas from the helium 
vessel and effectively achieve a “zero boil-off” cryogenic system.

2.5.2  �Sub-Atmospheric Operation
The performance of superconducting wire depends on the operating tem-
perature. Generally it is convenient to operate at the boiling point of liquid 
helium (4.2 K), however an increase of approximately 20% in the operating 

Figure 2.19  ��Schematic of the general assembly of a magnet and cryostat.
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field can be obtained with NbTi conductor if the temperature is reduced to 
2.3 K. This enables magnets constructed from NbTi conductor to operate at 
fields up to 11.75 T. The temperature reduction is achieved by reducing the 
pressure in the helium vessel with the use of a vacuum pump. A temperature 
of 2.3 K is achieved by reducing the pressure in the vessel to 0.067 atm (6700 
Pa). Approximately one-third of the helium volume is lost during pumping 
as the liquid cools from 4.2 K to 2.3 K and this extra consumption is one of 
the drawbacks of operating at lower temperatures. The other drawback of 
operating at reduced pressure is the increased risk of ice accumulating in the 
neck of the helium vessel.

2.5.3  �Gradient-Induced Heating
During an imaging sequence, a time-varying magnetic field is generated by 
the gradient coils. The magnitude of the field which leaks into the magnet 
space depends on the effectiveness of the shielding of the gradient coil (see 
Chapter 5 for details on gradient coil shielding). Any leaked field generates 
eddy currents in the thermal radiation shield of the cryostat and the radi-
ation shield will therefore effectively shield the helium vessel. However, at 
particular frequencies the thermal radiation shield may resonate, and its 

Figure 2.20  ��Photograph of a cold head using a Gifford–McMahon cycle. Photo 
courtesy of Sumitomo Heavy Industries (SHI).
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ability to shield stray magnetic field from the gradient will be reduced. The 
magnetic field now penetrates the helium vessel and the resultant eddy cur-
rents will generate heat in the helium vessel bore as they decay. This heat 
can result in a significantly increased helium consumption (∼20 litres hour−1) 
and in extreme cases can quench the magnet.23

2.6  �Practical Considerations
2.6.1  �Safety
There are a number of practical considerations that need to be taken into 
account when planning to site a large MRI magnet. The first, of course, is 
the stray magnetic field. Public areas need to have a field less than 5 gauss; 
controlled areas can be higher with most modern electronics able to operate 
within a field of 50 gauss. It is important to also check the vertical direction 
as the stray magnet field usually extends into the interstitial space between 
floors and sometimes into the room above.

Active shield magnets can also suffer from “bloom field”. During a quench, 
the relative distribution of current between the shield and main coils goes 
out of balance, resulting in either excess current running in the main coils 
or reduced current running in the shield coils. In these circumstances the 

Figure 2.21  ��Photograph of a cold head of a pulse tube cryocooler. Photo courtesy 
of Cryomech Inc.
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shielding is compromised and it is possible that the stray magnetic field will 
momentarily bloom. Most modern magnet quench circuits take this into 
account and minimise the amount of bloom field.

The use of liquid helium to cool the magnet results in a number of safety 
issues. Firstly, the very low temperature can result in severe burns during 
service processes, particularly if cold gas is exhausted at high pressure onto 
unprotected skin. During a service procedure involving cryogens, protective 
clothing including face marks are recommended. The second risk associated 
with the use of helium is that of asphyxiation; helium gas is a colourless, 
odourless gas that will cause asphyxiation without any noticeable physical 
warnings. It is recommended that a superconducting magnet is installed in a 
well-ventilated room with an oxygen monitor. During a quench or emergency 
run down, up to 50 litres s−1 of liquid helium will evaporate and be expelled 
from the cryostat. This quantity of gas exhausting into the scan room poses 
a significant risk of asphyxiation: therefore it is necessary to provide ducting 
(the quench pipe) to route the gas directly from the magnet to the outside 
of the building. The back pressure from the duct will depend on the length, 
diameter and number of bends in the duct. In general, the number of bends 
should be minimised. The duct should be designed so the back pressure 
does not exceed the pressure rating of the helium vessel. In normal opera-
tion, the quench pipe is sealed from the helium vessel by a burst disk. The 
burst disk is usually made from graphite and needs to be checked annually 
for cracks. In the event of a quench, the burst disk will rupture and allow the 
helium vapour to escape. Once a quench has finished, the magnet coils are 
still very cold and it is important to reseal the helium can as soon as possible 
to avoid cryopumping.

The other major risk associated with cryogens relates to the large expan-
sion as the cold liquid evaporates and warms up to room temperature; the 
fast expansion can result in the risk of explosions. Liquid helium expands by 
a factor of 748 as it changes from liquid to gas at room temperature. Air leaks 
into the helium vessel or into a storage vessel can be extremely dangerous 
as air will tend to freeze in the neck of the vessel causing an ice block. Pres-
sure will then build-up inside the vessel with the inevitable consequence that 
it will explode with potentially catastrophic consequences. Good cryogenic 
housekeeping and regular checks for leaks and the presence of ice are essen-
tial for safe operation of cryogenic systems. In the event of an ice blockage, 
expert advice should be sought immediately to address this potentially dan-
gerous situation.

2.6.2  �Installation Issues
The level of mechanical vibration of the proposed site needs to be checked. 
The magnet itself is very robust against vibration, being designed to with-
stand freighting on trucks to site. However, when the magnet is on-field very 
low levels of mechanical vibration will cause the radiation shields inside the 
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cryostat to move and as these conducting surfaces move within the mag-
netic field they can generate perturbations in the magnetic field resulting 
in ghosting in the MR image. The site survey should assess the magnitude 
and frequency of any vibration and have the system vendor confirm that the 
vibrations are within the operating parameters of the MRI system. In extreme 
circumstances it is possible to incorporate an isolated slab with anti-vibra-
tion pads into the floor of the building. High resolution NMR systems are 
routinely supplied with pneumatic anti-vibration stands, but these are not 
normally used for MRI systems.

Building engineers will usually need to check on the suitability of the site 
to take delivery and commission the magnets. This will need to include the 
route into the building for the magnet which may be along building corri-
dors, or possibly craning the magnet in through a large window or other 
opening of the building. It is also worth considering a knockout panel in a 
wall to allow the magnet to be easily removed at some future date. An exam-
ple of a magnet delivery is shown in Figure 2.22.

2.7  �Future Developments
2.7.1  �High and Ultra-High Field Magnets
In the past decade, the number of whole body 7 tesla systems has increased 
to over 50 worldwide. Until ∼2012 these were entirely unshielded systems, 
with the transition to actively shielded systems occurring soon thereafter. 
For an unshielded magnet, a compensated solenoid is used, with a magnet 

Figure 2.22  ��A 7 T magnet entering the site through a knock-out panel. Photo cour-
tesy of CMRR, University of Minnesota.
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length of 3.37 m, diameter 2.38 m, weight 32 tonnes, bore size of 90 cm, field 
drift 0.05 ppm per hour, and field uniformity of 5 ppm over a 45 cm DSV. 
Improved gradient technology (see Chapter 5) enabled the bore of the mag-
net to be reduced from 90 cm to 82 cm, and this was one of the key develop-
ments in the design of an actively shielded 7 T magnet.

The highest field human MRI magnet (head-only) being manufactured at 
present operates at a field strength of 11.7 T. This field is as high as is practical 
using niobium titanium conductor. To reach these fields, the conductor per-
formance is enhanced by operating at 2.3 K using super-cooled liquid helium. 
The most ambitious 11.7 T magnet is the 900 mm bore system being built by 
the CEA in France: a schematic of the magnet is shown in Figure 2.23.24–26 
The magnet is constructed from niobium-titanium conductor and operates 
at a temperature of 1.8 K in a helium bath that is permanently connected to 
a helium reliquifier. The main coils are constructed from a series of double 
pancakes positioned to optimise the homogeneity. The magnet incorporates 
standard winding techniques (wires wound onto a former) for the shielding 
coils used to control the stray field. Owing to the high level of stored energy, 
about 340 MJ, and a relatively high nominal current, about 1500 A, the mag-
net will be operated in a non-persistent mode with a stabilized power supply.

For pre-clinical applications, very high field magnets are being manufac-
tured using niobium-tin conductor, with the highest field currently being 17.2 
tesla. This conductor is significantly more expensive than niobium-titanium 

Figure 2.23  ��Schematic of the CEA 11.7 T 900 mm bore actively shielded magnet. 
Photo by permission of T. Schild, CEA/Saclay, Irfu, France.
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and so far has only been used in narrow bore NMR magnets and small bore 
animal magnets. Figure 2.24 shows an example of an ultra-high field pre-clin-
ical magnet. In the future, using a combination of a niobium-tin conductor 
and reduced temperature operation, it may be possible to build a magnet of 
14 T suitable for imaging humans; however, this type of system is likely to be 
prohibitively expensive.

A high performance tin conductor has been used on large bore magnets for 
particle beam accelerators. The authors of this chapter are currently explor-
ing the use of this accelerator technology in ultra-high field magnet designs 
that are very much more compact than current systems. The niobium tin 
conductor has an important advantage in that it remains superconducting 
at higher temperatures. In principle, this would result in a more thermally 
robust magnet and could offer benefits in minimising the risk of a quench 
owing to high gradient usage.

2.7.2  �Helium-Free Technology
MRI magnets are one of the world’s largest users of liquid helium. Up until 
the turn of the millennium, the price of helium had been depressed by the 
release of the US strategic reserve in Texas; previous to this, alternative 

Figure 2.24  ��An ultra-high field pre-clinical 17.2 T 260 mm bore magnet. Photo 
courtesy of Bruker Corporation.
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sources had not been developed as it was uneconomic to do so. However, 
over the last decade, the price of helium has been allowed to increase and 
this has allowed other alternative sources to be developed in Qatar, Poland 
and Russia. The increasing helium price is shown in Figure 2.25.

The resulting increase in helium price has driven a number of devel-
opments, including higher capacity and more efficient cryocoolers. The 
majority of magnets today use cryocoolers that condense the helium 
vapour resulting in virtually no helium consumption during the magnet’s 
operating life. By thermally attaching the cryocoolers directly to the coils, 
it is possible to operate magnets “dry” (i.e. entirely free from helium). As 
an example, ASG Superconductors built a 0.5 T magnet for Paramed Med-
ical Systems that is entirely cryo-free by utilising a magnesium diboride 
superconductor operating at a temperature of 20 K. The system demon-
strates the feasibility of creating certain types of future MRI systems 
that will be completely independent of liquid cryogens,13,27 allowing the 
modality to become widespread in parts of the world where the cost of 
cryogens is prohibitively expensive and the availability and transport is 
severely limited.
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3.1  �Introduction
As elegantly put by Vaughan,1 “Radiofrequency coils are the lenses of the 
MR system”, designed for efficient transmission of electromagnetic energy 
into the sample and for high sensitivity signal detection. The same coil may 
be used both to transmit RF pulses and receive the MR signal, or the trans-
mit and receive coil(s) may be separate physical entities. RF coils range in 
geometric complexity from a single-frequency surface coil to multiple-fre-
quency nested volume resonators, receive arrays containing more than 100 
elements2 and transmit arrays of up to 32 elements.3 RF coils have been con-
structed for experiments in the Earth’s magnetic field4 (Larmor frequency 
∼2 kHz) all the way up to pulsed field NMR above 2 GHz.5 RF coils for whole 
body MRI are on the metre size scale, whereas “microcoils” with dimensions 
below 100 µm 6 are used for detection of trace elements as well as imaging 
and spectroscopy of single neurons.7,8 In high-resolution NMR, supercon-
ducting coils9 have provided tremendous increases in sensitivity over the 
past decade, and magic angle probes for solid-state NMR spin the sample 
at rates above 100 kHz 10 with manufacturing tolerances in the micrometer 
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range.11 Figure 3.1 illustrates the wide variety of RF coils currently used in 
NMR and MRI experiments.

Despite the enormous ranges in operating frequency, physical size, and 
specific application, certain basic principles underlie all RF coil design, and 
Sections 3.2 and 3.3 cover these principles. Sections 3.4–3.8 describe the dif-
ferent types of RF coil(s) that are commonly used in MR experiments. The 
remainder of the sections in this chapter describe specific coils used for high 
resolution liquid- and solid-state NMR spectroscopy, MR microimaging/
microscopy and human MRI.

In addition to the references in this chapter, recent specialized publica-
tions contain extended descriptions of the process of RF coil design12 and dif-
ferent types of RF coil.13 Review articles on probes for high resolution NMR of 
proteins,14 probes for small animal imaging,15 solid-state NMR probes11 and 
microcoils16 have also been published.

3.2  �General Electromagnetic Principles for RF Coil 
Design

At the risk of oversimplification, one can summarize the general goals of RF 
coil design as:
  
	 (i)	� Obtaining the highest transmit magnetic (B+

1) field within the sample 
per unit input current to the coil;

	 (ii)	�P roducing the minimum electric (E) field within the sample per unit 
input current to the coil; and

	 (iii)	� For volume coils, giving as homogeneous a B+
1 field throughout as large 

a volume of the sample as possible.
  

Treating each of these criteria in turn, a high magnetic field per unit cur-
rent means that short RF pulses can be produced according to (Chapter 1):
  
	 1B   	 (3.1)
  

where α is the tip angle, γ is the gyromagnetic ratio, and τ the duration of 
the pulse. Shorter RF pulses are desirable in all types of MR experiments 
since they result in reduced artifacts arising from off-resonance effects, and 
also minimize transverse relaxation during the RF pulse. In localized in vivo 
MR spectroscopy, short pulses minimize the chemical shift displacement 
artifact and in MRI they allow shorter echo times. In addition, as covered 
later in this chapter when the principle of reciprocity is discussed, the higher 
the transmit efficiency of an RF coil, the higher the SNR produced by the 
same coil when it is used in receive mode.

The electric field component is important since it produces heating in 
conductive samples, whether these be salt-containing biological samples for 
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Figure 3.1  ��An illustration of the many different types of RF coil used in high resolution NMR, animal and human MRI, and MR 
microscopy.
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liquid- or solid-state NMR, or an animal or human in MRI studies. The power 
absorbed, Pabs, by the sample is given by:
  
	 P E v  2

abs
1

d
2

	 (3.2)
  

where σ is the conductivity, and v is the sample volume.
As covered in Section 3.4, many RF coils are designed to produce a homo-

geneous magnetic field throughout the sample. This is particularly import-
ant when many RF pulses are used in a particular MR sequence or when 
quantitative information is required from the spectrum or image. The uni-
formity can be expressed as the covariance (% standard deviation divided by 
the mean) of the B+

1 field within the sample, which can be measured using 
specialized MRI sequences.

In the following sections, in order to illustrate the principles of coil design, 
a simple 10 cm diameter loop coil constructed from 1 mm diameter copper 
wire is analyzed in terms of the transmit and receive magnetic field compo-
nents, the electric field components, and impedance matching.

3.2.1  �Maxwell’s Equations and the Biot–Savart law
As covered in Appendix A in Chapter 1, in order to calculate the magnitude, 
orientation, and spatial distribution of the magnetic and electric fields pro-
duced within the sample by the particular RF coil, one can use Maxwell’s 
equations. Here only the two equations, Faraday’s law and Ampere’s law, 
which are directly related to electromagnetic (EM) radiation are reshown:
  
	  (Faraday's law)

t
    

HE 	 (3.3)

	  (Ampere's law)
t

    

EH J 	 (3.4)

  
where ε is the permittivity, µ is the permeability, H is the magnetic field, E is 
the electric field, and J is the electric current density. The curl operators on 
the left of eqn (3.3) and (3.4) represent the spatial-variation of the electric 
and magnetic fields, which are coupled to the time-variation of the magnetic 
and electric fields on the right hand side. Therefore, as the E-field propa-
gates throughout the sample it gives rise to a time-varying magnetic field. 
This magnetic field, which varies as a function of space, in turn gives rise to 
a time-varying electric field. These equations show that magnetic and elec-
tric fields are intrinsically coupled. The propagation of these fields through 
space is illustrated in Figure 3.2.

The initial design stage for an RF coil is to determine into what geometrical 
structure the electrical conductor (usually copper in the form of solid wire, 
hollow tube, or foil) should be shaped to produce the desired magnetic field 
distribution within the sample. EM simulations based on Maxwell’s equa-
tions can be performed, but these usually require sophisticated commercial 
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software packages, covered briefly later in this chapter and in much more 
depth in Chapter 8. An initial design can be formulated by simplifying Max-
well’s equations under conditions known as “quasi-static”, which corre-
sponds to being able to neglect any effects of the finite wavelength of the 
EM wave within the sample. In this case, the magnetic field can be estimated 
quite accurately by the Biot–Savart law, as shown in Appendix A in Chapter 1, 
which can be derived directly from Maxwell’s equations.

For a loop of wire radius a the magnetic field, By, produced along the cen-
tral axis of the loop, was derived in Chapter 1, Appendix A as:
  

	
 

2
0

3 22 22
y

a I
B

y a





	 (3.5)

  
Applying eqn (3.5) to the example of the 10 cm diameter surface coil the 

magnetic field produced by unit current in the centre of the coil (y = 0) is 
approximately 12.5 µT. As the distance away from the coil increases to 1 cm,  
2 cm, 5 cm (one radius) and 10 cm (one diameter), the magnetic field 
decreases to 12 µT, 10 µT, 4.4 µT and 1 µT, respectively.

As also covered in Appendix A, the off-axis magnetic fields contain terms in 
complete elliptical integrals. Figure 3.3 shows plots of the transmit magnetic 
field produced by a loop of wire oriented perpendicular to the direction of the 
main magnetic field. The field is strongest close to the wires, but also extends 
significantly outside the loop. Beyond one coil diameter the magnetic field is 
reduced by over 90% of its maximum value.

3.2.2  �Transmit (B+
1) and Receive (B−

1) Magnetic Fields
As mentioned earlier, RF coils can be used either in transceive mode (i.e. 
the same coil is used both as a transmitter and as a receiver) or one coil can 
be used to transmit the RF pulses and another (or multiple others) used to 
receive the signal. As outlined in Chapter 1, the transmit B1 field produc-
ing the RF pulses is an oscillating magnetic field, which can be represented 
mathematically as:
  
	  1 12 cosB B t  


	 (3.6)

Figure 3.2  ��Propagation of electric (blue) and magnetic (red) fields through space at 
velocity v in the x-direction. The fields propagate at an angle of 90° with 
respect to one another.
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where ω is the Larmor frequency, and ϕ represents the fact that there is an 
arbitrary phase of the transmit pulse that is dependent upon many instru-
mental factors. This field can be decomposed into two circularly polarized 
fields, which rotate in opposite directions:
  
	        1 1 1cos sin cos sinB B t t B t t                    


	 (3.7)

  
This decomposition is shown schematically in Figure 3.4.
The first term in eqn (3.7) rotates in the same direction as the precess-

ing spins and therefore interacts with the net magnetization. The second 
term rotates in the opposite sense and has no interaction. The symbol B+

1 is 
assigned to the component that rotates in the same direction as the nuclear 
precession and the symbol B−

1 to the counter-rotating component. So the rel-
evant B1 field for transmitting RF pulses is given by:
  

	    1 1 cos sinB B t t        


	 (3.8)

which has x- and y-components given by:

	 B1,x = B1 cos (ωt + ϕ), B1,y = −B1 sin (ωt + ϕ)	 (3.9)
  

Figure 3.3  ��Images of the transmit and magnetic field through the centre of two 
orthogonal planes produced by a loop of wire.
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The transmit (B+
1) and receive B−

1 fields can be expressed as:
  

	 1 1
1

j

2
x yB B

B 
 	 (3.10)

	
 1 1

1

j

2
x yB B

B






 	 (3.11)

  
In terms of the relationship between the B+

1 and B−
1 fields the principle of 

reciprocity, as originally applied to magnetic resonance by Hoult in 1976,17 
is a very useful way to link the coil transmit efficiency to the coil receive sen-
sitivity. The initial formulation dealt with direct current, but is equally valid 
at MRI frequencies and indeed, as pointed out by Hoult in 2000,18 is an invi-
olable physical law. Applying the principle of reciprocity the received NMR 
signal, S, is proportional to (B−

1)*, i.e. the complex conjugate of the count-
er-rotating field induced in the coil per unit current. The signal intensity 
from a simple one-pulse experiment, with a tip angle of α degrees, is given by:
  

	       1 1sin sinS B B     
     	 (3.12)

  
For non-conducting samples, the B+

1 and B−
1 fields are spatially identical, 

but as the sample conductivity increases the fields become asymmetric and 
mirror images of one another, as covered later in this chapter.

3.2.3  �Linear and Circular Polarization
So far the EM field from a single loop has been considered. This EM field 
is linearly polarized, i.e. it only has one component that interacts with the 
net magnetization, as seen in the previous section. The concept of circularly 

Figure 3.4  ��Illustration of the decomposition of a linear wave (black line) into two 
counter-rotating components, shown at the top in red and green. One 
component (red) rotates in the same sense as the nuclear magnetization 
and therefore interacts with it, whereas the other component (green) 
rotates in the opposite direction and has no interaction.
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polarized EM fields is familiar from many fields such as optics and radar. 
Linear and circular polarization in MRI were first described in detail in the 
work of Glover et al.19 As can be appreciated from Figure 3.4, half the energy 
of the transmitted RF pulse is effectively wasted, since it produces a com-
ponent that is rotating in the “wrong” sense and so does not interact with 
the net magnetization. Instead, suppose that the magnetic field is split into 
two components, with a 90° phase shift introduced into one component, as 
shown in Figure 3.5. In this case the rotating vector in the “correct” sense 
(shown in red) in the two channels adds up constructively, whereas the com-
ponent rotating in the wrong sense (shown in green) in the two channels 
cancels out. Therefore, all of the energy is used to produce a rotating vector 
which interacts with the nuclear magnetization. This means that transmis-
sion is twice as efficient, i.e. only one-half the power is needed to attain a 
given pulse tip angle, or alternatively the pulse duration can be reduced by a 
factor-of-two for the same input power.20

How might one implement this principle in practice using the loop coil 
design as a simple example? Two loops must be used, and the magnetic 
fields they produce must be orthogonal to one another. One way to achieve 
this is to place the two coils at 90° to one another, as shown in Figure 3.6.

As shown in Figure 3.6, in order for a quadrature coil to function properly 
in both transmission and reception, the signal from the coil that leads by 90° 

Figure 3.5  ��Illustration of a circularly polarized electromagnetic field produced by 
splitting the transmission field into two separate halves, with a phase 
difference of 90°. The component rotating in the same sense as the 
nuclear magnetization, shown in red, adds constructively, whereas that 
rotating in the opposite sense, in green, cancels.
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during transmission lags by 90° during reception. Eqn (3.14) shows that the 
received signal is proportional to the complex conjugate of the B−

1 field. From 
Figure 3.5, one can see that the signal cancels out if the same 90° phase shift 
is applied during signal reception as is applied during pulse transmission. 
However, by applying a 90° phase shift in the opposite sense, the B−

1 compo-
nents add constructively.

3.2.4  �Conservative and Non-Conservative Electric Fields
So far only the magnetic field component produced by an RF coil has been 
considered. However, it is also important to consider the electric fields pro-
duced by the coil, particularly those present within a conducting sample, 
such as the human body, animal or a protein sample with significant salt 
content, since the electric field induces Joule heating via the power depos-
ited, as shown in eqn (3.2). The electric field produced by the RF coil has 
two components. The first is the magnetically induced component of the 
E-field (Ei) produced by a changing magnetic flux as dictated by Maxwell’s 
equations. This is a non-conservative electric field, where a field is defined as 
conservative if its line integral around any closed path is zero. The second 
component is a conservative electric field (Ec), which results from the voltage 
across the RF coil required to drive current through the coil. In exact analogy 

Figure 3.6  ��(a) Two loops placed orthogonally to one another produce orthogonal 
B1 fields, which can be used for quadrature transmission and reception 
of a circularly polarized field. (b) Schematic of a quadrature hybrid cou-
pler used to introduce a +90° phase difference between the two chan-
nels in transmission, and a −90° phase difference in reception. During 
signal transmission, the extra path-length in the signal transmitted to 
the coil shown in red introduces a phase lag. During reception, the extra 
path-length is now in the channel connected to the blue coil.
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to the Biot–Savart law for calculating the magnetic field, the electric field gen-
erated by stationary charges can be calculated from Coulomb’s law for a con-
tinuous charge distribution:
  

	     3

0

1
d

4
r r

E r r r
r r




 
 	 (3.13)

  
Figure 3.7 shows a plot of the electric field produced in the central axes of 

a wire loop. The electric field is lowest at the centre of the coil, and highest 
right next to the wire itself. In practice, this means that it is not desirable to 
place the sample directly next to the wires, but to put a small spacer in-be-
tween the coil and the sample.21

Joule heating associated with the non-conservative electric field is 
referred to as inductive loss, and increases linearly with conductivity and 
quadratically with frequency. The component Ei cannot be changed without 
changing the RF magnetic field (B+

1), and so essentially this loss is inher-
ent to the MR experiment. In terms of power deposition arising from the 
conservative electric field, a high voltage across the terminals of the coil 
results in a high Ec: in practice, this is the case if the inductance of the coil 
is high. Strong conservative electric fields are also typically found close to 
capacitors in the coils, and any areas where there is a large voltage drop.  

Figure 3.7  ��Plots of the electric field through the centre of two orthogonal planes 
produced by a loop of wire (see Figure 3.3 for the corresponding mag-
netic field plots).
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The loss associated with the conservative electric field is termed the dielectric 
loss. In some cases, Ec can be a significant component of the total electric 
field and can be responsible for the majority of heating in the sample.22 
Since the dielectric loss does depend upon the coil geometry, one of the 
aims of coil design is to minimize the conservative electric field within the 
sample.23–26

3.2.5  �Electromagnetic Simulations
Calculation of magnetic and electric field distributions can be performed 
analytically only for very simple geometries such as a single loop or straight 
wire segments under quasi-static conditions. For more complicated coil 
geometries and higher operating frequencies (where “high” refers to the 
fact that wavelength effects cannot be ignored and so quasi-static assump-
tions are no longer valid), Maxwell’s equations must be solved numerically. 
This is most commonly performed using commercial electromagnetic soft-
ware packages. Examples of such packages include X finite difference time 
domain (XFdtd), Computer Simulation Technology (CST) Microwave Studio, 
Sim4Life, high frequency structural simulator (HFSS) and FEldberechnung 
für Körper mit beliebiger Oberfläche (FEKO). These packages use different 
techniques such as finite difference time domain, finite element or finite 
integration. Although many of these software packages were originally devel-
oped for radar applications or the cellphone industry, MRI plays an increas-
ingly important role in their applications, and more MRI-specific parameters 
(such as explicit calculation of B+

1 and B−
1 as well as inter-coil interactions) are 

being incorporated. Chapter 8 in this book covers the topic of electromag-
netic simulations in extensive detail.

3.3  �Electrical Circuit Analysis
As shown in Figure 3.8, the RF coil is interfaced to the MR system via a trans-
mit/receive switch. Ideally, all of the power from the RF amplifier should 
be delivered to the coil during pulse transmission and all of the MR signal 
should be delivered to the preamplifier during reception. In order to ensure 
these conditions, a number of electrical circuits have to be integrated into or 
close to the RF coil. The two major circuits are:
  
	 (i)	�A n impedance matching circuit, which consists of elements(s) to reso-

nate the RF coil at the Larmor frequency with an input impedance of 
50 Ω. The concepts of impedance, resonance and impedance matching 
are covered in Sections 3.3.1–3.3.5.

	 (ii)	� Incorporation of balanced-to-unbalanced (balun) circuits and cable 
traps to ensure that common mode currents on the outside of the coax-
ial cables connected to the RF coils are minimized. This is covered in 
Section 3.3.6.
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3.3.1  �RF Coil Impedance
Impedance (Z) can be considered as a frequency-dependent resistance. The 
impedances of an inductor, L, and a capacitor, C, are given by:
  

	
j

1 1
j

j

L

C

Z L

Z
C C



 



  
	 (3.14)

where j represents √−1. These equations show that the impedance of an 
inductor increases with frequency, whereas that of a capacitor decreases. The 
combination of impedances in series or in parallel are exactly analogous to 
the expressions for resistors in the DC case, i.e. for two impedances Z1 and Z2:
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1 2
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1 2

Z Z Z
Z Z

Z
Z Z

 




	 (3.15)

  
Consider the example of the 10 cm diameter circular loop of wire con-

nected via a coaxial cable (which has a 50 Ω characteristic impedance) to the 
transmit/receive switch, as shown in Figure 3.9(a).

The inductance (in nanohenries) of a circular loop of wire is given by:27

  

	 coil
coil

wire

8
( ) ln 2

5
dπ

L nH d
d

  
      

	 (3.16)

Figure 3.8  ��Schematic of the transmit and receive RF chain in an MR system.
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where the coil and wire diameters, dcoil and dwire, respectively, are measured in 
mm. A 10 cm diameter loop with a wire diameter of 1 mm has an inductance 
of 294 nH. Since the copper has finite conductivity (∼6 × 107 S m−1), there is 
also a resistance, Rwire, associated with the coil. This resistance is given by:

	 coil
wire wire

wire

d
R

d



 	 (3.17)

where ρ is the resistivity and δ is the skin depth, in turn given by:

	 wire

0

2



 	 (3.18)

  
For copper wire the resistivity is approximately 2.2 × 10−8 Ωm.28 If the loop 

is designed to operate on a 3 tesla magnet at a proton Larmor frequency of 
127.8 MHz the wire resistance is approximately 0.03 Ω, and so the impedance 
of the coil at that frequency is given by:
  
	 Z = R + jωL = 0.03 + j236	 (3.19)
  

At the interface/connection between the cable and the coil the amount of 
power that is reflected from the connection depends upon the “impedance 
match” between the cable and coil. This is defined in terms of a reflection 
coefficient, Γ, given by:
  

	 cable coil

cable coil

Z Z
Z Z







	 (3.20)

  
Ideally, Γ = 0, in which case no power is reflected from the interface and 

all the power is transmitted to the RF coil. However, for the loop coil Γ = −0.9 
− j0.4, corresponding to |Γ| > 0.999. The fraction of the incident power from 
the amplifier which is delivered to the coil is therefore much less than 0.1%!!

Figure 3.9  ��(a) Schematic of a wire loop connected to a coaxial cable. (b) Corre-
sponding electrical circuit in which the RF coil is represented by an 
inductor in series with a resistor, and has an impedance given by Zin.
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In order to minimize the reflected power, the impedance of the RF coil 
has to be matched to that of the coaxial cable. It is well-known that maxi-
mum power transfer in a circuit is achieved when the load impedance is the 
complex conjugate of the source impedance. So in this case it is necessary to 
make the impedance of the coil in eqn (3.21) equal to 50 Ω, which involves 
the design of a resonant circuit, covered in the next section.

3.3.2  �Resonant Circuits
The concept of resonance occurs in many different aspects of everyday life. It 
refers to the phenomenon in which the output of a particular device or system 
is a maximum at a certain input frequency, with this frequency being referred to 
as the resonance frequency. For example, acoustic and mechanical resonance 
occurs in the human ear, where the pinna and ear canal have dimensions that 
amplify frequencies associated with the human voice more than other frequen-
cies. Similar concepts are present in wind and string musical instruments in 
which the air-filled structures produce resonances. An example of optical reso-
nance is using specifically-sized cavities in the production of lasers.

For MR, the relevant parameter is the output voltage induced in the RF 
coil by the precessing magnetization. In order to use the loop as an RF coil 
it should be designed such that the resonance frequency is the Larmor fre-
quency. An equivalent definition of resonance in electrical circuits is that the 
imaginary part of the input impedance is zero, i.e. there is only a real part. 
From eqn (3.21) the loop has a positive imaginary impedance owing to its 
inductance and therefore a capacitor with a compensating negative imagi-
nary impedance must be placed in series with the loop. The impedance of the 
coil plus capacitor, shown in Figure 3.10(a), is given by:
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The imaginary component is zero at a resonant frequency, ω0, given by:
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The first term in the square root is much larger than the second, and there-

fore the following approximation is commonly made:
  
	 0

1
LC

  	 (3.23)
  

For the 10 cm diameter loop with inductance 294 nH, a capacitance of 5 
pF is needed to achieve a resonance frequency of 127.8 MHz. Figure 3.10(b) 
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plots the real and imaginary components of the input impedance as a func-
tion of frequency. At ω0 the real component is maximum and the imaginary 
component zero.

Although the coil is now resonant, the impedance is not equal to 50 Ω 
at ω0 which is required for maximum power transfer. From Figure 3.10(b), 
it is clear that if the coil is tuned to a frequency ω1, which is slightly lower 
than ω0, then the real part of the impedance is 50 Ω, and there is an induc-
tive (positive) imaginary component. Similarly, if the coil is tuned to a 
frequency ω2, the real part of the impedance is also 50 Ω, and there is 
a capacitive (negative) imaginary component. Cancelling out the imagi-
nary component in either of these cases is the second stage of impedance 
matching. There are three basic methods of performing this task, capac-
itive impedance matching, inductive impedance matching, and using 
transmission lines, each of which is discussed in turn in the following 
sections.

3.3.3  �Capacitive Impedance Matching
As outlined above, if the coil is tuned to a frequency ω1 a capacitor can be 
added in series such that its negative impedance is equal and opposite to the 
positive impedance of the coil, with the result that the input impedance is 50 Ω,  
i.e. it will be “impedance matched”. The most simple impedance matching 
circuit is shown in Figure 3.11(a).

Figure 3.10  ��(a) A capacitor is placed across the terminals of the RF coil in order 
to resonate it. (b) Plots of the real and imaginary components of the 
input impedance as a function of frequency. The resonant frequency 
is indicated by ω0.
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The impedance of the circuit in Figure 3.11(a) is given by:
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(3.24)

  
For a given value of ω, there is a unique solution for Ct and Cm such that 

Zin = 50 + j0. Often a balanced matching design is used with two capacitors 
in series with the coil, a configuration that has been shown to minimize 
the dielectric losses for a conducting sample.29 There are a large number of 
alternative and more advanced networks that can be used for impedance 
matching, with improved balancing properties,12 but the pi-network shown 
in Figure 3.11 (b) represents a simple and practical solution. A photograph 
of a loop with a pi-network, and one variable capacitor for fine-tuning the 
resonance frequency, is shown in Figure 3.11(c).

3.3.4  �Inductive Impedance Matching
A second method of impedance matching the RF coil is to use inductive 
matching via an inductively coupled, physically separated electrical circuit. 
A circuit diagram is shown in Figure 3.12(a), an equivalent circuit in Figure 
3.12(b), and a photograph of the arrangement in Figure 3.12(c).

The input impedance in Figure 3.12(a) and (b) is given by:
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Figure 3.11  ��(a) A simple capacitive “L-network” to impedance match the RF coil 
to 50 Ω. A capacitor is connected to the central conductor of the coax-
ial cable: the other side of the coil is connected to the outer braid 
(ground) of the cable. (b) An improved balanced “pi-network” in which 
the value of C′m is twice that of Cm. (c) Photograph of a capacitively 
matched loop coil: the loop coil has many segmenting capacitors (as 
discussed in Section 3.3.7) and a variable capacitor for fine tuning.
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The mutual inductance, M, measured in henries, between the two circuits 
can be expressed in terms of a coupling constant, k:
  
	 1 2M k L L 	 (3.26)
  

k has values between 0 and 1. If the two circuits are tuned to similar frequen-
cies and are physically very close, then the coupling constant is high. If the cir-
cuits are physically separated by a large distance then the coupling constant is 
close to zero. This impedance matching circuit can be implemented in different 
ways. If one can mechanically vary the distance between the primary and sec-
ondary circuits, thus changing the value of M, then the loop can be fixed tuned 
at the Larmor frequency with the capacitor C1. If, on the other hand, the posi-
tioning of the two loops is fixed, then the capacitor C1 should be made variable.

It should be noted that, of course, the current in the small loop creates 
a magnetic field, which interacts with that produced by the RF coil. Ideally 
this additional magnetic field should be as small as possible. The ratio of the 
currents in the two circuits is given by:
  
	 1 2

2 50
I R
I

 	 (3.27)
  

Therefore, as long as the resistance of the coil (plus sample) is much lower 
than 50 Ω, the additional magnetic field from the coupling loop is very small. 
Extensive analysis of inductive coupling can be found in the publications of 
Bilgen30 and Mispelter.12

Figure 3.12  ��(a) Circuit representation of inductive impedance matching using the 
mutual inductance (M) between the RF coil (R2C2L2) and a smaller loop 
(L1, R1). (b) The equivalent electrical circuit used to derive the value of 
Zin. (c) Photograph of an inductively matched loop coil.
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3.3.5  �Impedance Matching Using Transmission Line 
Elements

A third method of impedance matching is to use transmission lines. The 
main advantages of transmission lines over lumped elements occurs when 
very high power is required, most commonly in solid-state NMR probes. In 
its simplest form, a transmission line consists of an inner conductor and an 
outer conductor separated by a material with relative dielectric constant εr. 
The characteristic impedance of the transmission line, Z0, is given by:
  

	 0
1

60ln
r

b
Z

a 
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where a is the outer diameter of the inner conductor and b is the inner diam-
eter of the outer conductor. Many transmission lines are designed to have a 
Z0 of 50 Ω (e.g. RG8, RG58, RG 174, RG178, RG223) or 75 Ω (RG6, RG11, RG59, 
RG179), although there are many others with higher values (RG63–125 Ω, 
RG180–95 Ω).

The input impedance, Zin, of a transmission line of length L and charac-
teristic impedance Z0 that is terminated in an impedance Zload, as shown in 
Figure 3.13(a), is given by:
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where β = 2π/λ. Figure 3.13(b) show an example of how a transmission  
line can be used to impedance match an RF coil. The two parameters D1  
and L determine the transmission line impedances, which correspond 
to their lumped element equivalents for tuning and matching as covered 
earlier. Typically the “stub” with length L is short-circuited as shown, 
although an open circuit can also be used, but this latter arrangement 
has the disadvantage that it may radiate energy away from the circuit, 
particularly if the length of the transmission line is a significant fraction 
of a wavelength.

Figure 3.13  ��(a) The input impedance of a transmission line depends upon its 
length and the load impedance. (b) Illustration using two transmis-
sion line elements to impedance match a coil.
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3.3.6  �Baluns and Cable Traps
As outlined earlier, a coaxial cable is used to connect the RF coil to the trans-
mit/receive switch. This coaxial cable has an inner conductor and outer 
shield, as shown in Figure 3.14(a). However, in practice the cable actually 
has three conductors: the inner conductor, the inside of the shield and the 
outside of the shield, as shown in Figure 3.14(b). Equal and opposite cur-
rents run in the central conductor and the inside of the shield, forming the 
desired differential mode signal. However, there can also be common-mode 
currents, which represent “unwanted” currents that flow along the outer 
shield of the cable, as shown in Figure 3.14(c). These currents are unwanted 
since they can produce an MR signal from objects far away from the RF coil, 
they can interact with the patient to detune the coil, and can also potentially 
be dangerous if stray electric fields interact with the patient. One way to rec-
ognize these currents is to touch the coaxial cable when the coil is connected 
to a measuring device. Any shifts in the coil impedance indicate that there 
are significant cable currents present. The fundamental cause of these cur-
rents is that the shield of the cable is not at true electrical “ground”. This can 
be caused by an imbalance when the cable is connected to an RF coil, which 
results in one-half of the coil being electrically asymmetric with respect to 
the other half.

There are two classes of methods that can be used to reduce the magnitude 
of the common-mode current: the first is balanced impedance matching net-
works and the second is cable traps. It should be noted that sometimes these 
two terms are used interchangeably since the net aim of the two approaches 
is essentially the same.

Figure 3.14  ��(a) Schematic of a standard coaxial cable used to connect the RF coil 
with the transmit/receive switch. (b) In the ideal case there are only dif-
ferential mode currents, meaning that no RF leaks outside the cable 
and there is no influence on the currents from outside phenomena.  
(c) In practice, there is an additional common-mode current present 
on the shield of the cable.
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Balanced matching networks, such as a pi-network or inductive coupling, 
have already been discussed. However, even if these schemes are used, asym-
metric loading of the coil can lead to an unbalanced network. There are 
a large number of methods for transforming an unbalanced circuit into a  
balanced circuit, using what are termed in the antenna literature as baluns 
(balanced-to-unbalanced). Many of these use transmission line elements, 
which can be quite large at the relatively low (with respect to communications  
devices) MR frequencies. Therefore, balun circuits using lumped elements 
are often preferred. One example is shown in Figure 3.15, an LC-balun, 
which is added in front of the matching circuit. This balun comprises a four- 
element network that isolates the coil circuitry from the ground of the cable. 
The values of the balun inductor, Lb, and balun capacitor, Cb, are given by:
  

	 b b
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 
  	 (3.30)

  
The second method of reducing the common mode shield currents is to 

use a cable trap. This is a device that presents a very high impedance to the 
shield current, but a very low impedance to the desired differential mode 
signal carried by the central conductor of the coaxial cable. Different types of 
cable trap are shown in Figure 3.16. Figure 3.16(a) shows a cable trap formed 
from a section of coaxial cable that is wound into a loop and the resulting 
inductance resonated with an external capacitor connected to the shield in 
order to produce a very high impedance to the common-mode current. An 
alternative design is the floating sleeve cable trap shown in Figure 3.16(b), 
which has the advantage that it can easily be moved along the length of the 
coaxial cable to find the most effective position for reducing cable currents.31 
This design consists of a splittable plastic cylinder, covered inside and out-
side with a metal conductor. Capacitors are soldered between the inside and 
outside conductors on each half of the cylinder, and the structure resonated 
at the Larmor frequency. There are two modes of this cable trap owing to the 
coupling between the two identical halves of the cylinder. The low frequency 

Figure 3.15  ��Circuit schematic of an RF coil with matching circuit connected to the 
coaxial cable by an LC-balun circuit.
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mode is the desired one and this can be fine-tuned by changing the separa-
tion between the two halves of the cylinder.

In general, it has been found that for coils that are used in transmit and 
receive mode, a balancing network such as the LC-balun alone is sufficient 
to reduce cable currents, but for coils that are used as receive-only the use 
of cable traps is required.32 Ideally one cable trap should be placed as close 
to the coil as possible, with additional cable traps placed at approximately 
one-quarter wavelength distances along the cable.

3.3.7  �RF Coil Loading—The Effect of the Sample
The circuit model for the RF coil considered so far includes a simple resistor, 
which represents the equivalent series resistance (ESR) of the copper wire, 
solder joints and capacitor. The quality factor (Q) of the coil is defined as the 
ratio of the total magnetic field energy stored in the RF coil to the energy 
loss, integrated over one cycle of the transmitted RF, and is given by:
  
	 Q = ωL/Reff	 (3.31)
  
where Reff is the total resistance of all the elements. The Q factor of the coil 
can be measured very easily,18 allowing a good estimation of the coil resis-
tance. However, the Q value decreases significantly when the sample is intro-
duced owing to the losses introduced by the sample. The degree to which the 
value changes is a good indication as to the efficiency of the RF coil. Over-
all, there are four different important loss mechanisms: coil losses outlined 
above, inductive and dielectric losses, which are both associated with the 
sample, and finally radiation losses. The latter three are described below.

In general, the interactions between the coil and the sample are deter-
mined by the relative permittivity and conductivity of the sample. There are 
two sources of noise from the sample, inductive and dielectric. From Maxwell’s 
equations, the alternating B+

1 field from the RF coil induces magnetically 

Figure 3.16  ��(a) A solenoidal cable trap in which the capacitance connected across 
the shield resonates with the inductance of the loop to produce a very 
high impedance to shield currents. (b) A floating cable trap compris-
ing two splittable halves. A number of cables can be fed through the 
central hole in this type of cable trap.
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induced (inductive) losses, also known as eddy current losses, in a conduct-
ing sample. These losses can be represented as an effective resistance Rm in 
series with the receiving coil, as shown in Figure 3.17 using a model origi-
nally suggested by Gadian and Robinson.33 The value of Rm is proportional to 
the square of the operating frequency and the conductivity.

Dielectric losses result from electrical lines of force, associated with the dis-
tributed capacitance of the RF coil, passing through the sample. Gadian and 
Robinson33 showed that these dielectric losses could be modelled as a paral-
lel stray capacitance (C1) between the coil and the sample, with the conduct-
ing sample represented as a parallel resistor (Re) and capacitor (C2), as shown 
in Figure 3.17. At low frequencies, Re is proportional to the fourth power of 
frequency, in the high frequency limit to the square of the frequency. The 
higher the sample conductivity the higher the value of Re and the higher the 
losses. Since Re is proportional to the square of the inductance of the coil, 
dielectric losses can be minimized by designing a coil to have low induc-
tance. A number of alternative, though related, models for the sample/coil 
interactions have been published,34–39 but all can essentially be analyzed in 
terms of inductive and dielectric losses.

One other potential source of loss is radiation loss, which represents energy 
radiated away from the coil rather than into the sample. Radiation loss can 
be correlated to an equivalent resistance, Rradiation. In general, depending 
upon the particular geometry of the coil:
  
	 Rradiation ∝ ω4a4	 (3.32)
  

Figure 3.17  ��A simple circuit that models the interactions between the coil (left) 
and the sample (right). The capacitive coupling of the electric fields 
in the air gap between the coil and the sample is modelled by C1. The 
reactive and dissipative effects of the electric field within the sample 
are represented by C2 and Re, respectively. Magnetic field coupling 
between the coil and sample is represented by the coupling constant 
k, with values between 0 and 1. Rm corresponds to the magnetic losses 
in the sample.
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where a is the radius of the coil. Except for very large coils at very high fre-
quencies, Rcoil ≫ Rradiation, and so this latter term is generally neglected.

One can define an overall effective “system” resistance, Reff, given by:
  

	 Reff = Rcoil + Rradiation + Rinductive + Rdielectric	 (3.33)
  

With a well-designed coil the radiation and dielectric losses are much 
lower than the other two components, and the simplification can be made 
that the overall noise voltage is given by:
  

	  noise coil sample4V kT R R BW  	 (3.34)

  
where BW is the measurement bandwidth, and Rsample is predominantly  
Rinductive. It is clear that the ideal coil design results in the sample noise being 
dominant. One common method of ensuring this is to use extensive capac-
itive segmentation within the coil. The principle is shown in Figure 3.18. 
Rather than using a single capacitor, Ct, to resonate the loop, multiple capac-
itors are used. In the example shown in Figure 3.18 eight capacitors, each 
with value 8Ct, are used. Capacitive segmentation reduces the voltage across 
each capacitor, and therefore also reduces dielectric losses. It also reduces the 
radiation resistance by effectively making the coil electrically smaller. From 
a design point-of-view the number of capacitors should be increased up to 
the point at which the Q-value of the coil loaded with the sample reaches a 
maximum.

Figure 3.18  ��Comparison of a coil with a single capacitor (a) and one with eight 
capacitors in series (b). If a single capacitor only is used, then the volt-
age across the capacitor is eight times higher than the case of capaci-
tive segmentation.
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It should also be noted that the relative noise contributions in eqn (3.35) 
are frequency dependent. Therefore, for a particular frequency there is a 
loop size below which the noise from the coil, rather than from the sample, 
becomes dominant: this topic is covered in Section 3.5.

This completes the sections outlining the basic principles behind RF 
coil design. The following sections consider specific types of coil and their 
properties.

3.4  �RF Coils Producing a Homogeneous Magnetic 
Field (Volume Coils)

Most RF coils for NMR and MRI studies are constructed on a cylindrical for-
mer, with the long axis of the coil coincident with that of the magnet, i.e. 
vertical for NMR or horizontal for MRI. The B+

1 field must be produced in 
a direction perpendicular to the long axis of the coil in order to excite the 
nuclei as covered in Chapter 1. For many applications the coil geometry is 
designed to produce a spatially uniform B+

1 field within the sample. In high 
resolution NMR a uniform transmit field is particularly important in multi-
pulse sequences; in solid-state NMR the efficiency of cross-polarization 
depends upon having spatially uniform fields at more than one frequency; 
and in MRI spatial uniformity is critical since image contrast depends upon 
the tip angle and many clinical diagnoses are performed based upon subtle 
changes in image contrast.

It can be shown by elementary electromagnetic analysis that a perfectly 
uniform transverse B1 field can be produced by an infinitely long cylinder 
carrying a surface current, Js, in the z-direction given by:
  
	 Js = J0 sin ϕ, or Js = J0 cos ϕ	 (3.35)
  
where ϕ is the azimuthal angle subtended at the centre of the cylinder, as 
shown in Figure 3.19. Of course, this configuration cannot be realized in 
practice, but the basic tenet of designing coils that produce a homogeneous 
transverse magnetic field is to approximate these surface current distribu-
tions over the finite length of the coil. The sine and cosine functions produce 
orthogonal magnetic fields, which offers the possibility of quadrature opera-
tion by creating a circularly polarized field.

Figure 3.20 shows a simplified (quasi-chronological) progression of coil 
designs based upon approximating the sinusoidal current density. The 
Alderman–Grant coil design40 is shown in Figure 3.20(a). Nominally, this is a 
very crude approximation to the desired current distribution, with only two 
conductor elements, each subtending an angle of ∼80°. However, it was the 
first coil to use segmented capacitors to reduce the electric field entering 
the sample (thus reducing sample heating), and to minimize radiation loss. 
The Alderman–Grant design has a very low inductance and is widely used in 
high-resolution solution-state NMR and solid-state NMR, owing in particular 
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Figure 3.19  ��Schematic of the current density (either sine or cosine) on an infinitely 
long cylinder that produces a perfectly homogeneous RF field orthog-
onal to the long axis of the cylinder.

Figure 3.20  ��Various geometries of cylindrical coils producing a homogeneous RF 
transmit field, and the corresponding current densities as a function 
of azimuthal angle. (a) Alderman–Grant, (b) saddle, (c) birdcage, and 
(d) millipede.
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to the reduced sample heating. The saddle coil, shown in Figure 3.20(b), can 
be considered as a “six-point” approximation to the sinusoidal current distri-
bution.41 This coil also has a very low inductance and can be constructed as 
a single continuous loop of wire for high frequencies or as a multi-turn struc-
ture for lower frequencies. It is typically used for the proton and X-nucleus 
channels in a high-resolution NMR probe. The birdcage and millipede coils 
shown in Figure 3.20(c) and (d) are considered in the next section.

3.4.1  �Birdcage Coils
As can be appreciated intuitively, increasing the number of parallel con-
ductor elements in the coil increases the B1 uniformity by more closely 
approximating the ideal sinusoidal current density. The so-called “bird-
cage resonator”,42 shown in Figure 3.20(c), is the most widely used design 
in MRI, both for animal and human studies. It consists of a series of equi-
distantly spaced “rungs”, typically 16 or 32, and two “end-rings”. There 
are two types of birdcage coil: a low-pass geometry in which each rung is 
split by a capacitor and a high-pass geometry in which the capacitors are 
placed in the end-rings between each strut: both structures are shown in 
Figure 3.21.

The birdcage coil has multiple resonant modes, with one set of frequen-
cy-degenerate modes (mode 1) producing two orthogonal homogeneous 
transverse B1 fields, corresponding to the sine and cosine current den-
sities described previously: the coil, therefore, can produce a circularly 
polarized B1 field. For a low-pass birdcage, mode 1 occurs at the lowest 
frequency with the higher order modes at successively higher frequen-
cies, as shown in Figure 3.21. These higher order modes have an increas-
ingly larger “null point” at the centre of the field, as also shown in Figure 
3.21. For the high-pass birdcage, the homogenous mode 1 is the highest 
frequency peak, with the magnetic field distributions of the higher order 
modes, which occur at lower frequencies, being very similar to those of 
the low-pass birdcage.

The frequencies of the different modes can be calculated as:43
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where k is the mode number, 1/C2 = 0 for a high-pass birdcage, 1/C1 = 0 for 

a low-pass birdcage, and Mn is the mutual inductance between loops that 
are n loops apart. The birdcage coil is typically surrounded by an RF shield 
constructed from thin copper, segmented copper elements, or a copper sheet 
with capacitive segmentation to prevent eddy currents.

There are several variations on the birdcage geometry. One such is the mil-
lipede coil,44 which consists of hundreds of legs, intercalated as shown in 
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Figure 3.20(d). This type of coil is used for some high field microimaging 
and solid-state-applications. The major alternative to the birdcage for MRI 
studies is the transverse electromagnetic mode (TEM) resonator, described 
in the following section.

3.4.2  �Transverse Electromagnetic Mode (TEM) Resonators
Although appearing somewhat similar in geometry, the transverse elec-
tromagnetic mode (TEM) resonator represents a fundamentally different 
design from the birdcage, and is derived from a re-entrant cavity.45–56 It has 
been used for body coils for MRI at 3 and 4 tesla, as well as for head and knee 
coils at many different field strengths. The basic form of the re-entrant cavity 
is shown in Figure 3.22: the largely inductive coaxial line (cavity) is shorted 

Figure 3.21  ��Characteristics of birdcage coils. (upper) Two different configurations, 
low-pass and high-pass, showing conductor elements and segmenting 
capacitors (white blocks). (centre) Frequency spectrum of the differ-
ent modes. Mode 1 corresponds to the homogeneous transmit field 
in both cases. (bottom) Plots of the transmit magnetic field produced 
at the centre of the coil (z = 0). In mode 1 the field is homogeneous, 
whereas for higher modes there is zero field at the centre, with the 
field becoming more inhomogeneous the higher the mode number.
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on both ends (as part of the shield), and is resonated with primarily-capac-
itive open-ended coaxial line elements. In a TEM resonator with N coaxial 
elements, there are N/2 fundamental resonant modes: the modal patterns 
of the TEM resonator are very similar to those of the low-pass birdcage, with 
the frequency differences between the different modes usually smaller than 
those of a birdcage owing to the lower coupling between individual loop ele-
ments, which are not physically connected. The major advantage of the TEM 
resonator over the birdcage is that there are no end ring currents in the TEM 
resonator, which therefore produces a field that extends axially some way 
outside the coil. The main disadvantage is that the smaller mode splitting 
in a TEM resonator means that for certain geometries and numbers of ele-
ments, different modes may overlap.

3.4.3  �Partial-Volume Coils
Often in MRI scans only part of the subject needs to be scanned, for example 
the calf muscle in the leg, or the back of the brain for functional imaging of 
the visual cortex. In this case it makes sense to use a half-coil or partial-vol-
ume coil, as shown in Figure 3.23, to transmit energy only into the relevant 
part of the body. Since the homogeneous volume coils considered in the sec-
tions above are circularly symmetric, a partial-volume coil can be designed 
as one-half of the full coil. The advantages of a partial-volume coil over a 
volume coil are improved patient comfort (since the coil does not surround 
the entire head/leg), increased power efficiency, and increased SNR close to 
the coil. There are many different versions of partial-volume coils, including 
a linear half-birdcage57,58 and a quadrature half-TEM resonator:59 an alter-
native design, covered in Section 3.5.2, is to use a quadrature surface coil 
wrapped around a half-cylinder.

Figure 3.22  ��(a) Schematic of a TEM resonator, in which each rung consists 
of a co-axial element connected at both ends to the RF shield.  
(b) Capacitance is formed by the overlap of the inner conductor with a 
dielectric material surrounding it. The capacitance can be changed by 
varying the distance between the two parts of the split inner conduc-
tor. (c) Photograph of a TEM resonator in which the individual rungs 
are realized using conductor strips, which are segmented by discrete 
capacitors.
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3.4.4  �Solenoids and Loop Gap Resonators
In certain MR experiments, the sample can be oriented with its long axis 
perpendicular to B0, and a different RF coil geometry must be used to pro-
duce a homogenous B1 field, now in the axial direction. The most simple 
and commonly-used geometry is termed a solenoidal coil, shown in Figure 
3.24(a). Solenoidal coils are used in many different applications, includ-
ing solid-state NMR, microimaging,7 high resolution NMR of mass-limited 
samples126–133 and to couple NMR detection with hyphenated chemical 
microseparations.134–141

The on-axis magnetic field created by a solenoidal coil can be calculated 
analytically by integrating the Biot–Savart law. For a coil of radius a and 
length h with n turns of wire:
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where x is the distance along the axial dimension of the solenoid, centred at 
x = 0, and I is the current through the coil. The magnetic field at the centre of 
the coil, corresponding to x = 0, is given by:
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Solenoids are extremely easy to design, and have a relatively homogeneous 

B +1 field, as shown in Figure 3.24(b), particularly if the length-to-diameter 
ratio is high. The optimum spacing between the wires is one-half the wire 
diameter,17 and for the optimum SNR the length and diameter should be 

Figure 3.23  ��(a) Photograph of a partial volume resonator formed on a half-cylin-
der. (b) Image acquired with a partial volume coil positioned at the 
back of the head of the subject.
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equal, although there is an obvious trade-off with respect to B1 homogeneity. 
One of the main advantages of the solenoid over other designs is that it has 
an intrinsic higher sensitivity, between two- and three-times that of the sad-
dle/Alderman–Grant/birdcage coil design.115

The major disadvantages of a solenoid relate to its very high inductance, 
given by:
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where L has units of microhenries, and a and h units of centimetres. The 
interturn capacitance is given by60:
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where C is measured in picofarads. The high inductance means that the 

coil becomes self-resonant at a relatively low frequency, i.e. the intrinsic 
interturn capacitance resonates with the inductance of the coil, so there is 
an upper limit to the frequency at which a solenoid can be operated. There 
are ways to overcome this limitation, including series capacitive segmenta-
tion, as described previously. The second problem is that the high induc-
tance produces a high conservative electric field within the sample, shown 
in Figure 3.24(c), which can lead to heating problems with highly conductive 
samples.22 Again, there are potential solutions including the use of Faraday 
shields23 between the RF coil and the sample, but this reduces the filling fac-
tor of the coil and increases the design complexity.

Figure 3.24  ��(a) Basic structure of a solenoidal coil, which produces a linear B+
1 

field along its axis. (b) Plot of the magnetic field through the centre 
of a solenoidal coil. The field is relatively homogeneous in the centre 
and drops to one-half of its maximum value at the ends of the coil. (c) 
Plot of the corresponding electric field, showing a high electric field 
throughout most of interior of the coil. (d) Schematic of a loop gap 
resonator, which essentially forms a single-turn solenoid. Reproduced 
from ref. 23., B. Park, T. Neuberger, A. G. Webb, D. C. Bigler and C. M. 
Collins, Faraday shields within a solenoidal coil to reproduce sample 
heating: numerical comparison of designs and experimental verifi-
cation, J. Magn. Reson, 202, 72–77. Copyright (2010) with permission 
from Elsevier.23
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A variation on the solenoid is termed a loop gap resonator (LGR),61–63 
which is essentially a one-turn solenoid with a very wide conductor strip used 
to form the resonator, as shown in Figure 3.24(d). As such it has a very low 
inductance and so can be used at high frequencies and does not produce 
as high an electric field as the solenoid. Originally developed for electron 
paramagnetic resonance (EPR) applications, the LGR can be used in a variety 
of different shapes and geometries for MRI64,65 and NMR,26,66 with different 
degrees of capacitive segmentation, or using separated loops to concentrate 
the electric field away from the sample.

3.5  �Surface Coils
Surface coils are used extensively in MRI, both for animal and human appli-
cations. As the name suggests, the coil is used to image organs or features 
very close to the skin surface. Surface coils can be almost any shape, includ-
ing circular, elliptical, square, rectangular, hexagonal or pentagonal, and 
can lay flat or be bent to mold around the sample. Surface coils can be used 
in transmit/receive mode, or as a single-element or part of a multi-element 
receiver. A general rule-of-thumb is that the surface coil gives an enhanced 
sensitivity, compared to a volume coil, up to a distance equal to the radius 
(circular coil) or half-the-width (square coil). The B1 field patterns from two 
common forms of surface coil, a loop and a butterfly geometry, are shown 
in Figure 3.25(a) and (b). Special geometries of surface coils can also be 
designed to restrict the imaging field-of-view very close to the surface. One 
example is a meanderline coil,67 shown in Figure 3.25(c), in which the B+

1 field 
drops off very rapidly with distance owing to cancellation of the fields from 
the currents running in opposite directions in the coil.

3.5.1  �Transmit/Receive Surface Coils
Despite the intrinsically inhomogeneous transmit and receive fields associated 
with a surface coil, there are situations in which using it both for transmitting 
and receiving is desirable or necessary. For example, when using small-diame-
ter high-power gradients for small animal imaging there is often too little space 

Figure 3.25  ��B+
1 fields from three different types of surface coil: (a) a simple circular 

loop coil, (b) a “butterfly” coil, and (c) a meanderline coil.
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between the animal and the inside bore of the gradients to fit a volume coil, and 
instead a thin surface coil can be used, particularly if only one part of the animal 
is to be imaged. In human studies, the use of a surface coil transmit means that 
power is deposited very locally. In very high field human MRI a transmit body 
coil is not available, and transmit arrays of surface coils can be used instead. If 
the surface coil is used both to transmit the RF pulse and also to receive the sig-
nal, then the acquired signal has a steep drop-off with distance. If desired, this 
can be mitigated by the use of an adiabatic excitation pulse, which produces a 
B1-independent tip angle at the cost of a longer RF pulse.68

In terms of designing simple surface coil geometries, there are analytical 
expressions for the coil inductance, which allows calculation of the appropri-
ate capacitance to resonate the structure. The equation for the inductance of 
a circular loop was given in eqn (3.16): the equivalent expression for a rectan-
gular loop is given by:
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where w and l are the width and length of the coil, respectively, and t = √(w2 + l2).  
As with all coil design, capacitive segmentation should be used to ensure that 
the length of each conductor element is less than ∼λ/10 to ensure that phase 
shifts along the length of the coil are small, to minimize the conservative 
electric field entering the patient, and to reduce frequency shifts between 
the unloaded and loaded coils. If Lloop is the inductance of the unsegmented 
loop, and nseg the number of segmentation capacitors, then the capacitance 
for each segment is given by:
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The dimensions of the coil are related to the depth of the imaging region-of-in-

terest (ROI). The coil must be large enough to have adequate B1 field strength 
throughout the ROI, but if the coil is too large then it picks up thermal noise 
from a larger section of the sample than necessary, and so the SNR is degraded. 
As analyzed by Kumar and Bottomley,28 for a desired depth d within the tissue, 
the optimum radii of a loop coil and a butterfly coil are given by:
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3.5.2  �Quadrature Surface Coils
Surface coils can also easily be designed to operate in quadrature mode. 
The two coils usually lie in the same plane, although they can also be placed 
on a curved surface for imaging the back of the head or the calf muscle. 
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Quadrature surface coils can be formed from circular/elliptical or square/
rectangular loops. Two of the most common geometries are shown in Fig-
ure 3.26. In each case, the two different coils (represented by blue and green 
shapes) are driven with a 90° phase difference. Optimal dimensions of dif-
ferent quadrature coil combinations have also been presented by Kumar and 
Bottomley.69

The major requirement for effective quadrature operation is to electrically 
isolate one coil from the other. The identical resonant frequencies of the 
two coils are shifted owing to the mutual inductance between the coils. One 
shifted frequency is higher, and the other lower, than the Larmor frequency. 
In order to electrically isolate the two coils, and therefore ensure that they 
both operate at the Larmor frequency, the mutual inductance must be elim-
inated. The most common method of ensuring zero mutual inductance is to 
overlap the two coils, as shown in Figure 3.27.70 At the point of “critical over-
lap” the field induced by coil 1 in coil 2 is exactly opposite to that produced by 
coil 2 itself. For two circular loops or two rectangular coils, there is a slightly 
different critical overlap criterion, which results in zero mutual inductance, 
as shown in Figure 3.27(a) and (b), respectively. In the case in Figure 3.26(b), 
the mutual inductance between the single loop and the “butterfly” coil is 
zero owing to the intrinsic anti-symmetric nature of the overlap, provided 
that the geometric centres of the butterfly and loop/square coils coincide.

The coupling between two coils can be quantified in terms of a mutual 
impedance, Z12, shown in Figure 3.28(a):
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This impedance has a real part (mutual resistance) and imaginary com-

ponent (mutual inductance). In addition to the overlap method, Figure 
3.28(b) and (c) show two alternative methods of minimizing the mutual 
inductance using a capacitor to “resonate out” the mutual inductance. None 

Figure 3.26  ��Two different types of quadrature surface coils: (a) two overlapping 
single loops, (b) one butterfly and one single loop. Fields from the two 
coils are shown in green and blue. Regions in which the field lines 
cross at an angle of 90° produce a circularly polarized field. Regions in 
which the angle is between 0 and 90° produce an elliptically polarized 
field, and where there is essentially no overlap the field is linear.
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of these three approaches eliminates the mutual resistance term in eqn 
(3.46), but in practice the mutual inductance term is usually much larger 
than the mutual resistance. However, there are also circuits that can be used 
to minimize both the mutual inductance and mutual resistance terms,71  
as shown in Figure 3.28(d).

Figure 3.28  ��(a) Two surface coils placed close to one another have real and imag-
inary components of mutual impedance. (b and c) Two methods to 
minimize the mutual inductance by resonating it with a capacitor, 
which can either be placed (b) between the separated coils, or (c) in 
a common leg if the two coils are connected. (d) By using an overlap-
ping circuit (thin black lines), both the mutual impedance and mutual 
resistance can be minimized.71

Figure 3.27  ��Plots of mutual inductance between two coils of the same geometry as 
a function of the distance between the two coils. (a) Circular surface 
coils and (b) rectangular surface coils. In each case, there is a critical 
overlap that results in zero mutual inductance and the two coils being 
effectively “isolated” from one another.
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3.6  �Detuning Circuits for Transmit-Only Volume 
Coils and Receive-Only Surface Coils

The most common setup for MRI is that a homogeneous volume coil is used 
to transmit the RF pulses with a surface coil (or array of many surface coils) 
to receive the signal. The transmit and receive coils are both tuned to the 
same Larmor frequency, and in order to avoid any coupling between them 
it is necessary to detune the receive coil during pulse transmission and to 
detune the transmit coil during signal reception. Both of these functions 
are performed using diodes, with a combination of both active and passive 
diodes normally being incorporated into the RF coils.

The electrical characteristics and properties of an active PIN diode are sum-
marized in Figure 3.29. A DC voltage is applied to the diode, as shown in Figure 
3.29(a). If the voltage is above +0.7 volts, the diode is “turned on” and exhibits 
a very small impedance, which can be approximated as a short circuit, Fig-
ure 3.29(b). Below this voltage, the diode is in the off-state and appears as a 
very high impedance. In practice, a negative voltage is applied to the diode to 
switch it into the off state. The positive or negative DC voltages are provided 
by the MR scanner, with typical values in the order of ±24 volts, although some 
manufacturers use values as small as ±5 volts. The DC voltage is fed into the 
coil through large inductors which act as RF “chokes”, i.e. they present a high 
impedance at the RF frequency and very low impedance at DC, so that no RF 
signal leaks into the PIN-diode driving circuit. Passive diodes can also be used 
in RF coils. These are placed back-to-back in a crossed-diode configuration, 
shown in Figure 3.29(c), and are included mainly as a safety mechanism in 
case any damage occurs to the actively driven PIN diodes. Passive diodes are 
used mainly in the receive coil and are switched to the conducting state by the 
high intensity of the RF pulse. After the pulse is switched off they return to the 

Figure 3.29  ��(a) Circuit symbol for a PIN-diode with a DC voltage applied across 
its terminals. (b) An idealized plot of the current passing through a 
diode as a function of driving voltage for a silicon-based diode. (c) Pas-
sive crossed-diodes. (d) Using a PIN-diode to detune a coil consists 
of replacing one or more of the tuning capacitors with a parallel LC- 
diode combination.
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non-conducting state. A back-to-back configuration is necessary since the RF 
pulse consists of an alternating voltage with positive and negative values.

There are a number of different circuit configurations incorporating PIN 
diodes that can be used for switching between the tuned and detuned coil 
modes. One of the basic “modules” is to replace the tuning capacitor (or mul-
tiple tuning capacitors in the case of structures such as the birdcage or TEM 
resonator) with a capacitor in parallel with an actively switched diode and an 
inductor, as shown in Figure 3.29(d). The inductor value is chosen such that 
when it is switched into the circuit, it resonates with the capacitor to form a 
very high impedance, i.e. L = (ω2C)−1.

Examples of incorporating active and passive diodes into transmit and 
receive coils are shown in Figure 3.30.72

3.7  �Receive Arrays
All modern clinical scanners use receive arrays, i.e. a collection of (typically) 
between eight and sixty-four surface coils that must be electrically isolated 
from each other, and also decoupled from the body transmit coil (see section 

Figure 3.30  ��(a) Incorporation of active PIN diodes into a low-pass birdcage coil. 
(b) A receive surface coil decoupling scheme. The active decoupling 
comprises of a two-stage PIN diode switching design. A parallel induc-
tor (Lp) is switched across Cp and a lattice balun (Lb, Cb) is effectively 
open circuited across the coil input at Cp. Passive decoupling with 
high-speed switching crossed-diodes and a detuning inductor (Ld), 
switched in parallel with Cs, is used as a precautionary decoupling 
mechanism in the event of a PIN diode failure.72
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above). There are two basic advantages of using an array of small coils, rather 
than one single large coil with an equivalent volumetric coverage. The first 
is that the sensitivity of each small coil is greater than that of the large coil, 
and each small coil picks up noise only from a local region of the body, as 
opposed to the large coil, which picks up noise from the entire imaging field-
of-view. Providing that the overall noise is dominated by the sample (Section 
3.3.7) this means that, after the combination of the signals from each ele-
ment of the array, the image SNR is increased for a coil array compared to 
using the single larger coil. The increase in SNR is greatest for organs close 
to the surface of the patient. The second advantage of coil arrays is that they 
enable the use of parallel imaging techniques to increase the imaging speed 
by reducing the amount of k-space data required for image reconstruction. 
The basic principle of parallel imaging73 is that signals detected by different 
receive coils already have spatial information intrinsically encoded by the 
spatial sensitivity profiles of the coils, i.e. the coil closest to a particular organ 
receives a higher signal from that organ than does a coil positioned further 
away. This additional spatial information means that a partial undersam-
pling of k-space can be performed, reducing the total acquisition time.74–76 
A number of different methods have been implemented, with different acro-
nyms given to each, the most common being based on generalized autocal-
ibrating partially parallel acquisitions (GRAPPA)77 and sensitivity encoding 
(SENSE).78

3.7.1  �Array Optimization
For a fixed overall size of the surface coil array, one key element in the design 
process is to determine how many individual coils should be used, i.e. what 
should be the size of the individual coils.

The relative noise contributions from the coil and the sample have been 
studied by Kumar et al.28 as a function of frequency. Figure 3.31 shows a plot 

Figure 3.31  ��Graph of the contribution of sample loss to the overall system loss, as 
a function of loop size and operating frequency.
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of loop radius vs. frequency for wire coils constructed with a wire diameter 
of 3.2 mm for loops with radius greater than 15 mm, and 2 mm for loops 
smaller than this. The graph shows that at higher frequencies coils can be 
smaller before coil noise becomes an important factor.

If the sample noise is dominant, then the SNR gain is maximum very close 
to the array, and at a distance equal to the radius (for a circular) or half-the-
width (for a square) of the array, the SNR is equivalent to that obtained using 
a single large surface coil, as shown in Figure 3.32.

3.7.2  �Preamplifier Decoupling in Receive Arrays
In an array comprising a large number of elements it is extremely challenging 
to be able to achieve a high degree of decoupling between all of the individ-
ual elements using either the coil overlap or capacitive-decoupling meth-
ods outlined previously. Fortunately, there is a relative simple, independent 
method for increasing the decoupling, which is termed preamplifier decou-
pling. This method works by reducing the current flowing in each coil in the 
array, thus also reducing the effective inter-coil interactions.70,79 As discussed 
earlier in the chapter, preamplifiers typically have an input impedance of  
50 Ω, so that they form a conjugate match with the impedance matched coil 

Figure 3.32  ��The SNR performance of different numbers of individual elements in 
an array of the same overall size as a single loop. At a distance greater 
than one-half the dimension of the single loop, the SNR performance 
is independent of the number of elements.
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and coaxial cables for maximum power transfer. For a single coil this is an 
efficient approach, but for coil arrays it has the disadvantage that, if there 
is significant mutual impedance between coils, a voltage in one coil pro-
duces a significant current in an adjacent receive coil. In contrast, if there 
is effectively an infinite impedance at the input of the coil, then zero current 
will flow in the coil and the mutual inductance will be zero. One method of 
achieving this, while maintaining a 50 Ω match (which produces the low-
est noise figure) at the input to the preamplifier is to use a very low input 
impedance preamplifier, typically with a real part of 1 Ω or less. Two circuits 
commonly used for preamplifier decoupling are shown in Figure 3.33. These 
types of circuits minimize the effective mutual inductance between different 
coil elements in the array, although mutual resistance effects are still mani-
fested as correlated noise between different channels.

Having designed the RF coil array with the minimum mutual impedance 
between the individual elements of the array, it is important to combine the 
signals from the individual receive channels in an optimal way.70,80 Essen-
tially each voxel in an image can be reconstructed optimally by knowing the 

Figure 3.33  ��Two circuits used for preamplifier decoupling of individual elements 
in a coil array: the networks are shown in red. (a) A discrete element 
matching network, which allows flexibility in choosing realistic val-
ues over a wide range of coil input impedances. (b) A half-wavelength 
transmission line is used to convert the very low input impedance of 
the preamplifier to a very high impedance at the coil.
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coil sensitivity at that particular voxel and the coupling between the different 
coils of the array. Different complex weighting functions are then applied to 
the signal from each coil for each voxel, and these weighted signals are finally 
summed.

3.8  �Multiple-Frequency Circuits
So far only RF coils tuned and impedance matched to a single frequency have 
been described. However, many experiments require either a single coil to be 
tuned to more than one frequency, or several coils tuned to different frequen-
cies to operate together. For example, in high resolution NMR, almost all 
experiments require the use of multiple frequencies. Multi-dimensional cor-
relation experiments between 1H, 13C, 31P, 15N are universal in biomolecular 
research, and a deuterium lock circuit must also be incorporated, as covered 
in Chapter 1. Similar requirements pertain to solid-state NMR. In MRI, there 
are also many research protocols that, in addition to proton scans, acquire 
data from nuclei such as sodium, phosphorus or carbon. There are many 
designs for RF coils that can produce B+

1 fields at more than one frequency. 
The principles behind some of these designs are described in this section.

3.8.1  �Multiple-Pole Circuits
One of the most simple methods of double tuning a single RF coil such as a 
loop or solenoid is to insert a secondary L1C1 circuit into the primary RLC cir-
cuit, as shown in Figure 3.34.81,82 The impedances of the individual circuits, 
as well as the combined circuit, are also plotted in Figure 3.34. If the sec-
ondary L1C1 circuit is considered by itself, at frequencies below its resonant 
frequency, ω1 = √(L1C1), the circuit can be represented by an equivalent induc-
tance, Leq. The entire circuit therefore resonates at a frequency given by:
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where ωlow is lower than ω0, the resonance frequency of the primary circuit 
alone. At frequencies above ω1, the parallel L1C1 circuit looks like an equiva-
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which occurs at a frequency higher than ω0, since the series combination of 
capacitors results in a reduced equivalent capacitance.

In many cases, including the design of high resolution NMR probes, it is 
not possible to insert a secondary circuit into the main RF coil itself, and 
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so the double-tuning must be performed externally via additional electrical 
circuits. There are many realizations of such circuits, one of which is shown 
in Figure 3.35. The X-nucleus can be 13C, 31P, 15N or 2H, and has a Larmor 
frequency significantly lower than that of protons. The simplest way to ana-
lyze this type of circuit is to consider the equivalent circuit at high frequency 
(the proton frequency) and low frequency (the X-nucleus frequency), as also 
shown in Figure 3.35.

3.8.2  �Transformer Coupled Circuits
An alternative approach to double-tune a single coil is to use two RF coils, 
placed very close to one another, in order to produce RF fields with essentially 
the same physical coverage at two different frequencies. As seen previously, 
if two RLC circuits are brought into close proximity to one another, there is a 
coupling between the circuits that depends upon the coupling constant k, as 
shown in Figure 3.27. The effect of the mutual coupling is to reduce the total 
inductance of the higher frequency circuit, and to increase the inductance of 

Figure 3.34  ��(a) Insertion of a secondary L1C1 circuit into the primary RLC circuit 
means that the overall circuit resonates at two different frequencies, 
ωlow and ωhigh, which can be tuned to the Larmor frequencies of two 
different nuclei. (b) Plots of the impedances of the primary circuit 
alone (red), the secondary circuit alone (blue), and the combined cir-
cuit (green).
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the lower frequency circuit. The relationship between the frequencies of the 
isolated high frequency (fh) and low frequency (fl) circuits, and the combined 
high frequency primary (fp) and secondary low frequency (fs) resonances is 
given by:
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This principle can be used to design a set-up of two coils resonating at the 

Larmor frequencies of two different nuclei by choosing suitable values of fh, 
fl and k,83,84 as shown in Figure 3.36.

3.8.3  �Multiple-Tuned Volume Coils
There are a number of different approaches to double- or multiple-tuning 
multi-mode volume coils, i.e. birdcage or TEM resonators.46,85–88 Figure 3.37 
shows three different approaches that can be used to double-tune a single 
birdcage coil.

The mutual inductance between two tightly coupled birdcage coils can 
also be used to produce a “double-tuned” coil. This approach was shown 

Figure 3.35  ��Schematic of a double-tuned circuit for a single RF coil, showing the 
equivalent circuits at the proton (high) frequency and X-nucleus (low) 
frequency. The parallel L1C1 circuit resonates as a frequency between 
that of 1H and the X-nucleus, and therefore appears as a capacitor 
(Ceq,H) at the proton frequency and an inductor (Leq,X) at the X-nucleus 
frequency.
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Figure 3.36  ��(a) Circuit diagram of two uncoupled circuits resonating at different fre-
quencies fhigh and flow. (b) If the two circuits are brought close together 
then the mutual coupling M shifts the resonant frequencies to fp and fs, 
respectively, where fp > fhigh and fs < flow. The frequency shift in the high 
frequency channel is greater than that in the low frequency one.

Figure 3.37  ��(a) A simple variation of a double-tuned birdcage in which alternate 
rungs are tuned to the 1H and X nuclei using different capacitors. The 
B+

1 distribution at the 1H frequency is less homogeneous than that for 
a single-tuned resonator, but at the X nucleus frequency it is homoge-
neous. (b) An improved design in which 1H trap circuits are included 
in the legs which are tuned to the X-nucleus frequency. (c and d)  
A four-ring birdcage resonator introduced by Murphy-Boesch et al.,187 
which consists of a low-pass central birdcage, and two either high-
pass (c) or low-pass (d) outer birdcages.
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initially by Fitzsimmons et al.83 at 1.5 tesla. The transformer-coupled design83 
involves placing one birdcage coil inside the second, with the smaller diame-
ter coil tuned to the lower Larmor frequency. Figure 3.38 shows schematics, 
a photograph and in vivo results from a recent version of this coil, designed 
for 1H MRI and 31P MRS of the leg at 7 tesla.89

3.8.4  �Multiple-Tuned Surface Coils
A number of different methods can also be used to double-tune a surface 
coil. Poles, also referred to as trap circuits, can be inserted into a single coil, 
as shown in Figure 3.39(a), or two tightly coupled coils can be used, as shown 
in Figure 3.39(b), with a proton trap circuit inserted into the X-nucleus loop. 
Circuits derived from high resolution NMR, such as shown in Figure 3.35, 
can also be used.

3.9  �RF coils for NMR Spectroscopy
Almost every chemistry and physics department has at least one NMR spec-
trometer that can run liquid or solid samples. Typical proton operating fre-
quencies are between 200 MHz (4.7 tesla) and 1 GHz (23.5 tesla), with the 
majority in the 400–600 MHz range for practical siting and economic rea-
sons. There are a large number of RF probes commercially available for these 
systems, provided by three or four major vendors. The basic design of these 
probes is described in the following sections.

3.9.1  �Probes for High Resolution Liquid-State NMR
Probes for high resolution liquid-state NMR must give sub-hertz linewidths 
and short RF pulses, operate at up to four different frequencies, be stable over 
periods of several days and function over a wide temperature range. Most 
commonly, a high resolution NMR probe contains two RF coils, one nested 
closely inside the other, each of which is tuned to two different frequencies. 
Each coil operates in linear mode. Owing to the higher filling factor, the 
inner coil has the higher sensitivity. One of the coils must also be tuned to 
the deuterium (2H) frequency, which is used as a frequency lock (and also for 
decoupling in experiments involving partially deuterated proteins). The two 
most common geometries are a saddle coil and Alderman–Grant coil, one 
placed within the other, as shown in Figure 3.40. The proton coil is usually 
the Alderman–Grant design owing to the low associated electric field, and 
therefore low sample heating during proton decoupling. For the second coil, 
the resonant frequencies of more than one X nuclei may be covered by having 
rods with different values of capacitors, which can be swapped in and out.

Commercial NMR probes have nomenclature that describes whether the 
coil is designed to have maximum sensitivity on the proton or on the X-nu-
cleus channel. For example, in the TXI configuration the T refers to triple 
resonance, the X to X-nucleus, and the I to an inverse design, which means 
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Figure 3.38  ��(a) Schematic of an imbricated birdcage with the low-pass X-nucleus structure placed inside the high-pass proton resonator. 
(b) Photograph of an imbricated birdcage constructed for proton and phosphorus MRI and MRS of the human calf muscle 
at 7 tesla. (c) A proton image and an overlaid map of the phosphocreatine distribution obtained using a 31P chemical shift 
imaging sequence.89
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that the proton channel corresponds to the inner coil. In this configuration, 
the inner coil is tuned to 1H and 2H with the circuit optimized for 1H sensi-
tivity. The outer coil operates, for example, at 13C and 15N frequencies, with 
the circuit designed to give higher efficiency on the 13C channel. This means 
that the 13C pulses are shorter than those for 15N, which is necessary since 
the chemical shift range of 13C resonances is much larger than that of 15N 

Figure 3.40  ��Photographs of coils and coil setups used in high resolution NMR 
spectroscopy. (a) A multi-turn saddle coil, (b) an Alderman–Grant 
design, and (c) an Alderman–Grant and saddle coil nested within each 
other.

Figure 3.39  ��Circuits for double-tuned surface coils. (a) Insertion of a pole/trap 
circuit. (b) Two nested coils, blue-proton, red-X nucleus, coupled 
strongly through the mutual inductance. The parallel LC circuits res-
onate at the proton frequency to prevent counter-currents flowing at 
the proton frequency in the X-nucleus coil.84
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resonances. Direct detection probes swap the configuration, with the inner 
coil tuned to the lower gamma nuclei, and the outer one used for proton 
decoupling. Depending upon the manufacturer, slightly different circuits are 
used to double tune each coil. High resolution probes are characterized by 
the maximum tube diameter that they can accommodate: 10 mm, 5 mm,  
3 mm and 1.7 mm are standard sizes.

The spectral linewidths required for solution-state NMR of small organic 
molecules are sub-hertz, which corresponds to less than a 1 part-per-billion 
(ppb) variation in the magnetic field within the sample. Linewidths and line 
shapes are quoted at the 50%, 0.55% and 0.11% level of the full height of the 
spectral peak: typical values for non-spinning liquid probes are ∼0.5/5/15 Hz 
using an industry standard sample of chloroform in acetone-d6. As covered 
in Chapter 4, there are a large number of room temperature shim coils that 
can be used to optimize the magnetic field homogeneity within the sample. 
Nevertheless, it is critical that the materials from which the RF coil is con-
structed are chosen so as to have as small a perturbing effect on the magnetic 
field as possible. The former on which the RF coil is mounted is usually a 
quartz cylinder. The most common metals used for RF coils are copper and 
silver with magnetic susceptibilities of −9.6, and −24 cgs, respectively.11,90–92 
If the magnetic susceptibility of the metal can be made close to zero, this 
minimizes the perturbing influence of the coil. The most commonly used 
method to achieve this is to coat the diamagnetic copper or silver wire with a 
thin layer of paramagnetic metal, either palladium and rhodium, which have 
magnetic susceptibilities of +840 and +168 × 10−6 cgs, respectively.92,93

In addition to the deuterium lock used to ensure a stable magnetic field via a 
negative feedback loop as described in Chapter 1, it is also important that the RF 
coil itself is stable over time, i.e. that over a period of days the coil remain imped-
ance matched. One relatively recent innovation in high resolution NMR probes 
is “automatic matching and tuning” (ATM), which means that adjustments 
in the tuning and matching capacitors can be performed at set time intervals 
during a long experiment. This is achieve by using an internal reflection bridge 
and capacitors which have rods controlled by piezoelectric pistons to make the 
physical adjustments based on the values from the reflection bridge.94

High resolution NMR probes also incorporate magnetic field gradients, 
either in a single-axis (directed along the z-axis) or full triple-axis configura-
tion. As described in Chapter 1, these can be used for coherence selection in 
multiple-quantum experiments, as diffusion-sensitizing gradients in experi-
ments such as diffusion ordered spectroscopy (DOSY),95 or as diffusion filters 
in protein NMR dynamic studies.96

3.9.2  �Microprobes for High Resolution NMR and Hyphenated 
Microseparations

Although NMR spectroscopy is a powerful analytical method for structural 
elucidation it does have a very low inherent sensitivity compared to many 
other analytical techniques such as mass spectroscopy and fluorescence. 
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Sensitivities for analytical techniques are typically quoted in terms of lim-
its-of-detection (LOD), corresponding to an SNR of 3 : 1 for a single measure-
ment. Mass spectroscopy, for example, has an LOD in the 10−19 mole range, 
Fourier-transform infrared spectroscopy and Raman spectroscopy 10−12–10−15  
moles, laser induced fluorescence 10−13 moles, and Fourier-transform ion 
cyclotron resonance ∼10−20 moles. In stark contrast, NMR spectroscopy using 
conventional 5 mm coils has a value in the 10−9 moles range. This low sen-
sitivity means that mass-limited samples either require extremely long data 
acquisition times or simply cannot be studied. There are two, ultimately com-
plementary, methods to design RF coils capable of studying very small sam-
ple masses: one is the design of “microcoils”, RF coils with diameters much 
less than 1 mm,16,97,98 and the other is to construct cryogenically cooled coils, 
covered in Section 3.9.4.

Given that that the sensitivity of an NMR probe is inversely proportional 
to its diameter, the optimal (theoretical) approach to acquiring spectra from 
a mass-limited sample is to dissolve the sample to the maximum possible 
concentration in the minimum amount of solvent, and to use a very small 
RF coil that just accommodates this volume. For truly mass-limited samples 
this might mean an RF coil with a volume in the nanoliter or hundreds of 
picoliter volume range, many orders of magnitude less than used in con-
ventional NMR.99 Although simple in concept, there are many challenges in 
this approach, both in terms of sample handling of such small volumes, and 
designing an RF coil that can produce high resolution NMR spectra despite 
the coil conductors being so close to the sample.

The most efficient RF coil, which is also relatively easy to produce at 
dimensions less than 1 mm, is a solenoid. Assuming that the length-to-di-
ameter ratio is kept constant, the SNR per unit volume of sample increases 
as the inverse of the coil diameter down to a diameter ∼100 µm, below which 
it increases as the inverse square root of coil diameter,100 as shown in Fig-
ure 3.41(a). Details on constructing solenoids with dimensions in the hun-
dreds of micrometres have been described by many authors.97,100 One of the 
key developments was to be able to obtain high resolution spectra by using 
a susceptibility matching fluid, a perfluorocarbon, which is placed around 
the coil. The magnetic susceptibility of the perfluorocarbon is very similar 
to that of copper, which effectively makes the coil appear (magnetically) as 
an infinite cylinder and so minimizes the spatial perturbation of the local 
magnetic field.98 The perfluorocarbon has no background signal and has a 
low loss tangent, so does not reduce the coil sensitivity. Another approach to 
magnetic susceptibility matching is to use a solid matrix, constructed from 
epoxy glue doped with appropriate concentrations of lanthanides, in which 
the coil is embedded.101,102

A second form of microcoil that can be produced in most laboratories with-
out the need for sophisticated fabrication equipment is a planar surface coil, 
shown in Figure 3.41(c). Simple etching techniques can also be used for pla-
nar coils based upon striplines,103 as shown in Figure 3.41(d). There are sev-
eral other types of microcoils that require more sophisticated manufacturing 
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Figure 3.41  ��(a) SNR per unit volume as a function of coil diameter for a solenoidal microcoil.100 (b) Photograph of two solenoidal micro-
coils: the upper with a diameter of 350 µm, the lower 150 µm. (c) Photograph of a lithographically etched surface coil. (d) A 
stripline resonator that can easily be integrated with microfluidic devices.103 (e) A microslot coil lithographically etched in 
copper.104 (f) A two-coil probe used for 1H/15N protein experiments.97
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techniques. Three-dimensional solenoids can be produced, for example, by 
laser-etching or microcontact printing. Microslot probes,104 in which a small 
slot is introduced into a conductor and a strong B1 field is produced in the 
slot by “current-crowding”, can be produced using planar ion-beam etching, 
as shown in Figure 3.41(e).

In addition to being able to study mass-limited samples, microcoils have 
many advantages, including the very wide excitation bandwidths associated 
with the very short RF pulses that can be applied, the ability to incorporate 
more than one coil into the RF probe for multi-sample investigations, as 
shown in Figure 3.41(f), and the direct coupling to chemical microsepara-
tions. There are a number of extensive reviews6,16,97,105–108 of the applications 
of MR microcoils in both spectroscopy and imaging.

3.9.3  �Probes for Solid-State NMR
Most solid-state NMR experiments are performed on large biomolecules, 
although there are a number of applications in areas such as solid-state 
catalysis and material characterization. The linewidths of solid samples 
are extremely wide (kHz to tens of kHz) compared to liquid samples, since 
line-broadening mechanisms are not averaged out by rapid molecular tum-
bling as they are in a liquid. The large linewidths mean that the excitation 
bandwidths of the RF pulses produced by solid-state probes much be much 
higher than for liquids, i.e. the RF pulses must be much shorter (∼1 µs), and 
the coils must be capable of handling high power (several kW). As discussed 
briefly in Chapter 1, magic angle spinning (MAS) probes spin the sample 
at 54.7° with respect to the main magnetic field,109,110 which averages out 
susceptibility broadening, chemical shift anisotropy and (to some degree)  
proton dipolar broadening. Residual dipolar coupling can be reduced by high 
powered proton decoupling during signal acquisition, and the combined 
effects of spinning and decoupling can produce X-nucleus (usually 13C or 15N) 
spectra with relatively narrow linewidths. In samples that are not spun, such 
as ordered membrane proteins, high powered proton decoupling is applied 
to reduce the effects of dipolar coupling. The major challenges in solid-state 
probe design are the very high powers that the capacitors must be able to 
handle, the problems associated with heating of conductive samples by the 
high power proton decoupling, and the very accurate machining tolerances 
necessary to spin at very high rates over a long period of time.

Figure 3.42(a)–(c) show a MAS probe for solid-state NMR. The rotors and 
stators in an MAS probe are typically made from partially stabilized zirconia, a 
high strength ceramic. The smaller the rotor diameter, the higher the possible 
rotation speed: typical numbers are 1.3 mm diameter/65 kHz, 2.5 mm/35 kHz, 
3.2 mm/23 kHz, 4 mm/8 kHz, and 7 mm/4 kHz. Extensive details on various 
aspects of probe and stator design and construction can be found in work by 
Doty et al.111 Pressurized air or nitrogen is supplied to the magic angle rotors, 
and data acquisition is synchronized to the spinning speed via optical track-
ing. Variable temperature experiments are often performed, with temperature 
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Figure 3.42  ��(a) A magic angle spinning solid-state NMR probe with the sample inserted into the hole indicated by the arrow. (b) Magic 
angle gradients (arrow) are often placed around the RF coil113 in an MAS probe. (c) A schematic of a cross-coil solid-state 
probe with inner segmented cross-coil and outer solenoid.25 (d) Schematic of a low E-field probe used for oriented mem-
branes. The outer segmented Alderman–Grant coil is used for high power decoupling and the inner solenoid for X-nucleus 
detection.26
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ranges for typical commercial probes between −120 °C and +160 °C (although 
much lower and higher temperatures can be used with specialized probes), 
controlled by the temperature of a gas stream. As mentioned earlier, the power 
ratings for variable capacitors are much higher than for liquid-state probes 
and, since these must also operate over a large temperature range, their design 
is more critical than in liquid-state probes, and this topic has also been exten-
sively covered by Doty.111 Gas-variable capacitors tend to be used much more 
than the air–dielectric devices used in MRI or liquid-state NMR.

In terms of the RF coils, the most common design is a triple-resonance 
configuration, which covers the 1H, 13C and 15N frequencies. For non-con-
ducting samples, a triple-tuned solenoid coil can be used. However, for con-
ducting samples, the heating induced by high power proton decoupling can 
be problematic, since as noted previously (Section 3.4.4) the conservative 
electric field produced by a solenoid is very high. Instead, a two-coil arrange-
ment is used in which the outer coil is designed as a solenoid, and operates 
at the 13C/15N frequencies, and the inner coil is designed to have a very low 
inductance and therefore very low conservative electric field. Most designs 
are based on a saddle or Alderman–Grant coil, with the so-called segmented 
cross-coil25,112 being used for MAS probes. In order to achieve high spectral 
resolution, copper wire can be substituted by a zero-susceptibility copper/
aluminium hybrid in which the copper forms the outer layer surrounding 
an inner core of aluminium.11,91 So-called “magic angle gradients” (MAGs) 
are incorporated into many solid-state probes.113,114 These comprise a set of 
three-axis gradients (e.g. one Maxwell pair and two orthogonal Golay coils) 
that are aligned at the magic angle. As with liquid-state probes, these gradi-
ents can be used to perform coherence selection, introduce diffusion weight-
ing/filtering, and reduce artifacts in multi-dimensional experiments.

Non-spinning NMR studies of mechanically-oriented samples typically use 
rectangular solenoids, as shown in Figure 3.42(d), in order to accommodate 
slides on which membrane proteins have been deposited. Typically an inner 
solenoid is used for the X-nucleus, and a very low inductance loop-gap reso-
nator used as the outer proton coil.26 The two B-fields are orthogonal and so 
excellent decoupling between the two coils can be achieved. A related probe 
design with two orthogonal LGRs has also been constructed for operation 
at proton and fluorine frequencies.115 A different design that also produces 
a low conservative electric field is termed a scroll coil, and can be consid-
ered as a multi-layer LGR.116 In this geometry, the conservative electric field 
is concentrated in the thin dielectric between the conductive turns. A review 
of different geometries of RF coils used for solid-state studies of membrane 
proteins has been published by Grant et al.66

3.9.4  �Cryoprobes
The main sources of noise in an NMR experiment are the coil, the pream-
plifier and the sample itself. Cooling the coil and the preamplifier reduces 
the noise from these components, thus increasing the SNR, until a limit is 
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reached in which the noise from the sample is dominant. The use of cooled 
RF coils, usually termed “cryoprobes”, has become widespread in high res-
olution NMR spectroscopy. The coils are constructed either from high tem-
perature superconductors (HTS) or conventional conductors, such as copper 
or aluminium, and cooled to temperatures between 15 K and 30 K.117–119

The first high resolution NMR probe incorporating coils patterned from 
thin-film yttrium-barium-copper-oxide (Yba2Cu3O7−δ or YBCO) was produced 
by Anderson et al. in 1995.120

In terms of the three noise sources, the SNR can be expressed as:121
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where Tcoil and Tsample are the respective actual physical temperatures, and 
TN,preamp is the noise temperature of the preamplifier (which is not the same 
as the actual physical temperature since it is an active device). In cryogenic 
probes the temperature of the coil is in the range of 15–30 K (making the resis-
tance of the coil much smaller than that of conventional room-temperature 
probes), and the preamplifier noise temperature is in the range of 10–15 K,  
corresponding to it being cooled to liquid nitrogen temperatures. Substan-
tial increases in SNR, compared to equivalently sized room temperature 
probes, of up to a factor-of-four for molecules dissolved in non-conducting 
organic solvents have been achieved.9,122–124 Currently, all of the major NMR 
vendors of high resolution probes have cryoprobe models at almost all mag-
netic field strengths: Figure 3.43 shows a typical setup including cryocooler 
and compressor.

The major challenge in cryoprobe design is clearly to establish an extremely 
high thermal gradient between the coil and the sample, the latter being at 
room temperature. The probe body is evacuated with high vacuum to pro-
vide the primary method of thermal isolation. A thin single-walled dielectric 
tube separates the sample space from the coil, which allows the coil to be 
placed in close proximity to the sample, ensuring a high filling factor. The 
RF coils are cooled via thermal conduction from a coldhead, as shown in 
Figure 3.44(a), and are not in direct physical contact with the cooling gas. 
The coldhead is usually made from copper and the coils are mounted onto a 
sapphire sheet, which is used since sapphire has a high thermal conductivity 
at cryogenic temperatures. The superconducting coils are soldered to small 
metal mounts, which are attached to the coldhead with machine screws to 
reduce the chance of the sapphire substrates cracking. The sample is placed 
inside the vacuum tube at the centre of the coil, and heated nitrogen gas is 
blown over the sample tube to counter radiant heat loss.

The superconducting coil is a self-resonant circuit consisting of an inductive 
loop and interdigitated capacitance, as shown in Figure 3.44(a) and (b), and is 
etched from an epitaxial film of yttrium-barium-copper compounds, between 
300 and 650 nm in thickness, deposited on a planar substrate of lanthanum 
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aluminate or sapphire. The properties of this very thin superconducting layer 
are effectively those of a single crystal, which avoids many of the loss mecha-
nisms that are present in the bulk material. Adjustment of the resonant fre-
quency is achieved by laser trimming of the capacitive fingers. Unloaded Q 
values of between 10 000 and 20 000 can be achieved. Fine-tuning of the probe 
for different samples uses a conductive “paddle” and impedance matching is 
implemented via a moveable coupling loop, as shown in Figure 3.44(a).

In addition to standard-sized (3/5 mm diameter) cryoprobes, cryogenic 
cooling can also be applied to microcoils to obtain the highest possible sen-
sitivity and lowest LODs. The first example of this concept was a 1 mm HTS 
probe with 1H, 13C, and 15N channels, in addition to the deuterium lock,125 
shown in Figure 3.44(c). The proton coil was placed closest to the sample 
for highest sensitivity, and consisted of a “racetrack” design with the elec-
tric field constrained between the fingers of the interdigitated capacitors to 
reduce the power deposited in the sample. The 15N, 13C and 2H coils were 
all designed as spiral inductors.125,126 The mass sensitivity of this probe was 

Figure 3.43  ��Schematic of the subsystems required for cryoprobe operation. Air or 
water cooling is used for operation of the helium compressors which 
pressurize room temperature helium gas. A Gifford–McMahon (GM) 
coldhead is used with two-stage cooling. A secondary flow loop is 
cooled via thermal contact to the interface surface of the GM cold-
head. This secondary loop circulates a small fraction of the gas from 
the compressor within a small capillary tubing and this gas is used to 
cool a coldhead on which the RF coils are mounted.
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measured to be more than four times greater than a 5 mm cryoprobe. A probe 
design optimized for 13C detection, in which the positions of the 13C and 1H 
coils were interchanged, has also been described by the same group.127

The principle of cryogenic cooling can also be applied to solid-state MAS 
probes, although the challenges are even greater than for high resolution 
liquids probes. For most solid samples the coil noise is dominant, and so 
even cooling only the RF circuitry used for impedance matching and multi-
ple-frequency operation can reduce the overall noise level.128 In the CryoMAS 
probe from Doty Scientific the vacuum insulated RF coils and specially-de-
signed capacitors are cooled to 23 K. The probe includes a triple resonance 
(1H/13C/15N) RF circuit and a 3 mm insulated ceramic spinner, and is operated 
with a commercial closed loop GM cryocooler. SNR gains up to a factor-of-
four over room-temperature probes have been reported with this setup.128

3.10  �RF Coils for Small Animal Imaging and MR 
Microscopy

Most small animal MRI is performed on mice and rats on systems operating 
between 4.7 and 17.2 tesla for horizontal magnets, and 9.4 and 21.1 tesla for 
vertical magnets. Coil design concepts for small animal MRI represent an 

Figure 3.44  ��(a) The arrangement of a single pair of HTS coils supported by a cold-
head and placed around an inner dielectric cylinder, into which the 
sample tube is loaded. The loops on the outside are for inductive 
impedance matching. (b) A racetrack design with interdigitated capac-
itance, typically used for the proton channel. (c) Four nested coils 
used in the first cryo-microprobe, with sensitivity optimized for pro-
ton detection.125 Reproduced from ref. 125, W. W. Brey, A. S. Edison, 
R. E. Nast, J. R. Rocca, S. Saha and R. S. Withers, Design, construc-
tion, and validation of a 1 mm triple-resonance high-temperature- 
superconducting probe for NMR, J. Magn. Reson., 2006, 179, 290–293. 
Copyright (2006) with permission from Elsevier.125
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overlap between the design criteria for high resolution NMR and those for 
clinical MRI. For example, the use of cryogenic resonators developed for high 
resolution NMR is now being actively implemented into small animal MRI 
coils, and it is a similar story for arrays of multiple receivers developed for 
human MRI. Very high resolution imaging on small samples, often referred 
to as MR microscopy, uses coils which are very similar to the microcoils 
described earlier for high resolution NMR spectroscopy.

3.10.1  �Small Animal Imaging Coils
Whereas coil losses usually dominate for most high resolution NMR samples 
(considering room temperature probes), and sample losses dominate for 
most clinical MRI studies, the losses for small animal MRI lie somewhere in 
between, with significant contributions from both sources.15 Specific design 
constraints for RF coils for small animal MRI include:15

  
	 (i)	�T here is usually a very limited amount of space within small, high 

powered gradients, meaning that RF shields often have to be placed 
very close to the transmit coil.

	 (ii)	� Capacitor values are much smaller than for clinical coils, meaning 
that stray capacitance becomes much more of an issue.

	 (iii)	�T here are a wide variety of loading conditions: even when imaging 
mice, differences in the size and age of the animals impose very differ-
ent sample loads, and the relatively small capacitors used in the coils 
mean that the frequency range over which the coil can be impedance 
matched is limited if the coil is to be kept electrically balanced.

	 (iv)	� It is often necessary to implement a remote tune-and-match scheme in 
which the impedance matching circuit is physically remote from the RF 
coil, and if this is not implemented correctly it can lead to high losses.

  
The majority of volume resonators for animal MRI are based on the 

birdcage design. As outlined above, the challenges lie in the much smaller 
capacitor values necessary to resonate the coils, particularly for very high 
magnetic fields, and the proximity of the RF shield to the coil itself, which 
reduces the strength of the magnetic field owing to mirror currents being 
induced in the shield. Variations on the basic birdcage design include:  
(i) using two struts in parallel rather than a single strut,129 which has been 
shown to increase the usable [frequency × diameter] product and also to 
increase the coil quality factor, (ii) the millipede coil,44 which consists of a 
very large number of intercalated struts, which produces a coil with high 
B1 homogeneity, but a limited range of loads over which the coil can be 
matched, and (iii) the Litzcage,130 shown in Figure 3.45(a) and (b), which 
has been demonstrated to have certain advantages over the birdcage design 
in terms of improved B1 homogeneity and the range of loads over which the 
coil can be matched.
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As mentioned above, space requirements and the need for tuning the RF 
coil to each and every load mean that the variable impedance matching capac-
itors may have to be placed remotely from the coil, connected by a transmis-
sion line.131,132 This case has been analyzed by a number of authors, who have 
shown that it is critical to have the coil tuned within 1–2% of the operating 
frequency, in which case there is negligible loss in connecting variable capac-
itors via a half-wavelength cable. However, if the resonant frequency of the 
loaded coil is significantly shifted from the operating frequency, then a large 
amount of energy can be lost in standing waves in the transmission line, and 
the transmit and receive sensitivities will be greatly reduced. Kodibakgar and 
Conradi have shown that overcoupling of the line to the tuned circuit is key 
to obtaining a large tuning bandwidth.132

Over the past few years, multiple receive channels have become standard on 
animal imaging systems, and a number of phased array receive coils have been 
designed: examples are shown in Figure 3.45(c) and (d). Electrical isolation of 
individual components of the array follows standard techniques described ear-
lier in this chapter, but isolation is typically more challenging than for human 
applications owing to the much smaller physical sizes of the coils.

Figure 3.45  ��(a) Schematic of the conductor layout for a high-pass Litzcage volume 
resonator for small animal imaging.130 A single strut of an equivalent 
birdcage is split into two conductors, which have a crossover in the 
centre of the struts. (b) An assembled Litzcage resonator. (c) A four ele-
ment phased array used in a vertical bore magnet for imaging mice.164 
(d) A commercial four element receive array for imaging mice in a hor-
izontal bore magnet.
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Since small animal imaging lies in the domain in which both sample and 
coil losses are significant it makes sense to incorporate cryogenic technol-
ogy where possible.133–139 Figure 3.46 shows the crossover between coil-dom-
inated and sample-dominated noise at room temperature for a single loop 
coil as a function of coil radius, temperature and operating frequency. This 
“crossover point” corresponds to a loop with a 2.5 cm radius at 100 MHz and 
to a loop with a radius of 0.9 cm at 800 MHz. For a copper coil cooled to 30 K 
or an HTS coil the respective radii are 1.2 and 0.45 cm. The design and fab-
rication of HTS coils for small animal MRI is very similar to that described 
earlier for high resolution NMR probes, with self-resonant structures being 
formed and then fine-tuned using mutual coupling to external coils. The 
preamplifier is cooled to liquid nitrogen temperature, and is placed directly 
outside the magnet. Increases in SNR over conventional room temperature 
probes of close to a factor-of-three have been reported for in vivo studies,140 
and cryogenic phased-array coils are increasingly becoming available from 
commercial vendors.

3.10.2  �RF coils for MR Microscopy and Combined MR/Optical 
Histology

MR microscopy has traditionally been somewhat loosely defined as corre-
sponding to an imaging regime in which the spatial resolution in one or more 
dimensions is less than 100 µm, although in practice the resolution is usu-
ally far superior to this. Early work by Aguayo141 and Jacobs142 using solenoi-
dal coils established the utility of MR microscopy in biological systems. In 
addition to a small and efficient RF coil, very strong gradients are used in MR 

Figure 3.46  ��Plots of the lines corresponding to equal contributions from coil and 
sample losses for a single loop coil at three different coil tempera-
tures, as a function of coil radius and operating frequency.139
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microscopy since the fundamental limit to spatial resolution in MR micros-
copy is the molecular diffusion coefficient of water in the particular sample 
being imaged.143–145 Although strong gradients can be used to minimize the 
full-width-half-maximum (FWHM) of the blurring function caused by diffu-
sion, there are practical limits to the maximum gradient strength that can be 
achieved. Using microcoils, a number of researchers have reported very high 
spatial resolutions in the single digit micrometers.145–147

Many MR microscopy experiments have been performed using solenoids 
with sub-millimetre diameters, very similar to those described in the section 
on microcoils for high resolution NMR. These types of coil are very suitable for 
imaging single cells or neurons:7,8 however, sample positioning is extremely 
challenging for many other types of biological samples. Therefore, most  
current MR microscopy is performed using planar microfabricated surface 
microcoils,148 examples of which are shown in Figure 3.47(a) and (b). Using 
these surface microcoils cellular-level morphological and diffusion-weighted 
images have been obtained from a number of different samples, including 
mammalian nervous tissue and drosophila brain,149–151 as shown in Figure 
3.47(c). Arrays of overlapping planar microcoils have also been produced using 
microfabrication techniques: an example of a seven-coil array is shown in Fig-
ure 3.47(d) with images acquired using this array shown in Figure 3.47(e).

In many MR microscopy experiments, fluorescence and histological images 
are also obtained from the same sample in order to obtain information com-
plementary to the MRI data. Post-processing of such types of multi-modal 
data is very challenging: in particular, the task of precise co-registration of 
the data from histological sections and MRI. This is primarily owing to the 
deformations and shrinkage that occur when the sample is processed for 
histology. It is also very difficult to cut histological sections in exactly the 
same orientation as the acquired MRI data. Finally, the very different spa-
tial resolution of MRI and histological sections makes direct registration a  
cumbersome task. In order to alleviate these difficulties and possible regis-
tration errors, a number of groups have developed RF coils that can obtain 
MR images from the same histological slice that is used for subsequent stain-
ing. The first such setups used a small self-resonant microcoil placed around 
the sample, and inductively coupled this coil to the much larger volume reso-
nator that is standardly provided with microimaging systems. The approach 
of using inductively coupled self-resonant coils for MR microscopy was first 
shown by Banson,152 with the approach extended by Glover et al.153 to show 
co-registered optical and MR images of epidermal cells of Allium cepa. In a 
study of ex vivo tissue from Alzheimer’s patients performed at 9.4 tesla, Nab-
uurs et al. placed the self-resonant coil shown in Figure 3.48(a) and (b) on 
the back of a standard microscope slide so it completely covered a 60 µm 
thick tissue sample.154,155 Using these easily-produced and replaceable coils, 
high resolution images of histological samples, as shown in Figure 3.48(c), 
were acquired with a ∼15 fold reduction in data acquisition time compared 
to using a commercial resonator: a histological image from the same sample, 
stained for iron, is shown in Figure 3.48(d).
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Figure 3.47  ��(a) Photograph of a spiral inductor planar microcoil and zoomed-in view of the copper conductor paths (Bruker Instruments). 
(b) One slice from a drosophila brain placed on top of the planar microcoil.151 (c) One slice from a diffusion-weighted image 
of a drosophila brain acquired at 10 × 10 × 10 µm3 spatial resolution.151 (d) Photograph of a seven-element planar microcoil 
array.188 (e) Images of oocytes acquired using the seven-element phased array.188 Reproduced from ref. 188 with permission 
from the Royal Society of Chemistry.
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Figure 3.48  ��(a) A self-resonant microcoil is placed on the back of a standard microscope slide, and (b) the assembly is placed inside a 
birdcage volume resonator.155 (c) A T *2-weighted image and (d) corresponding iron-stained histological slide of a slice from 
a human brain with Alzheimer pathology. (e) A specialized RF coil constructed as a loop-gap resonator from copper foil and 
a Teflon spacer (blue).157 (f and g) MR images acquired with the loop-gap resonator and correlative histology acquired from 
a single 60 µm thick sample.157
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Specialized resonators have also been constructed to image histological 
slides. Meadowcroft et al.156,157 have designed and built such a setup for hor-
izontal-bore 3 tesla and 7 tesla scanners. The basic design, shown in Figure 
3.49(e), is based upon a loop-gap resonator, covered earlier in this chapter. 
A Teflon spacer is placed close to the feed-point of the coil, and the volume 
into which the microscope slide is placed has a very homogeneous B+

1 field. 
Images obtained from rat brain samples are shown in Figure 3.48(f) and (g).

3.11  �RF Coils for Clinical Imaging Systems
The static magnetic field strengths most commonly used for clinical whole 
body MRI systems are 1.5 tesla and 3 tesla. In the past decade so-called 
“ultra-high field” whole-body human scanners have become commercially 
available at 7 tesla and 9.4 tesla, with several clinical studies being performed 
at 7 tesla. In general, the design of RF coils for human studies becomes more 
complicated the higher the field strength, and in this section the transition 
between single-channel (1.5 tesla), dual-channel (3 tesla) and multi-channel 
(>3 tesla) transmit coils is outlined.

3.11.1  �Single-Channel and Dual-Channel Transmit Coils for 
Clinical Systems

On 1.5 tesla and 3 tesla systems a birdcage “body coil” is used to transmit a 
homogeneous B+

1 field. However, the presence of the patient inside the RF coil 
disturbs the uniformity of the B+

1 field, with the perturbation being greater on 
a 3 tesla system. The major factor causing this B+

1 inhomogeneity within the 
patient is the high relative permittivity (εr) of the body. The RF wavelength in 
tissue is inversely proportional to the square root of εr and if the dimensions 
of the body are a substantial fraction of the RF wavelength in tissue, the RF 
energy propagating through the body from the birdcage coil undergoes con-
structive and destructive interferences. The second factor that can cause B+

1 
inhomogeneity is the spatially dependent conductivity of different tissues, 

Figure 3.49  ��Plots of relative permittivity, RF wavelength, and conductivity for mus-
cle tissue at different magnetic field strengths.
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with a higher conductivity reducing RF penetration through tissue. Figure 3.49  
shows the relative permittivity, RF wavelength, and conductivity of muscle as 
a function of field strength.

As shown in Figure 3.49, at 1.5 tesla the RF wavelength in muscle is ∼40 
cm, which means that wavelength effects are relatively minor. A standard 
birdcage coil can be used as the transmit coil, driven in quadrature mode, as 
shown in Figure 3.50(a), to produce a circularly polarized EM wave. At 3 tesla 
the wavelength is ∼25 cm, and as a result abdominal images in particular 
show areas of lower and higher transmit field, and therefore lower and higher 
SNR. The presence of such “dielectric artifacts” at 3 tesla has resulted in the 
recent introduction of dual-channel transmit systems, in which the birdcage 
body coil is effectively split into two independent channels, each of which can 
be driven with an independently-controlled magnitude and phase, as shown 
in Figure 3.50(b). The additional degrees-of-freedom of the dual-channel 
system can produce significant increases in RF transmit homogeneity. The 

Figure 3.50  ��(a) Schematic of a single-channel transmit birdcage body coil operat-
ing in quadrature mode. There is a fixed phase angle of 90° between 
the two ports, and the amplitudes of the signal fed into each of the two 
ports are the same. (b) Corresponding schematic of a dual-channel 
transmit body coil. Using two separate transmitters, the amplitudes 
and phases of the two channels can be set independently, giving addi-
tional degrees of freedom. (c and d) Example of image improvement 
from a patient with ascites using a dual-channel transmit system.189 A 
T2-weighted turbo spin echo sequence was run with spatial resolution 
of 1.2 × 1.4 × 7 mm within a single breath-hold of 14 seconds. (c) Sin-
gle-channel transmit and (d) dual-channel transmit.
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process of optimizing image quality by adjusting the amplitudes and phases 
of the two channels is referred to as “B1-shimming”. A short additional cal-
ibration scan (typically lasting less than a minute) is added to the start of 
the clinical protocol to map the B+

1 field within the patient, and based upon 
this scan the optimum relative phases and magnitudes feeding the two ports 
of the dual-channel transmit coil are calculated. Figure 3.50(c) shows one 
clinical example in which areas of low image intensity occur within the liver 
owing to the low transmit efficiency from a single-channel system, whereas 
the image in Figure 3.50(d) show significantly higher signal intensity when 
the amplitudes and phases of the two channels are optimized on a dual- 
channel system.

3.11.2  �Receive Arrays for Clinical Systems
Almost all clinical systems use receive arrays consisting of multiple loops, as 
covered previously in this chapter. Each loop contains circuitry for detuning 
during the transmission of RF pulses by the body coil, and is also decoupled 
from each other element in the array. These arrays can form an overall cylindri-
cal shape, for example for brain imaging as shown in Figure 3.51(a), or can be 
shaped into a semi-flexible “shell” which can be placed on top of the area of the 
body to be imaged, for example for cardiac or abdominal imaging, as shown in 

Figure 3.51  ��(a) A 32 element receive loop array for imaging the brain. (b) A twelve 
element receive array for imaging the body. (c) A schematic of each 
element of a receive array.
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Figure 3.51(b). Many commercial systems also have rigid arrays that are built 
into the patient table. Individual elements of the array can be activated or deac-
tivated via the scanner software depending upon the particular organ being 
scanned. Figure 3.51(c) shows a schematic of each element of the array, with 
capacitive segmentation, a PIN-diode based detuning circuit, a cable trap to 
reduce the common mode current, and preamplifier decoupling.

3.12  �RF Coils for Very High Field Human Imaging
Over the past decade there has been a rapid increase in the number of very 
high field (7 tesla and above) human scanners installed worldwide. The major 
challenges associated with these systems are the intrinsically lower B+

1 homo-
geneity compared to 3 tesla or 1.5 tesla systems owing to wavelength effects, 
as described previously, and the higher power deposited in the patient. In 
addition, if one attempts to make a body coil for such a high field system 
using a conventional quadrature birdcage or TEM design, the EM energy 
couples very efficiently to waveguide modes in the magnet bore and a signif-
icant amount of energy is transported away from the body. These effects are 
shown in Figure 3.52, which represents the first in vivo body imaging study 
performed on a 7 tesla system.158

Figure 3.52  ��(a and b) Finite difference time domain simulations of the B+
1 field 

generated by a TEM body coil in vivo at 7 tesla in (a) central transverse 
view and (b) central sagittal view. A significant amount of the mag-
netic field couples to waveguide modes within the magnet bore and 
“leaks” into the head and lower abdomen. (c and d) Abdominal images 
acquired at 7 tesla using a body coil in transmit and receive mode: data 
were acquired using a low-tip angle gradient echo sequence. Reprinted 
from ref. 158 with permission of John Wiley & Sons, Inc. © 2008 Wiley-
Liss, Inc.158
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3.12.1  �Multi-Channel Transmit Arrays for High Field Imaging
Section 3.11.1 showed that one way of dealing with the intrinsic B+

1 inhomo-
geneities in a human subject at 3 tesla is to introduce two RF channels that 
can drive the transmit coil with independent phases and amplitudes. From 
Figure 3.52 it is clear that at 7 tesla or 9.4 tesla these inhomogeneities are much 
increased, and so a transmit array with additional (>2) elements is required 
for body imaging, and may also be useful for neuroimaging. State-of-the-art 
systems at 7 tesla and above currently have the capability of driving 8, 16 or 32 
element transmit arrays.159 The basic architecture of such a system is shown 
in Figure 3.53. Based either on measurements or simulations, the signal input 
(phase and magnitude) to each element of the RF coil can be optimized to max-
imize the uniformity of the transmit field within the patient, minimize local 
and global tissue heating, or a combination of the two.160

A number of different types of designs have been used to form a transmit 
array: a few of these are illustrated in Figure 3.54. Historically, the first wide-
ly-adopted design was a microstrip resonator, shown in Figure 3.54(a), which 
comprises a narrow conductor strip placed on top of a dielectric material, 
such as Teflon, with a wide ground plane on the other side of the dielec-
tric.161 The multiple stripline elements in a transmit array can be decoupled 
either by using specific dimensions162,163 or via capacitive decoupling.164,165 
Microstrip-based arrays with up to 32 elements have been designed for imag-
ing the body at 7 tesla and 9.4 tesla. Figure 3.54(b) shows a variation on this 
design, which is a centre-fed microstrip resonator.158,166 Another commonly 
used element is a dipole, and Figure 3.54(c) shows a basic dipole that has 
been “fractionated” by inductive segmentation. Loop coils can also be used 
as transmit array elements: for human imaging at 7 tesla and above the size 
of the loops should be ∼8–10 cm. A two-row rotated array is shown in Fig-
ure 3.54(d).80,167–169 All of these types of arrays can be used in both transmit 
and receive mode, or alternatively a separate receive array can be integrated 
with the transmit array, with the usual requirements of element detuning 
and decoupling.

Figure 3.55 gives one example of the improvement in image uniformity 
and quality that can be achieved using a transmit array.170 In this case a six-
teen element microstrip transmit array was used in transmit and receive 
mode in a study to assess the feasibility of renal angiography at 7 tesla. In 
this particular case the phase of the individual channels was optimized by 
using a fast pre-scan to map the B+

1 fields from each of the individual ele-
ments of the array: subsequently equal magnitudes but optimized phases 
were applied to each channel.

3.13  �Dielectric Resonators
All of the coil designs considered so far have been constructed from metallic 
conductors, with lumped elements or distributed capacitance being used to 
resonate the structure at the desired frequency. An alternative approach to 
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Figure 3.53  ��Schematic of the hardware platform required to implement an N-element transmit/receive array with variable magnitude 
and phase of the input signal to each element of the array. Each array element may be a microstrip, dipole or loop element, 
or a combination of different types of element.
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Figure 3.54  ��Four different coil designs that have been used in transmit arrays:  
(a) microstrip, (b) centre-fed microstrip, (c) fractionated dipole, and 
(d) multi-row loop.

Figure 3.55  ��Illustration of the benefits of B1-shimming at 7 tesla using a 16-chan-
nel transceiver array. Coronal anatomic images from a volunteer using 
(a) default transmit phase settings and (b) a local B1 phase shim, which 
optimized the B+

1 over both kidneys.170 Reprinted from ref. 170 by per-
mission of John Wiley & Sons, Inc. © 2012 Wiley Periodicals, Inc.170
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coil design, which becomes practical at high frequencies, is to use a so-called 
dielectric resonator (DR). This is a solid structure, typically cylindrical or 
rectangular in shape, which is formed from a very high permittivity material: 
an example is shown in Figure 3.56(a). There are several different resonant 
modes of these structures: the particular mode structure and associated res-
onant frequency depends on the relative permittivity of the material as well 
as the size and shape of the resonator. These resonant modes of a DR refer 
to time-invariant electric- and magnetic-field patterns that are formed within 
the resonator. For example, cylindrical DRs can have transverse electric (TE), 
transverse magnetic (TM), and hybrid electromagnetic (HEM) modes. Dif-
ferent modes are denoted by numerical subscripts, e.g., TE01 and HEM11: the 
two subscripts denote the number of half-wavelength field variations in the 
azimuthal and radial directions, respectively.

Figure 3.56(b)–(d) shows the distribution of magnetic fields for the most 
useful modes, TE01 and HEM11, of a cylindrical DR for MR experiments. 
The magnetic field in the TE mode is linearly polarized with the main axis 
coincident with that of the DR. In contrast, the HEM mode supports a cir-
cularly polarized magnetic field, with the main axis perpendicular to that of 
the cylinder. Although the exact frequency for a given resonant mode can 
only be calculated by rather complicated numerical procedures, empirical 
expressions have been derived for the TE01 and HEM11 modes171 for a simple 
cylinder:
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where c is the speed of light, a is the radius and h the height of the cylinder 

in centimetres, and fr has units of MHz.

Figure 3.56  ��(a) Photograph of a cylinder formed of high permittivity ceramic 
material, barium strontium titanate. (b) Magnetic field distribution 
corresponding to the TE01 mode. (c and d) The two orthogonal fre-
quency-degenerate HEM11 modes of a cylindrical resonator.
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As can be appreciated from Figure 3.56(b)–(d), the magnetic field for the 
TE01 and HEM11 modes is strongest in the centre of these solid cylinders, and 
so in order to use these in place of metal-based coils such as the birdcage 
resonator, a hole must be introduced into the DR, turning it into an annular 
structure, as described in the following sections.

3.13.1  �HEM11 Mode Resonators
Figure 3.57 shows details of an annular DR consisting of distilled water  
(εr = 78), which was designed to operate in degenerate quadrature HEM11 
modes for human imaging at 298.1 MHz (7 tesla). Since the hole is filled 
with tissue, in this case the knee, which has a lower permittivity (εr ∼60) than 
water, the height and diameter of the DR are slightly larger than those values 
calculated from eqn (3.50). EM simulations are very useful for designing the 
exact dimensions of such a resonator. In this case, the outer diameter was  
255 mm, the inner diameter 154 mm, and height 89 mm. In vivo images 
acquired at 7 tesla using a gradient echo sequence are shown in Figure 3.57(c).

Smaller water-based DRs have also been designed for the wrist.172 HEM 
resonators have also been designed using much higher permittivity materi-
als which reduces the dimensions of the resonator.173 Methods for PIN-diode 
based detuning of DRs have also been introduced in the literature.172

3.13.2  �TE01 Mode Resonators
The TE01 mode of a DR can also be used for MRI: in this case the resonator 
must be aligned with its principal axis perpendicular to B0. Barium stron-
tium titanate (εr = 323) has been used to produce DRs for microimaging on a 
vertical bore system at 14.1 T (600 MHz)174,175 and calcium titanate (εr = 156) 
has also been used to construct resonators for microimaging at magnetic 
fields up to 21.1 tesla (900 MHz). In each of these cases a small hole is bored 
in the centre of the high permittivity material, into which the specimen can 
be placed. Since the electric field is zero at the centre of the resonator, intro-
ducing a small hole has very little effect on the current distributions in the 
DR and therefore the B+

1 distribution is virtually identical to that of a solid 
resonator.

Transmit arrays for high field human imaging can also be produced using 
ceramic resonators working in the TE01δ mode.176 Figure 3.58 shows an eight 
element array consisting of ceramic elements (єr = 170) designed to operate 
in transmit/receive mode for cardiac imaging at 7 tesla.

3.14  �Antennae for Travelling Wave MRI
As shown in Figure 3.52, the RF energy can travel down the bore of the 
magnet in a very high field whole body MRI system by coupling to wave-
guide modes, meaning that energy can be distributed far away from 
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Figure 3.57  ��(a) Electromagnetic simulations of the B+
1 fields corresponding to the two frequency-degenerate HEM11 modes of a water 

annulus (blue) filled with tissue (green). (b) Photograph of the annular DR with two critically coupled tuned loops for a 50 Ω 
impedance match. (c) In vivo images of a volunteer’s knee acquired with the DR at 7 tesla.
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the physical location of the coil. This phenomenon forms the basis of 
a method for large field-of-view imaging177 using a remote RF antenna 
specifically designed to produce such a “travelling” wave that propagates 
through the magnet bore. The cut-off frequencies for the two lowest wave-
guide modes, the TE11 and TM01 modes, of the empty cylindrical magnet 
bore are given by:
  

	 11 01cutoff,TE cutoff,TM
1.8412 2.408

,
2 2

f c f c
πr πr

  	 (3.51)

  
where r refers to the diameter of the RF shield inside the magnet bore. 
Although different manufacturers have slightly different configurations of 
the RF shield and gradients bore, a typical diameter of the RF shield in a 
whole-body magnet is ∼58 cm, which corresponds to a cutoff frequency of 
the TE11 mode of 301 MHz, and that of the TM01 mode of 396 MHz. When 
a human subject is placed in the magnet, the cut-off frequencies decrease 
owing to the increase in the effective permittivity within the bore.

In order to excite the TE11 mode, a quadrature patch antenna can be used, 
with the design shown in Figure 3.59(a).177–179 The antenna is typically placed 
at the entrance of the magnet bore, as shown in Figure 3.59(b). The size of 
the patch antenna can be determined according to design equations found 
in many electromagnetic textbooks. The resonant frequency of the relevant 
TM110 mode of the patch antenna is given by:
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where εr is the relative permittivity of the dielectric (usually plastic) between 
the patch and the ground plane, and aeff is the effective radius of the circular 
patch, given by:
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Figure 3.58  ��(a) Positioning of eight cylindrical DRs around the body for cardiac 
imaging at 7 tesla. (b) Photograph of an eight-element transmit/
receive array constructed from high permittivity discs. (c) In vivo car-
diac images acquired from a healthy volunteer with the DR array.
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Figure 3.59  ��(a) Photograph of a quadrature patch antenna used for traveling wave excitation at 7 tesla. (b) Positioning of the patch 
antenna at the entrance of the magnet bore. (c) Multi-station low tip angle gradient echo images acquired at 7 tesla with 
the patch antenna in transmit/receive mode.179 (d) A three-channel assembly consisting of quadrature patch antenna plus 
monopole used at 9.4 tesla. (e) Low tip angle gradient echo images acquired using the three-channel antenna and the TIAMO 
technique. Reprinted from ref. 185 by permission of John Wiley & Sons, Inc. © 2015 Wiley Periodicals, Inc.185
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in which h is the thickness of the dielectric between the patch and the ground 
plane. For a given geometry there is a specific location at which the coaxial 
cable is connected, which corresponds to an input impedance of 50 Ω. This 
point can be derived from equations relating the input impedance to the 
radial distance (ρ′ = ρ0) from the centre of the patch:
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where G is the total conductance owing to radiation, conduction and 

dielectric losses, and Jm(x) represents a Bessel function of order m. By 
attaching two cables at 90° to one another, the patch antenna can be driven 
in quadrature.

As the travelling wave generated by the patch antenna interacts with 
the different tissue permittivities and conductivities in the body, the pure 
TE mode structure of the traveling wave is altered and the energy is atten-
uated by the conducting tissue. As with conventional coils, this leads to a 
low image intensity in the centre of the body. A whole body image, shown in  
Figure 3.59(c), acquired using a patch antenna as both transmitter and 
receiver, illustrates this effect.179

There are many challenges with the basic travelling wave approach, which 
typically has a poor sensitivity compared to local coil excitation,179 as one 
might expect. One problem is that abrupt changes in wave impedance 
between empty regions of the magnet bore and the body cause large amounts 
of energy to be reflected. For example, the shoulders cause strong reflections, 
which result in a longitudinal standing wave in the head. The impedance 
mismatch at the shoulders can be mitigated by putting material with a rel-
ative permittivity of ∼40, similar to that of tissue, on top of the shoulders. 
This moves the region of mismatch away from the head and improves the B1 
homogeneity within the brain. Several other approaches have been developed 
to increase the sensitivity of the technique, including decreasing the cut-off 
frequency of the magnet bore by increasing the effective permittivity using a 
dielectric liner,180 the addition of an extra waveguide at the end of the mag-
net,181 and using multiple patch antennas as a transmit array.182 A method to 
limit the absorption of energy in parts of the body that are not being imaged 
is to use a coaxial waveguide section placed between the antenna and the 
region of interest.183

At 400 MHz (9.4 tesla) the lowest TM mode, TM01, can also be excited using 
a monopole antenna,184,185 as illustrated in Figure 3.59(d). The patch antenna 
and monopole can effectively be used as a three channel transmit array. 
Using an imaging sequence known as TIAMO (time-interleaved acquisition 
of modes)186 Hoffmann et al. were able to acquire relatively homogeneous 
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images of the human brain using a combination of the three modes, as 
shown in Figure 3.59(e).

Appendix A
Coil Workbench Measurements Using a Network Analyzer
The network analyzer is the most common piece of equipment used for char-
acterizing RF coils: simple examples are for frequency tuning and impedance 
matching, and for decoupling adjacent coils in an array. There are a number 
of ports (2–8 typically) that can be used for measurements, where one coil 
can be connected to each port. In this section, a simple two-port network 
analyzer, shown in Figure 3.60, is considered since it is the most commonly 
used device owing mainly to economic reasons. The network analyzer essen-
tially measures transmitted and reflected voltages and powers as a function 
of frequency for each of the two ports. The coil is connected to the network 
analyzer with a coaxial cable with characteristic impedance Z0 (almost always 
50 Ω) and the input impedance of the measurement port of the network ana-
lyzer is also Z0. Common measurements include:

Reflection coefficient (Γ):
  

	 coil 0

coil 0

Z Z
Z Z
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Return loss (RL):
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Figure 3.60  ��(a) Photograph of a two port network analyzer. (b) Pick-up loops used 
to measure the characteristics of different coils. (c) Coaxial cable to 
connect the network analyzer and RF coil: the use of external ferrites 
eliminates common mode currents on the outside of the cable shield.
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Voltage standing wave ratio (VSWR):
  

	

RL
20

RL
20

1 10 1
VSWR

11 10





 
 




Γ
Γ

	 (3.57)
  

If a single coil is connected to port 1 then a one-port measurement can be 
made to see how closely the coil is tuned and impedance matched to 50 Ω at 
the required frequency. If the impedance of the coil is very close to 50 Ω, for 
example 51 Ω, then the respective values are: Γ = 0.0099, RL = −40 dB, and 
VSWR = 1.02 : 1. In contrast, if the impedance matching is poor, for example 
the input impedance of the coil is 3 Ω, then the numbers become: Γ = −0.89, 
RL = −1 dB, and VSWR = 16.7 : 1.

The most commonly reported measurements made with a network ana-
lyzer are called S-parameters. These are covered in great detail in many 
electrical engineering textbooks, and so only a very brief description is 
given here. There are four basic measurements that can be made on a 
2-port network analyzer, namely S11, S22, S12 and S21, defined respectively on 
a log scale as:
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If only a single coil is being tested, as shown in Figure 3.61(a), then the 

S11 effectively measures how well the coil is impedance matched to 50 Ω: in 
general a value of lower than −20 dB is considered acceptable. A second coil 
can be attached to port 2 and the S22 measures how well this is impedance 
matched in exactly the same way. If the two coils are to form an array, then 
the S12 or S21 measures the degree of coupling between them, as shown in 
Figure 3.61(b). Again, a value below −20 dB indicates that there is very low 
coupling between the coils. If the properties of the coil, rather than the 
coil plus matching network, are to be measured then the arrangement in 
Figure 3.61(c) can be used, using two shielded pick-up loops, as shown in 
Figure 3.60.
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Figure 3.61  ��Schematics of simple measurements using a 2-port network analyzer. (a) S11 measurement on a single coil, (b) S12 or S21 
measurement to assess the degree of coupling between two coils. (c) S12 measurement using two untuned pick-up loops to 
characterize the coil without the matching network.
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4.1  �Introduction
Spatial homogeneity of the main magnetic field B0 is essential for the major-
ity of MR applications. In high resolution NMR, spectral linewidths of small 
molecules in solution are less than 1 Hz, representing a magnetic field homo-
geneity within the sample of ∼1 part-per-billion (ppb). Wider linewidths 
result in overlapping resonances and a lower SNR. In MRI, the presence 
of magnetic field inhomogeneity can lead to image distortion and signal 
loss, whereas spatial magnetic field variations in localized MR spectroscopy 
(MRS) lead to loss of sensitivity and spectral resolution. Besides manufactur-
ing imperfections, such as minute variations in magnet coil windings, and 
environmental effects, such as the presence of large (metallic) objects (struc-
tural beams, laboratory equipment, gradient coils) close to the magnet, the 
majority of magnetic field imperfections are sample-induced. Variations in 
magnetic susceptibility between materials or tissue types lead to a distur-
bance of the surrounding and internal magnetic fields. In the human head, 
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for example, the largest differences in magnetic susceptibility occur between 
brain tissue and air in the nasal and auditory passages leading to strong mag-
netic field distortions in the frontal cortex and temporal lobes, respectively.

For more than 50 years, the standard approach to minimize magnetic field 
variations has been to superimpose secondary magnetic fields with a spatial 
variation governed by spherical harmonic (SH) functions (Chapter 1, Appen-
dix B) in a process referred to as ‘shimming’.1–4 The term ‘shimming’ origi-
nates from the small pieces (‘shims’) of magnetic material that were used in 
the early days of NMR in order to improve the homogeneity of the magnetic 
field produced by pole magnets. Even though on modern day magnets the sub-
ject-specific magnetic field homogeneity is adjusted primarily using electro-
magnetic coils, the term ‘shimming’ remains. SH-based shimming has been 
the standard for so many decades because it performs admirably as a method 
of optimizing the magnetic field homogeneity across a ‘bare’ magnet devoid of 
a sample, or a vertical-bore magnet with a sample of uniform composition and 
geometry (e.g. a 5 mm NMR tube). However, the complex magnetic field distri-
bution encountered throughout the human body challenges the capabilities 
of SH-based shimming. In addition, the limited availability of higher-order SH 
shim coils on most in vivo MR systems leads to compromised magnetic field 
homogeneity in many parts of the human body. As a result, the last decade has 
seen a resurgence in the development of shimming approaches more tailored 
towards in vivo systems and that are not necessarily based on SH functions.

This chapter will give an overview of shimming-related concepts and tech-
nology. Following a description of the origins of magnetic field inhomo-
geneity, the theory and practical implementation of SH shimming will be 
presented. Magnetic field mapping will be discussed as a crucial ingredient 
for optimal shimming. The flexibility of SH shimming can be substantially 
enhanced by sequentially employing optimal shim settings for different vol-
umes, such as adjacent slices in multi-slice MRI, in a technique referred to as 
dynamic SH shimming. The theory and practical considerations of dynamic 
SH shimming are discussed in detail. The limitations of SH-based shimming 
have led to the development of a number of shimming approaches more tai-
lored towards homogenizing the magnetic field across the human brain. Fol-
lowing an overview of these methods, the most successful techniques based 
on extended grids of uniform current loops will be discussed in more detail. 
The focus will be on the practical aspects of subject-specific in vivo shim-
ming, with an emphasis on human brain applications.

4.2  �The Origins of Magnetic Field Inhomogeneity
The homogeneity of the static B0 magnetic field is, in addition to its strength, 
the most important parameter characterizing an MR magnet. It can be 
shown that a magnet designed as an infinitely long solenoid will produce 
a perfectly homogeneous magnetic field. Short truncated solenoidal coils 
with correction coils at either end, or optimized coil configurations or wire 
patterns, are the practical implementation of this theoretical solution, as 
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described in Chapter 2. Figure 4.1A/B shows the magnetic field generated 
by a commonly employed 6-ring magnet. The magnetic field homogeneity 
is optimized over a diameter-of-spherical-volume (DSV), which is typically 
of the order of 40–50% of the magnet bore diameter. From Figure 4.1A/B it 
follows that a carefully designed magnet produced without manufacturing 
errors can generate a magnetic field with a homogeneity of better than 1 ppm 
over its DSV. However, minor manufacturing errors in the placement of tens 
of miles of superconducting wire for a typical magnet can have a devastating 
effect on the magnetic field homogeneity. An error of 0.01% in the current 
density of one of the outer rings will lead to a magnetic field inhomogene-
ity of >10 ppm over the DSV (Figure 4.1C). Similarly, large (metallic) objects 
placed close to the magnet (structural beams, laboratory equipment) or even 
inside the magnet (gradient and shim coils, patient bed) can greatly perturb 
the magnetic field homogeneity. The magnetic field inhomogeneity without 
a sample or subject is typically optimized once during MR system installa-
tion, as covered in Chapter 2. In contrast, magnetic field inhomogeneity gen-
erated by the sample is something that all MR users are affected by and will 
be the primary focus of this chapter.

In a perfectly homogeneous magnetic field B0, the total magnetic field Btotal 
inside a continuous and homogeneous material is given by
  
	 Btotal = B0 + µ0M, with M = (χ/µ0)B0	 (4.1)
  
where B0 is the magnetic field in a vacuum and M represents the magne-
tization induced inside the material. The amount of magnetization that a 
material can acquire is proportional to the magnetic susceptibility, χ, a 
dimensionless parameter that describes how the magnetic permeability  
µ of the material deviates from the vacuum permeability µ0 according to  
χ = (µ/µ0) − 1. From an MR point of view, materials can be classified based 
on the sign and magnitude of the magnetic susceptibility. Materials with a 
negative susceptibility are referred to as diamagnetic materials and decrease 
the magnetic field inside the material. In high resolution NMR, all of the 
commonly used deuterated solvents are diamagnetic. Copper, which is 
used to form the RF coil, is also diamagnetic. Since water is diamagnetic  
(χ = −9.05 × 10−6 = −9.05 ppm), most tissues have a negative magnetic suscep-
tibility between −7 and −11 ppm.3 Materials with a positive susceptibility are 
referred to as paramagnetic materials and increase the magnetic field inside 
the material. The most commonly encountered paramagnetic material is air 
(χ = +0.36 × 10−6 = 0.36 ppm), whereas other paramagnetic materials, such as 
titanium and chromium, may be encountered as part of metallic prostheses. 
Neither diamagnetic nor paramagnetic materials retain their magnetic prop-
erties when the external magnetic field is removed. In contrast, ferromag-
netic materials have a very large, positive magnetic susceptibility and retain 
some of their magnetic properties even when the external magnetic field is 
removed. Although used for passive shimming the bare magnet,4 ferromag-
netic materials are generally incompatible with MRI applications.
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Figure 4.1  ��Origins of magnetic field inhomogeneity. (A) 7 T magnetic field (outer diameter 100 cm) generated by a commonly used 6-coil 
design. (B) Across the diameter spherical volume (DSV) of 45 cm the magnetic field homogeneity is better than 1 ppm. (C) 
When the current in the outermost right coil is 99.99% of its nominal value, the magnetic field homogeneity deteriorates to 
more than 10 ppm. (D) Simplified magnetic susceptibility distribution of the human body solely composed of water and air. 
(E) Magnetic field induced by the magnetic susceptibility distribution shown in (D). Note the reduced magnetic field inside 
the human body owing to the diamagnetic nature of water.
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The presence of a homogeneous material will, according to eqn (4.1), 
slightly alter the magnitude of the magnetic field but will not lead to mag-
netic field inhomogeneity per se. Magnetic field inhomogeneity is created at 
magnetic susceptibility boundaries, for example between air and tissue. The 
change in induced magnetization, ΔM, is given by:
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M B B B
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The spatial magnetic field distribution that is generated from this magne-
tization difference can be calculated by considering the z-component of the 
unit magnetic dipole field,3 which for a volume element ΔV gives
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with r2 = x2 + y2 + z2. The magnetic field generated by an arbitrary magnetic 
susceptibility distribution Δχ(r) can be calculated by integration of ΔBz(r) 
over all positions r. Figure 4.1D shows a magnetic susceptibility distribution 
map of a simplified human body composed only of air and water. Besides 
the general decrease in magnetic field strength owing to the diamagnetic 
nature of water, the magnetic field (Figure 4.1E) is characterized by strong, 
localized magnetic field inhomogeneity originating from the many magnetic 
susceptibility transitions visible in Figure 4.1D. The magnetic field inhomo-
geneity that the MR user ultimately encounters is the sum of the perturba-
tions created by magnet imperfections and environment (Figure 4.1A–C) and 
the human body (Figure 4.1D/E). Magnetic field effects arising from motion, 
blood oxygenation and respiration also contribute to the final magnetic field 
inhomogeneity. However, these dynamic effects are outside the scope of this 
chapter and will only be mentioned in passing. Before discussing the com-
plex magnetic field distribution of the human body and head in more detail, 
it is instructive to study the susceptibility-induced magnetic field perturba-
tions of geometrically simple objects. Figure 4.2 shows the magnetic field 
lines and the magnetic field strength Bz(r) generated by paramagnetic (Figure 
4.2A/B) and diamagnetic (Figure 4.2C/D) ellipsoids. The results show that 
paramagnetic and diamagnetic ellipsoids increase and decrease the mag-
netic field strength within the material, respectively. Whereas the magnetic 
field in both cases is perfectly homogeneous within the ellipsoid, the mag-
netic field outside the object is highly inhomogeneous.

Besides the amplitude, the spatial distribution of the magnetic suscep-
tibility (i.e. the geometry of the object) also has a strong effect on the mag-
netic field inhomogeneity. For example, Figure 4.2E shows the magnetic 
field distribution of a paramagnetic sphere. While the general features out-
side the sphere are similar to those displayed in Figure 4.2A for an ellipsoid, 
the magnetic field inside the sphere is identical to the applied magnetic 
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field despite the paramagnetic nature of the sphere. This demonstrates 
that the spatial geometry and the magnetic susceptibility of the object are 
both important in determining the final magnetic field perturbation. Small 
modifications, such as changing a flat bottom tube to a round bottom tube 
in an MR phantom, can have large consequences for the magnetic field 
homogeneity. Figure 4.2F shows the magnetic field distribution created by 
a small, air-filled sphere inside a large, water-filled sphere, showing that 
the smaller, paramagnetic sphere creates large magnetic field disturbances 
inside the larger, diamagnetic sphere. This simplified scenario represents 
actual conditions in MR applications studying the human brain. Small, 
air-filled cavities from the nasal passages and auditory tract surround the 
brain and cause strong, localized magnetic field distortions. More details 
can be found in Section 4.3.4.

For simple objects such as spheres and tubes, eqn (4.3) can be expanded to 
provide an analytical expression. For more complicated objects, eqn (4.3) can 
in principle be integrated numerically over all spatial positions. However, 

Figure 4.2  ��Magnetic field lines and strengths of geometrically simple objects. 
(A and C) Qualitative magnetic field lines and (B and D) quantitative 
induced magnetic field amplitudes of (A and B) paramagnetic (χ = +1.0 
ppm) and (C and D) diamagnetic (χ = −1.0 ppm) ellipsoids in a vacuum. 
(E) Induced magnetic field of a paramagnetic sphere (χ = +1.0 ppm) in 
a vacuum. (F) Induced magnetic field of an air-filled sphere (χ = +0.36 
ppm) inside a larger, water-filled sphere (χ = −9.05 ppm).
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this approach becomes too time-consuming for larger magnetic suscepti-
bility distributions. Marques5 and Salomir6 have independently described a  
fast method for the numerical evaluation of eqn (4.3) based on efficient fast 
Fourier transforms given by
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where FT and FT−1 represent forward and inverse Fourier transformations, 

k is the coordinate in reciprocal k-space and k2 = kx
2 + ky

2 + kz
2. Using eqn 

(4.4) allows calculation of the magnetic field ΔBz(r) from an arbitrary mag-
netic susceptibility distribution Δχ(r) in seconds for a 1283 matrix. Eqn (4.4) 
has been extensively evaluated5–9 and is a valuable tool in the prediction 
and characterization of magnetic field inhomogeneity. It has also found an 
important application in a technique, quantitative susceptibility mapping, 
used to map the magnetic susceptibility of tissue in vivo.10

4.3  �Static Spherical Harmonic Shimming
4.3.1  �Theory
In the previous section, it has been demonstrated that magnetic field inho-
mogeneity has two primary origins, namely: (1) imperfections in the main 
magnetic field owing to manufacturing errors and environmental distur-
bances, and (2) magnetic susceptibility boundaries within or surrounding 
the sample or subject. Early papers on shimming were concerned primarily 
with the optimization of the homogeneity of the magnet.1,2 As outlined in 
Appendix B of Chapter 1, the magnetic field inside an NMR magnet can be 
described mathematically by Laplace’s equation ∇2Bz = 0, which states that 
for a current-free region of interest magnetic field lines cannot form closed 
loops. In other words, Laplace’s equation is valid when the magnetic field 
inhomogeneity inside the region of interest originates from perturbations 
outside the region of interest. For a bare NMR magnet without a sample or 
subject this assumption is perfectly valid and Laplace’s equation describes 
the magnetic field to high accuracy. The solution to Laplace’s equation for 
a spherical region around the magnet isocenter was given in Appendix B 
in Chapter 1 as an infinite series of spherical harmonic functions. It is very 
useful to visualize the different orders of spherical harmonic functions, 
and Figure 4.3 shows a graphical depiction for n ≤ 3.

In many circumstances, such as magnetic field plotting of the bare mag-
net or shim coil design via analytical evaluation of SH expansions, it is 
advantageous to express the magnetic field and the SH fields in spherical 
coordinates. However, since modern MRI-based magnetic field B0 map-
ping is almost always based on a Cartesian grid, it is often convenient to 
express the fields in terms of Cartesian coordinates. Using the relationships  
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x = r sin θ cos ϕ, y = r sin θ sin ϕ, z = r cos θ and r2 = x2 + y2 + z2 the magnetic field 
can be expressed in Cartesian coordinates according to
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The functions Fn,m(x,y,z) are given in Table 4.1 up to n = 5. It should be noted 

that the common name of most spherical harmonics terms is an incomplete 
representation of the actual function in Cartesian coordinates. For example, 
a ‘Z3’ function (n = 3, m = 0) is not limited to the z axis but also has contribu-
tions in the x–y plane. Other terms, such as ‘ZC2’ (n = 3, m = 2) represent a mix 
between spherical and Cartesian coordinates and nomenclature.

The magnetic field inside an MR magnet can be quantitatively described 
by an SH expansion given by eqn (4.5). The next step towards optimizing the 
magnetic field homogeneity is to find a way to generate the SH-based mag-
netic field distributions in order to apply appropriate correction fields. In 
general, there are only two ways of modifying the magnetic field inside an MR 
magnet, namely by: (1) current-carrying wire or by (2) additional magnets. In 
the latter case, the magnets do not have to be permanently magnetized but 
could also be in the form of diamagnetic, paramagnetic or ferromagnetic 
materials magnetized by the main magnetic field. Figure 4.4A–C show the 
basic elements to create magnetic fields. The magnetic field distribution out-
side a sphere of radius R (Figure 4.4A) and magnetic susceptibility χ can be 
found by substituting ΔV = (4π/3)R3 into eqn (4.1). The magnetic field gen-
erated by a current loop (Figure 4.4B/C) of radius R, n number of turns and 
carrying current I placed in the magnet isocenter with the coil axis parallel to 

Figure 4.3  ��Graphical representation of all spherical harmonic terms m up to the 
third order n on the surface of a unit sphere. In order to evaluate the 
spherical harmonic functions internal to the spherical surface the pos-
itive octant has been removed. The trivial spherical harmonic function 
for n = 0, i.e. a pure offset, is not displayed.
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Table 4.1  ��Spherical and Cartesian representation of low-order (n ≤ 5) spherical  
harmonics functions.

Order  
n

Degree  
m P(θ)a F(x, y, z)b Common name

0 0 1 1 Z0
1 0 cos θ z Z
1 +1/−1 sin θ x/y X/Y
2 0 1/2(3 cos2 θ − 1) z2 − 1/2R2 Z2
2 +1/−1 3 sin θ cos θ 3zx/3zy ZX/ZY
2 +2/−2 3 sin2 θ 3(x2 − y2)/6xy X2Y2 (or C2)/

XY (or S2)
3 0 1/2(5 cos3 θ − 3 cos θ) z3 − 3/2zR2 Z3
3 +1/−1 3/2 sin θ  

(5 cos2 θ − 1)
6x(z2 − 1/4R2)/ 

6y(z2 − 1/4R2)
Z2X/Z2Y

3 +2/−2 15 sin2 θ cos θ 15z(x2 − y2)/30zxy ZX2Y2 (or ZC2)/
ZXY (or ZS2)

3 +3/−3 15 sin3 θ 15x(x2 − 3y2)/ 
15y(3x2 − y2)

X3 (or C3)/Y3 
(or S3)

4 0 1/8(35 cos4 θ  
− 30 cos2 θ + 3)

z4 − 3z2R2 + 3/8R4 Z4

4 +1/−1 5/2 sin θ (7 cos3 θ 
− 3 cos θ)

10zx(z2 − 3/4R2)/ 
10zy(z2 − 3/4R2)

Z3X/Z3Y

4 +2/−2 15/2 sin2 θ  
(7 cos2 θ − 1)

45(x2 − y2)(z2 − 1/6R2)/ 
90xy(z2 − 1/6R2)

Z2C2/Z2S2

4 +3/−3 105 sin3 θ cos θ 105zx(x2 − 3y2)/ 
105zy(3x2 − y2)

ZC3/ZS3

4 +4/−4 105 sin4 θ 105(x2 − y2)2 − 420x2y2/
420xy(x2 − y2)

X4/Y4

5 0 1/8(63 cos5 θ  
− 70 cos3 θ  
+ 15 cos θ)

z5 − 5z3R2 + 15/8zR4 Z5

5 +1/−1 15/8 sin θ (21 cos4 θ  
− 14 cos2 θ + 1)

15z2x(z2 − 3/2R2)  
+ 15/8xR4/15z2y 
(z2 − 3/2R2) + 15/8yR4

Z4X/Z4Y

5 +2/−2 105/2 sin2 θ  
(3 cos3 θ − cos θ)

105z(x2 − y2) 
(z2 − 1/2R2)/210zxy 
(z2 − 1/2R2)

Z3C2/Z3S2

5 +3/−3 105/2 sin3 θ  
(9 cos2 θ − 1)

420x(x2 − 3y2) 
(z2 − 1/8R2)/420y 
(3x2 − y2)(z2 − 1/8R2)

Z2C3/Z2S3

5 +4/−4 945 sin4 θ cos θ 945z(x2 − y2)2 − 3780 
zx2y2/3780zxy(x2 − y2)

ZC4/ZS4

5 +5/−5 945 sin5 θ 945(x5 − 5xy2 
(2x2 − y2))/945(y5  
+ 5x2y(x2 − 2y2))

X5/Y5

a�Note that only P(θ) is given. The complete spherical harmonics function requires multiplica-
tion with rn cos(m(ϕ − ϕm)).

b�R2 = x2 + y2.
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the z (or B0) axis can be obtained through integration of the Biot–Savart law, 
as shown in Appendix A, Chapter 1, yielding:
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Figure 4.4  ��Elements for the generation of magnetic fields. (A) Magnetic field gen-
erated by a 1 mL spherical volume of paramagnetic niobium (χ = 237 
ppm). (B and C) Magnetic field generated by a circular loop of wire (Ø 5 
cm, current I = 1 A) with the coil axis (B) parallel and (C) perpendicular 
to B0. (D) Arrangement of 8 pieces of steel to generate a +Z2 field across 
the DSV = (2/3)R. The generated +Z2 field is accompanied by a Z0 offset 
of −430 Hz. (E) Arrangement of 8 pieces of steel to generate a −Z2 field. 
Circa 50% more steel is required to generate the same Z2 field strength 
as in (D). The Z0 offset accompanying the −Z2 term was 131 Hz. (F) 
Arrangement of two current loops to generate a +Z2 field. The error 
(ideal field minus generated field) is greatly reduced when compared to 
the 8 piece design of (D). The Z0 offset is 834 Hz. (G) Arrangement of an 
improved four-coil design to generate a Z2 term. The Z0 term has been 
completely eliminated.
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where r2 = x2 + y2 + z2, rxy
2 = x2 + y2 and C = µ0nI/2π. K(κ2) and E(κ2) are the 

complete elliptical integrals of the first and second kind, respectively, with 
κ2 = 4Rrxy/(R2 + r2 + 2Rrxy). The magnetic field along the y direction can be 
found from Bx, according to By = (y/x)Bx. Whereas NMR is only concerned 
with static magnetic fields (Bz) along the z direction, Bx and By are nonethe-
less important since Bx, By and Bz are converted into each other upon rotation 
of the shim coil. For example, rotating the shim coil about the x axis by an 
angle α leads to the transformation By = By cos (α) + Bz sin (α) and Bz = Bz cos (α) 
− By sin (α). Every rotation of the shim coil can be described by standard 3 × 
3 rotation matrices. Early work on shim field design and construction ana-
lyzed the magnetic field produced by steel pieces, current loops and arcs in 
terms of analytical SH expansions.1,2 The pieces or currents are then spa-
tially arranged in such a way that undesired SH contributions are canceled, 
thereby ideally leaving a single, desired SH field m = 0, n = 0 which is perfectly 
homogeneous. The analytical evaluation can also be performed numerically 
and practical solutions can be obtained in seconds with modern day com-
puter optimization routines.

As an example, Figure 4.4D shows the creation of a +Z2 (n = 2, m = 0) SH 
field using eight pieces of steel. Four pieces are placed equidistant on a circle 
spanning the magnet bore, whereas the other four pieces are placed symmet-
rically around the magnet isocenter. While the generated Z2 field is relatively 
pure, with up to 5% (primarily) fourth-order SH contributions, it should be 
realized that the elimination of a Z0 SH contribution is impossible with the 
configuration shown in Figure 4.4D. As the magnetic susceptibility of steel 
has a fixed sign, it is not immediately obvious how a −Z2 SH field can be 
created. Whereas the +Z2 SH field is primarily based on the negative lobe of 
a steel dipole field (Figure 4.4A), a −Z2 SH field would have to be based on 
the positive lobe. By placing the pieces further out along the z axis, the pos-
itive dipole lobe is emphasized leading to a −Z2 field, albeit in the presence 
of a positive Z0 offset. Note that the increased separation in Figure 4.4E to 
generate a −Z2 field demands the use of circa 50% more steel than the gen-
eration of a +Z2 field of equal magnitude. Figure 4.4D/E clearly shows that 
small pieces of steel can generate accurate SH fields. However, the amplitude 
of the generated fields is not readily adjustable to deal with subject-specific 
magnetic field variations. As a result, steel-based shimming is primarily used 
to homogenize the bare magnet. The required SH shim order is generally 
low (n < 6 to 8), although the inhomogeneity could be of relatively large mag-
nitude (>100 ppm). Many gradient coils come with premade trays along the 
perimeter that can hold small pieces of steel or other metal. Following the 
generation of a magnet field plot of the bare magnet (see Section 4.3.2), a 
computer algorithm can determine the amount and position of metal that 
optimally opposes the magnetic field inhomogeneity. One of the challenges 
with steel shimming is that of saturation, in which the induced magnetic 
field no longer scales linearly with the applied external magnetic field. In 
addition, making the steel shims part of the gradient coil means that magnet 
shimming has to be redone upon replacement of the gradient coil. A final 
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consideration is that the permeability of steel is temperature dependent, 
such that the magnetic field homogeneity could depend on, for example, 
heating induced by gradient switching.

Similarly to small pieces of steel, the placement of current loops to gen-
erate SH fields can be based on analysis of SH expansions or can be aided 
by computer minimization algorithms. Figure 4.4F shows the creation of a 
+Z2 field with a two-loop design (the minimum number of loops that can 
produce such a field). The obtained Z2 field is pure, but comes with the man-
datory Z0 contribution. In the case of current loops the generation of a −Z2 
field is trivial as it simply involves reversal of the current. Figure 4.4G shows 
the creation of a +Z2 field with a more commonly employed four-loop design. 
Whereas the strength and purity of the obtained Z2 field is similar to that of 
Figure 4.4F, the main advantage of the four-loop design is the absence of a 
Z0 contribution. Figure 4.5 shows shim coil designs for the first and second 
order SH functions largely based on analytical evaluation of SH expansions. 
Note that the tesseral SH functions (see Appendix B, Chapter 1) require the 
use of arcs placed with a periodicity mϕ.

The results shown in Figure 4.4 demonstrate the principles of mag-
netic field generation based on metal pieces, current loops and current 
arcs whereby their placement is guided primarily by arguments pertaining 

Figure 4.5  ��First and second order SH shim coils. The coils were designed based 
on current loops and arcs as described by Romeo and Hoult.2 Note that 
wire parallel to B0 does not contribute to the generated SH fields, but 
are essential in connecting various arcs. Black arrows indicate the cur-
rent directions. (Courtesy of D. Green and S. Pittard.)



Chapter 4178

to symmetry, cancellation of specific spherical harmonics and construc-
tion feasibility. While elegant and instrumental in the advancement of MR 
methodology, these methods lack the flexibility to incorporate many addi-
tional design criteria. For example, many head gradient coils are of a short, 
asymmetric design in order to accommodate the subject’s head and shoul-
ders while still maintaining gradient performance and linearity. As a conse-
quence, the shim coils also need to be designed asymmetrically.11 As will be 
discussed in Section 4.4, dynamic SH shimming demands the rapid switch-
ing of shim coil currents, thereby making minimum-inductance shim coil 
designs desirable.12 In addition, in order to minimize shim-induced eddy 
currents, actively shielded shim coils could be considered.13–15 Other design 
criteria may be related to the desire for a larger homogeneous DSV, the pres-
ence of non-cylindrical mounting surfaces16 or the need for minimum-power 
shim coil designs.17 In all of these cases, a more general design method for 
shim coils is needed. The target field method first described by Turner18,19 is 
a general method to design continuous current flows on cylindrical surfaces 
in order to generate high-performance linear gradients. The method allows 
optimization with respect to inductance, power and DSV. The target field 
method has been used by Forbes and Crozier15,20,21 for the design of shielded 
zonal and tesseral shim coils on cylindrical and planar surfaces. Other meth-
ods for gradient coil design, such as the boundary element method,22–24 can 
also be modified for shim coil design.25

4.3.2  �Magnetic Field Mapping
With the theoretical foundation of SH shimming established, the next and 
arguably most important step in shimming is the characterization of the 
magnetic field inhomogeneity, a process commonly referred to as magnetic 
field mapping.

4.3.2.1 � B0 Field Mapping
One of the first steps following the installation of a new magnet is the opti-
mization of the magnetic field produced by the empty magnet. Figure 4.1 
shows that inevitable fabrication inaccuracies will lead to a degradation 
of the magnetic field homogeneity compared to its theoretical value. Site- 
specific issues, such as the presence of large metallic objects near the mag-
net or within the magnet (e.g. the gradient coil) can further reduce the homo-
geneity. As MRI-based B0 field mapping is not feasible at the time of magnet 
installation, magnet manufacturers typically employ a magnetic field map-
ping approach based on a small NMR coil and sample inside a larger plotting 
rig (Figure 4.6A). The arm of the rig can be moved inside the magnet along 
spherical coordinates, whereby the NMR coil records the Larmor frequency. 
By plotting the magnetic field at regular polar and azimuthal angles the spa-
tial magnetic field distribution of the bare magnet can be characterized. Fig-
ure 4.6B shows a 1D example (θ = 90°) of the measured B0 offsets as a function 
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of azimuthal angle at a radius of 10 cm from the isocentre. The sinusoidal 
field variation indicates the presence of first-order SH terms, whereas the dis-
tortion from a perfect sinusoid corresponds to the presence of higher-order 
SH contributions. Fourier analysis of the individual waveforms can be used 
to determine the exact SH contributions. For actual magnetic field mapping, 
the sampling of spatial positions is more extensive, typically sampling a 3D 
sphere along spherical coordinates throughout the inner diameter of the 
magnet bore.

4.3.2.2 � MRI-Based B0 Field Mapping
Having mapped the bare magnet, applied suitable current to the supercon-
ducting shim coils and placed small pieces of steel in the appropriate places 
within the magnet bore, the magnetic field inhomogeneity generated by 
the sample or subject becomes relevant when the MR system is fully oper-
ational. As such, the subject-specific magnetic field distribution is often 
obtained from the phase evolution during a period of free precession using 
an appropriate MRI sequence. While MRI-based B0 mapping can essentially 
be based on any MRI pulse sequence, the fast gradient-echo (GE) method is 
commonly used owing to its speed, ease-of-use and inherent sensitivity to B0 

Figure 4.6  ��Principle of magnet field plotting. (A) The magnet field plotting rig is 
mounted on the magnet and is composed of a rigid arm containing a 
small NMR coil and sample. The arm is able to move in all three spatial 
dimensions within the magnet while maintaining a fixed orientation 
with respect to B0. The resonance frequency is typically determined at 
discrete spatial locations sampling a 3D DSV sphere in the spherical 
coordinate system (shown are equiangular positions on the equato-
rial DSV circle, θ = 90°). (B) Example data of measured B0 offset versus 
azimuthal angle ϕ (θ = 90°) at a radius of 10 cm. The sinusoidal varia-
tion implies magnetic field inhomogeneity according to X and Y linear 
gradients, whereas the distortion from a perfect sinusoid implies the 
presence of higher-order components. Fourier analysis quantitatively 
reveals contributions from X = 50 Hz cm−1, Y = −20 Hz cm−1 and X2Y2 = 
0.8 Hz cm−2. Data were acquired on a 7 T MR system in which the room 
temperature shims were purposely adjusted to create the magnetic field 
distribution shown in (B). Magnetic field offsets were measured with a 
1-channel ‘field camera’79 that could be rotated about the z axis.
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offsets. Besides the standard GE image acquired at an echo-time TE, an addi-
tional GE image is acquired at an echo-time TE + τ. As described in Chapter 
1, Section 1.8.4, the phase difference Δϕ between the two images is directly 
proportional to the magnetic field distribution, since Δϕ(r) = 2πΔν(r)τ. The 
location-dependent phase difference between the two images is conveniently 
calculated by voxel-specific complex division:
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where R and I refer to the real and imaginary components of the MRI signal, 
respectively, and 1 and 2 refer to the signals acquired with τ = 0 and τ > 0, 
respectively. The additional delay τ, typically set of the order of 1 ms, slightly 
decreases the signal intensity owing to T*

2 relaxation. However, since this 
only affects the signal intensity it has no consequence for the phase calcula-
tion given by eqn (4.7).

The most commonly encountered problem in B0 mapping is so-called 
phase wrapping (Figure 4.7C). The arctan function in eqn (4.7) can only cal-
culate the phase between −π and +π radians. When the real phase evolution is 
larger (i.e. for Δν = 250 Hz and τ = 3.0 ms, Δφ = 1.5π), the calculated phase will 
wrap to −0.5π. In general, phase wrapping leads to an incorrect estimation of 
the local magnetic field (−0.5π would be equivalent to a −83 Hz offset rather 
than the correct +250 Hz). However, in the presence of a wide range of mag-
netic field inhomogeneity, phase wrapping will also lead to discrete phase 
jumps (e.g. two adjacent spatial points with real phases of 0.95π and 1.05π 
will be wrapped to 0.95π and −0.95π), making it impossible to accurately 
estimate spatial magnetic field distributions. The problem of discrete phase 
jumps can be solved through multidimensional spatial phase unwrapping 
algorithms.26 However, these algorithms are typically not straightforward 
and are computationally intensive. A simpler solution is to select the evolu-
tion time τ small enough so that phase wrapping does not occur (e.g. the real 
phases are between −π and +π, Figure 4.7B). Unfortunately, in the presence 
of noise the accuracy of the estimated offsets is not optimal when using a 
small τ delay. Accurate estimates of magnetic field offsets are obtained when 
the number of evolution delays, as well as the delay durations, are extended 
(see Figure 4.7D/E). While the acquired phase during the longer delays will 
likely be wrapped, the initial delay is chosen such that no phase wraps occur  
(Figure 4.7D). Then, based on the linear phase-time trend established by 
the first delay(s), the subsequent delays can be unwrapped by adding or sub-
tracting an integer multiple of 2π to the calculated phase (Figure 4.7D). Once 
all phases have been temporally unwrapped, a linear least-squares fit of the 
phase-time curve will provide a best estimate of the magnetic field offset  
(Figure 4.7E). Typical computation times for phase calculation, phase 
unwrapping and linear least-squares fitting for a 128 × 128 × 64 dataset is 
several seconds. Magnetic field B0 mapping with multiple delays essen-
tially trades increased data acquisition time for increased accuracy while 
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also eliminating the need for multi-dimensional phase unwrapping. While 
this approach is strongly recommended for shim coil calibration (see Sec-
tion 4.3.3), the increased accuracy may not be needed for routine in vivo 
shimming.

The calculated B0 map is in principle independent of the pulse sequence used. 
The pulse sequence can nevertheless have a significant effect on the appearance 
of the B0 map. Gradient-echo-based B0 mapping can be fast and reliable, but the 
images may show areas of signal loss when strong magnetic field inhomogeneity 

Figure 4.7  ��Principle of MRI-based magnetic field mapping. (A) Gradient-echo MR 
image and (B) calculated B0 magnetic field map with τ = 0.33 ms. While 
the B0 map is devoid of phase-wrapping artifacts, the small evolution 
delay τ leads to low SNR. (C) B0 map calculated with τ = 3.0 ms. The 
SNR has greatly improved, but areas with a frequency offset |Δν| > 167 
Hz display a phase wrapping artifact. (D) Temporal phase unwrapping 
based on multi-echo MR data with τ = 0.33, 1.0 and 3.0 ms. For the pixel 
shown, the phase of the first two evolution delays (0.33 and 1.0 ms) is 
not wrapped and can establish a linear time-phase trend (solid linear 
line) together with confidence intervals (dotted linear lines). The phase 
of the final delay is wrapped and adding a multiple of 2π will bring it 
back to its proper, unwrapped value. (E) B0 map following temporal 
phase unwrapping as shown in (D). The B0 map is characterized by high 
SNR and the absence of phase wrapping artifacts.
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is encountered owing to phase cancellation during the initial echo-time TE. In 
these cases, it is better to utilize spin-echo-based B0 mapping, since phase evolu-
tion owing to magnetic field inhomogeneity is refocused at the top of the echo. 
B0 maps based on EPI can be acquired very rapidly. However, EPI image quality 
(signal loss and image distortion) is heavily influenced by magnetic field inho-
mogeneity and as such is less than ideal to provide reliable B0 maps. It should 
also be realized that any magnetic field variation not related to magnetic suscep-
tibility based inhomogeneity that happens during the B0 mapping acquisition 
can potentially lead to erroneous magnetic field B0 maps. These effects include, 
but are not limited to, eddy currents owing to the pulsed magnetic field gradi-
ents, subject motion, subject breathing and field drift of the magnet.

The acquisition of a 3D multi-slice B0 map is invaluable for the homoge-
nization of the magnetic field, via shimming, of large volumes, such as the 
entire human head, for MRI applications. However, for single-voxel MRS 
applications the acquisition of a large 3D B0 map dataset is redundant and 
possibly sub-optimal as only a small fraction of the B0 map pixels describe 
the voxel magnetic field inhomogeneity. For applications such as single-voxel 
MRS that cover a small localized area, several fast alternatives to MRI-based B0 
mapping exist. FASTMAP (fast automated shimming technique by mapping 
along projections)27,28 characterizes the magnetic field distribution along 1D 
projections of various orientations through the center of the MRS volume. 
For second-order SH shimming, six 1D projections with and without an extra 
evolution delay τ are sufficient to quantitatively determine all SH terms. As a 
result, optimal shim settings can be determined in seconds, rather than min-
utes. Several improvements of FASTMAP have been proposed for improved 
accuracy,29 shorter acquisition times30 and extension to 2D slices.31

4.3.3  �Calibration of Shim Coil Efficiency
The final step in preparing the MR system for magnetic field homogeniza-
tion is the calibration of the shim coil efficiency. In other words, the actual, 
as opposed to theoretical, magnetic field response of each shim coil to unit 
input current needs to be accurately known. The most straightforward 
approach is to spatially map the magnetic field distribution for a particular 
shim coil following a known input current using the previously described 
MRI-based B0 mapping method. Figure 4.8A shows magnetic field B0 maps 
following the application of different current settings to the Z2 (n = 2, m = 0) 
shim coil. When analyzed on a pixel-by-pixel basis it is clear that the magnetic 
field offset scales linearly with the applied current (Figure 4.8B). The slope of 
the line gives the efficiency of the Z2 shim coil in terms of generating a spec-
ified frequency offset at that particular spatial location. The frequency offset 
at zero current is indicative of the background magnetic field inhomogeneity 
and is discarded. Repeating the linear regression for all pixels produces a spa-
tial efficiency map for the Z2 shim coil (Figure 4.8C). By visual inspection it is 
clear that the dominant field contribution is indeed a SH function describing 
a Z2 SH term. However, the clear asymmetry in the magnetic field reveals 
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that the Z2 shim coil also produces additional magnetic field components. 
A quantitative SH decomposition reveals smaller, but significant, low order 
SH field components (Figure 4.8D–F). This effect, in which a given SH coil 
produces a number of SH components, is very typical and can have a number 
of different origins. Firstly, incorrect shim coil placement or rotation relative 
to the gradient isocentre leads to low order SH contributions when driving 

Figure 4.8  ��Principle of shim coil calibration. (A) 3D multi-slice B0 maps acquired in 
the presence of different Z2 shim settings. (B) Magnetic field response 
for a single image pixel (black open circle in (A)) to the different Z2 
shim settings. The magnetic field offset changes linearly with the shim 
change. The offset at 0% shim change reflects the background mag-
netic field inhomogeneity and is removed through linear regression 
(solid line). The slope of the linear is the efficiency of the shim coil 
to produce a B0 offset for a 100% shim change. (C) Repeating the lin-
ear regression for every pixel leads to a calibrated shim efficiency map. 
(D–F) The shim calibration or efficiency map of (C) can be decomposed 
into contributions of pure SH functions, in this case (D) Z2, (E) X and 
(F) Z0 terms. (G and H) Repeating the steps outlined in (A)–(F) yields a 
(n + 1)2 × (n + 1)2 matrix when calibrating shims up to order n. (G) When 
staying within the SH framework, the calibrated shims are decomposed 
into pure SH terms leading to a full rank calibration matrix. As the cali-
brated shim fields are shown for the axial plane (z = 0) the shim terms Z, 
ZX and ZY appear with zero-amplitude. (H) When the calibration map 
of (C) is used directly, the calibration matrix is essentially reduced to a 
(n + 1)2 × 1 array.
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a higher order SH shim coil. Secondly, all SH shim coils are theoretically 
designed to cancel out magnetic field contributions up to a certain order, i.e. 
a four-ring Z2 shim coil maximizes the n = 2 contribution while minimizing 
or even eliminating all other contribution up to n = 4.2 When the shim fields 
are calibrated over a spatial area that is significantly larger than the DSV, the 
higher-order terms that are not eliminated may become significant. Thirdly, 
especially for higher-order SH shim coils, it may be theoretically impossible 
to cancel all of the lower order contributions. As a result, the presence of SH 
fields other than the desired SH term is the rule, not the exception.

The calibrated maps of Figure 4.8C–F can be used in two different ways. 
Staying within the theoretical SH framework, the map can be decomposed into 
individual SH terms (Figure 4.8D–F) and a full (n + 1)2 × (n + 1)2 calibration 
matrix is obtained (Figure 4.8G). The advantage of this approach is that once 
the SH amplitudes are known the calibration maps can be readily resampled 
onto an MRI matrix with different resolution, orientation or field-of-view for 
different applications. Alternatively, the shim calibration map shown in Figure 
4.8C can be used directly and the full-rank 2D matrix of Figure 4.8G reduces to a 
(n + 1)2 × 1 array, i.e. a single efficiency map per SH shim coil. This approach has 
the advantage that magnetic fields that are not readily described by SH fields 
can still be quantitatively characterized. This scenario is encountered when 
venturing into the area of non-SH-based shimming as detailed in Section 4.5.

Since shim calibration is normally only performed once soon after magnet 
installation, it is imperative to achieve the highest possible accuracy in the 
calibrated shim efficiency maps. Any erroneous deviation will lead to sys-
tematically incorrect shim settings in all subsequent studies. The acquisition 
and processing pipeline shown in Figure 4.8 has several opportunities for 
determining quality control measures. Firstly, the MR images need to be of 
sufficient sensitivity and free of artifacts. Secondly, during the calculation 
of the B0 maps, control can be enforced on the quality of the linear regres-
sion between phase and time (Figure 4.7D). Similarly, quality control can be 
enforced on the linear regression between B0 offset and shim setting (Figure 
4.8B). During all of these steps a given pixel can be discarded when certain 
thresholds are not met. Missing single pixels in the final calibrated efficiency 
map can be “filled in” through interpolation. In the case that many pixels 
need to be discarded one should consider re-measurement of the data under 
improved experimental conditions (which may simply require signal averag-
ing and therefore more measurement time).

Once high-quality, calibrated efficiency maps (Fn,m,cal for (n + 1)2 SH fields 
up to order n or Fk,cal for k non-SH shim coils) have been generated, the sys-
tem is ready for subject-specific shimming. The shimming problem can be 
framed as a least squares minimization in which one needs to find the shim 
coil coefficients Cn,m (or Ck) that for SH-based shimming minimizes:
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Or for non-SH-based shimming minimizes:
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ΔB0 is the experimentally-measured, subject-specific magnetic field B0 
map and P is the total number of image pixels in the region-of-interest (ROI). 
Formulating the shimming process as a least squares minimization has 
the advantage that shim current constraints and weighting factors are eas-
ily accommodated.32,33 Careful selection of the region-of-interest is critical 
for proper shimming performance. Any experimentally-acquired in vivo B0 
map will have pixels that are artifactual. For example, pixels in and around 
major blood vessels will often display large and variable B0 offsets. Inclusion 
of these pixels into the ROI will negatively affect the shim optimization. For 
human head applications it is important to exclude extracranial tissues from 
the ROI. These tissues often have large lipid contributions which lead to arti-
factual B0 offsets.

4.3.4  �Static Spherical Harmonic Shimming of the Human 
Brain

The mathematical framework for SH shimming has been established for opti-
mizing the magnetic field homogeneity of an empty magnet for which the 
assumption underlying Laplace’s equation is completely satisfied. SH shim-
ming has readily been adopted for optimizing the magnetic field homogene-
ity over cylindrical tubes34,35 in high resolution NMR. In the situation in which 
the effects of the magnetic susceptibility transition at the fluid–air meniscus 
interface are minimized by susceptibility-matching plugs or ensuring that 
the transition is far outside the sensitive volume of the RF coil, Laplace’s 
equation describes the magnetic field inside a cylindrical NMR tube to high 
accuracy. High-resolution, liquid-state NMR magnets are typically equipped 
with up to sixth-order (n = 6) shim coils, routinely providing a spectral resolu-
tion of 1 part-per-billion or better. The tremendous success of SH functions 
in magnet and NMR tube shimming led to a natural adaptation of SH-based 
shimming to in vivo samples for both animal and human MRI systems.

However, unlike homogeneous cylinders, the magnetic susceptibility 
distribution throughout the human body is heterogeneous with many 
abrupt changes between tissue and air. These changes in magnetic sus-
ceptibility lead to the formation of local magnetic field inhomogeneity, 
which is in direct violation of the conditions underlying Laplace’s equa-
tion, which demand that magnetic field inhomogeneity observed in a given 
region-of-interest originates from effects outside the region-of-interest. In 
spite of these theoretical limitations, SH-based shimming has been the 
default shimming method for in vivo samples since the inception of in vivo 
MR imaging and spectroscopy. Figure 4.9 shows a typical SH shimming 
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Figure 4.9  ��Static SH shimming of the human brain. (A) MR images and (B–F) B0 maps selected from a multi-slice, whole brain dataset 
acquired at 4 T (66 slices of 2 mm, isotropic 2 × 2 mm in-plane resolution). The B0 maps were reconstructed from four evolu-
tion delays, 0, 0.33, 1.0 and 3.0 ms, using 1D temporal phase unwrapping as detailed in Section 4.3.2.2. Residual B0 maps were 
calculated following removal of SH terms corresponding to (B) n ≤ 1, (C) n ≤ 2, (D) n ≤ 3, (E) n ≤ 4 and (F) n ≤ 5.
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result for the human brain when including increasing numbers of SH 
orders. The figure shows that the magnetic field homogeneity across the 
majority of the brain is relatively high for n ≥ 2. However, specific areas of 
the brain in close proximity to air–tissue susceptibility boundaries remain 
inhomogeneous even after the removal of up to fifth order SH terms. These 
areas typically occur in the frontal cortex, temporal lobes, hippocampus 
and auditory cortex, and correspond to areas that challenge the assump-
tions underlying Laplace’s equation to the greatest extent. The magnetic 
field inhomogeneity observed in, for example, the frontal cortex originates 
from an air–tissue magnetic susceptibility boundary that is only millime-
ters below the region-of-interest. The steep and localized magnetic field 
gradients generated in the frontal cortex are well beyond the capabilities of 
SH shimming, even when including magnetic fields up to the fifth order. In 
Section 4.5 it is shown that localized magnetic field disturbances are better 
corrected with localized shim correction coils than with SH-based coils. 
Nevertheless, besides several specific areas of poor magnetic field homoge-
neity, SH-based shimming performs admirably across the majority of the 
human brain as well as many other organs.

Figure 4.10A provides a quantitative summary of SH-based shimming for 
static, global magnetic field homogenization of the human brain. The results 
are expressed in parts-per-million (ppm) since magnetic field inhomogeneity 
scales linearly with the applied magnetic field B0. Therefore, even though the 
results were obtained at 4 T, the results when expressed in ppm are repre-
sentative for any magnetic field strength. In addition to the commonly used 
standard deviation (SD), Figure 4.10A shows additional bars describing the 
frequency range in the B0 map that covers 80, 90 and 95% of the pixels: these 
measures are used to account for the non-Gaussian character of the B0 fre-
quency distribution (Figure 4.10B). While the SD is a commonly used mea-
sure of magnetic field homogeneity, caution should be exercised when used 
on non-Gaussian frequency distributions. Whereas the frequency range of 
±SD should cover circa 68% of the MR pixels if the distribution were Gauss-
ian, Figure 4.10B shows that the actual range covering 68% is smaller for the 
chosen example. The use of frequency ranges that cover certain percentages 
of MR pixels is more generally applicable as it does not make assumptions 
about the normality of the frequency distribution. Figure 4.10 shows that 
the magnetic field homogeneity improves steadily with increasing SH orders. 
However, even after the removal of all fifth-order SH terms, 10% of the brain 
still has a magnetic field inhomogeneity of 0.3 ppm or worse. Nevertheless, 
Figure 4.10A quantitatively shows that inclusion of higher-order SH shims 
is beneficial in minimizing magnetic field inhomogeneity. This is also sup-
ported by experimental data with a fourth and partial fifth-order SH shim 
insert having demonstrated excellent homogeneity and high-quality MRSI in 
the human hippocampus.36 Figure 4.10C shows a summary of the required 
SH shim strength needed to obtain the results shown in Figure 4.9 and Fig-
ure 4.10A. Similar to Figure 4.10A, the required shim strengths are expressed 
in ppm/cmn thereby making the numbers relevant for any magnetic field 
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Figure 4.10  ��Quantitative summary of static, global SH shimming performance 
and shim requirements. (A) Residual magnetic field inhomogeneity 
following the removal of SH shim terms of increasing order up to  
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strength. While the magnetic field homogeneity across all subjects is very 
reproducible (typically less than 10% SD in Figure 4.10A), the required shim 
strengths to obtain that homogeneity can vary strongly between different 
human subjects with the range of many SH terms spanning 10–100 fold. This 
observation is in agreement with previous reports on inter-subject magnetic 
field distributions.36,37 Nevertheless, the results in Figure 4.10C should pro-
vide a reasonable basis for the specification of SH shim sets for human brain 
applications.

4.4  �Dynamic Spherical Harmonic Shimming
4.4.1  �Principle of Dynamic Shimming
Dynamic SH shimming relies on the principle that a given magnetic field 
distribution of a large object can be better approximated across multiple, 
smaller and independent volumes, than by a single distribution across the 
entire object. This scenario is commonly encountered in multi-slice MRI and 
multi-voxel MRS. Figure 4.11 shows the principle of dynamic SH shimming 
for a 1D problem where the magnetic field inhomogeneity is (arbitrarily) rep-
resented by a third-order polynomial function. When analyzed over all spa-
tial positions simultaneously (Figure 4.11A), as is done during static, global 
shimming, a linear magnetic field provides a poor approximation to the mea-
sured inhomogeneity. However, many volumetric MR studies are performed 
in a multi-slice manner, in which magnetization is excited and detected on 
a slice-by-slice basis. When the magnetic field analysis is restricted to the 
spatial positions of a single slice (Figure 4.11B), the linear magnetic field 
provides a much better approximation to the local magnetic field inhomo-
geneity. The magnetic homogeneity across the other slices is very poor, but 
since the magnetization of those slices lies along the longitudinal axis, this 
is not relevant. Once the signal of the desired slice is detected, the shims 
can be changed to a setting that is optimal for the next slice. In this manner, 
all slices can experience a higher magnetic field homogeneity sequentially 

n = 5. Data is obtained on 7 healthy volunteers (2 women, 5 men) 
from 66-slice, whole brain B0 maps (see Figure 4.9). Error bars repre-
sent the standard deviation across the 7 subjects. (B) To capture the 
non-Gaussian character of the residual B0 offset distribution, residual 
magnetic field inhomogeneity is expressed as the frequency range 
that holds 80, 90 and 95% of all MR pixels in addition to the standard 
deviation (SD). The frequency distribution histogram was generated 
from a 20 mm thick slab centered at z = −12 mm (see Figure 4.9A) 
following second-order SH shimming. (C) SH shim strengths required 
to homogenize the human brain in a static, global fashion. The bar 
for each SH term represents the range between the minimum and 
maximum absolute-valued shim strengths needed to homogenize the 
magnetic field across 7 subjects. The approximate orthogonality of the 
SH terms across the human brain ensured that lower-order SH terms 
did not significantly change upon inclusion of higher-order SH terms.
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in time (Figure 4.11C). In general, it can be stated that for a given shim coil 
configuration, dynamic shimming will always provide an improved mag-
netic field homogeneity relative to static shimming. This is true for SH-based 
shimming as discussed here, but also for non-SH-based shimming, as dis-
cussed in Section 4.5.2.

4.4.2  �Practical Considerations for Dynamic Shimming
One of the considerations involved with slice-specific SH shimming is that 
of shim degeneracy, a phenomenon for which shims of different order and 
degree appear identical when analyzed over a reduced ROI such as a 2D plane. 
For example, across an axial plane (constant z coordinate) the SH fields for 
n = 1, |m| = 1 (i.e. X and Y gradients) and n = 2, |m| = 1 (i.e. ZX and ZY shims) 
appear identical. Including all first and second order SH fields in the pres-
ence of significant shim degeneracy will lead to the failure of any standard 
form of least-squares shim optimization.

Two straightforward approaches to deal with shim degeneracy are shim 
degeneracy analysis38,39 and multiple slice analysis.40 In the first approach, 
the available SH shim fields are analyzed for degeneracy and only the unique 
terms are included. For example, to optimize the in-plane homogeneity for 
an axial plane (z = constant) only the shims Z0, X, Y, Z2, X2Y2 and XY are 
included for n ≤ 2. With shim degeneracy analysis, the through-slice shims 
need to be estimated after the optimal in-plane shims have been applied. The 
second approach utilizes the fact that SH fields are always unique across a 3D 

Figure 4.11  ��Principle of dynamic SH shimming. (A) The magnetic field inhomo-
geneity along a 1D spatial direction (solid black line) is poorly approx-
imated by a first-order, linear SH shim field when analyzed over all 
positions (light gray line). (B) When the magnetic field homogeneity 
is improved on a slice-by-slice basis, the first-order, linear SH shim 
field provides a much better approximation to the local inhomoge-
neity (shown for slice 8 in an 11-slice experiment). (C) Repeating the 
analysis outlined in (B) for all other slices on a slice-by-slice basis 
shows that excellent magnetic field homogeneity can be obtained for 
all slice positions. The optimal shim settings for a given slice must 
be set when signal from that slice is about to be excited and detected. 
In other words, magnetic field homogeneity throughout the brain is 
obtained sequentially in time.
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volume. Therefore, rather than analyzing the magnetic field inhomogeneity 
across an infinitely narrow slice thickness, the approach includes slices on 
either side of the given slice. An attractive feature of multiple slice analysis is 
that through-plane inhomogeneity is automatically captured.

While dynamic SH shimming is theoretically a relatively straightforward 
concept, the experimental realization is complicated by shim-induced eddy 
currents and the need for modified hardware. Abruptly switching currents in 
a shim coil will lead to the generation of eddy currents in surrounding struc-
tures such as the magnet cryostat. Since shim coils are normally not actively 
shielded, the magnitude of such shim-induced eddy currents can be an order 
of magnitude larger than those observed for modern, actively-shielded gradi-
ent coils. It has been observed that pulsed shims of order n can generate an 
eddy current-induced artificial field term shaped similar to the pulsed shim 
itself, but also any shape (of degree m) of any order equal or smaller than  
n − 1. The eddy currents associated with linear imaging gradients (n = 1) are 
limited to B0 magnetic field offsets (n = 0) and linear field gradients (n = 1), 
in which eddy current cross-terms between linear fields of different degree m 
are normally minimal. For higher order shims, however, a multitude of cross-
terms can be generated. Figure 4.12A–C show the temporal magnetic field 
variations following a 100% change in the ZX (n = 2, m = +1) shim. From Fig-
ure 4.12C it is clear that the second order magnetic field takes almost 1000 
ms to stabilize. Similarly to the linear gradients, a significant perturbations 
of the main magnetic field B0 can also be measured for >2500 ms following 
the shim change (Figure 4.12A). A feature that is unique to higher-order SH 
dynamic shimming is that of cross-term eddy currents wherein a change in 
the ZX shim lead to a perturbation in a lower-order Z shim (Figure 4.12B) that 
lasts for >1000 ms.

The characterization of shim-induced eddy currents as shown in Figure 
4.12A–C can be a time-consuming operation as both the spatial and tempo-
ral dynamics of each SH shim need to be obtained. In order to minimize the 
experimental measurement time, some studies have used projection-based 
methods38,40 to characterize the temporal dynamics of different shim orders 
and degrees sequentially. Other studies have used 3D MRI to spatially map 
all eddy currents orders and degrees simultaneously.41 Most recently, the 
technology of MR field cameras has been used to characterize shim-induced 
eddy current with high speed and accuracy.42,43 Once the temporal mag-
netic fields related to shim-induced eddy currents have been characterized, 
a method that can reduce or even eliminate them is needed. Eddy currents 
associated with pulsed linear gradient fields are classically dealt with via gra-
dient pre-emphasis and B0 correction.44–46 In pre-emphasis, the beginning 
of the input gradient waveform is purposely driven higher than the nomi-
nal gradient pulse such that the overshoot exactly cancels the observed eddy 
current-induced gradient dampening. At the end of the gradient pulse, the 
waveform is purposely driven lower to achieve the reversed effect for the 
descending gradient ramp. B0 correction works according to the same prin-
ciple with the main difference that the compensation is applied to the Z0 



C
hapter 4

192

Figure 4.12  ��Measurement, compensation and effects of shim-induced magnetic field perturbation. (A–C) Magnetic field perturbations 
(black dots and line) following a 100% shim change in a ZX (n = 2, m = +1) SH shim. The magnetic field perturbations can be 
decomposed into temporal variations of (A) the main magnetic field, (B) a cross-term into the linear Z gradient and (C) a self-
term of the ZX shim. Repeated measurements at different times following the shim change allows the determination of the 
eddy current amplitudes and time constants. Using shim pre-emphasis and B0 correction, the shim-induced perturbations 
can be dramatically reduced (gray dots and line). (D and E) Residual B0 maps following slice-by-slice dynamic, third-order 
SH shimming in the (D) absence and (E) presence of shim-induced eddy currents. Shim-induced eddy-current amplitudes 
and time constants were taken from ref. 40.
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shim coil in order to cancel the B0 eddy currents. The principle of pre-em-
phasis and B0 correction can also be applied to dynamic SH shimming, albeit 
with several modifications.38,40 Instead of having a 3 × 2 interaction matrix  
(linear-to-linear and linear-to-Z0 for each linear SH term), third-order SH 
shims could require a 16 × 16 interaction matrix. As the characterization of 
each interaction can potentially require the inclusion of several time con-
stants (e.g. see Figure 4.12B), the number of compensation circuits can 
become unwieldy. Nevertheless, dynamic SH shimming with full pre-empha-
sis has been experimentally demonstrated up to the third order.40 While not 
every theoretically possible interaction was observed, the pre-emphasis still 
covered 67 interactions and time constants. Figure 4.12A–C (gray line) show 
the performance of pre-emphasis for the ZX shim. Generally, the magnitude 
of temporal magnetic field variations is reduced by greater than 10-fold.  
Figure 4.12D and E show the effect of shim-induced eddy currents. With full 
pre-emphasis (Figure 4.12D), the magnetic field homogeneity obtained with 
third-order dynamic shimming is approximately 50% better than with static 
third-order SH shimming. However, without pre-emphasis (Figure 4.12E) 
the eddy current-related lower-order SH contributions degrade the magnetic 
field homogeneity to a level worse than that which can be achieved with 
static third-order SH shimming, thereby negating the advantage of dynamic 
SH shimming entirely. It should be noted that the degree of degradation 
depends on the history of shim changes from the preceding slices, i.e. it is 
subject- and ROI-specific. In addition, any change in slice order or repetition 
time will lead to a different eddy current field distribution.

4.4.3  �Dynamic Spherical Harmonic Shimming of the Human 
Brain

Dynamic updating of linear shim terms was first presented in the multi-voxel 
spectroscopy work of Ernst and Hennig in 1991 47, used in multi-slice imag-
ing in 1996 by Blamire et al.,48 followed shortly by Morrell and Spielman.49 
Higher-order dynamic SH shimming in multi-slice imaging was first demon-
strated by de Graaf et al.50 on rat brain and by Koch et al.38 on human brain. 
The utility of higher-order dynamic SH shimming in human brain imaging 
was also established by Zhao et al.51 through computer simulations. Appli-
cation of higher-order dynamic SH shimming in multi-voxel MRS has been 
presented by Koch et al.52 More recently, dynamic SH shimming has been 
applied at 7 T for MRI40,53 and MRSI54 applications.

Figure 4.13 shows typical results from the human brain of first- through 
fifth-order dynamic SH shimming, which can be directly compared to the 
results for static first-through-fifth order SH shimming shown in Figure 4.9. 
Figure 4.14 gives a quantitative summary of the performance of dynamic SH 
shimming that can be directly compared to Figure 4.10A. As a general rule-
of-thumb it can be stated that, at the level of global statistics, dynamic SH 
shimming with order n gives comparable results to static SH shimming with 
order n + 2, in agreement with other studies.40 However, at the individual 
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Figure 4.13  ��Dynamic SH shimming of the human brain. As the same subject is shown for static SH shimming, the results can be directly 
compared to Figure 4.9. Residual B0 maps were calculated following removal of SH terms corresponding to (A) n ≤ 1, (B) n 
≤ 2, (C) n ≤ 3, (D) n ≤ 4 and (E) n ≤ 5. All calculations were performed over three-slice volumes composed of the target slice 
and the adjacent two slices. Maximum shim currents were limited to three times the maximum values shown in Figure 4.10, 
although unlimited shim currents gave essentially the same results.
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slice level, significant differences can still manifest themselves. Comparing 
static, fifth-order SH shimming (Figure 4.9) with dynamic, third-order SH 
shimming (Figure 4.13) reveals that static SH shimming has a number of 
areas of undesirable inhomogeneity (e.g. the slices positioned at −42 mm 
and −18 mm).

It should be noted that experimental dynamic SH shimming with full 
pre-emphasis has only been demonstrated up to third-order SH.40 While the 
extension to fourth and fifth-order SH fields appears straightforward, the 
need for extensive pre-emphasis on all SH terms and their cross-interactions 
with lower-order SH terms may prevent an experimental realization. In addi-
tion to the increased experimental challenges, the inclusion of increasingly 
higher-order SH terms will also lead to diminishing returns in terms of abso-
lute magnetic field homogeneity (see Figure 4.14 and ref. 40).

It should be realized that the shim current requirements for dynamic 
SH shimming can be many times greater than those summarized in Figure 
4.10C. Firstly, global SH shimming is necessarily a compromise between the 
homogeneity in many different areas, which tends to lead to the compen-
sation of an average inhomogeneity (see Figure 4.11A). During local shim 
optimization the number of contributing areas is greatly reduced, leading 
to the compensation of the actual, typically stronger, local inhomogeneity 

Figure 4.14  ��Quantitative summary of dynamic SH shimming performance. Resid-
ual magnetic field inhomogeneity following the removal of SH shim 
terms of increasing order up to n = 5. To capture the non-Gaussian 
character of the residual B0 offset distribution, residual magnetic field 
inhomogeneity is expressed as the frequency range that contains 80, 
90 and 95% of all MR pixels in addition to the standard deviation 
(compare Figure 4.10). Error bars represent the standard deviation 
across 7 subjects.
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(see Figure 4.11B). Secondly, the shim current overshoot required to provide 
complete shim pre-emphasis can be in excess of 100%. For a given amplifier 
configuration this would translate to an effective reduction in available shim 
current range by 50%. The results in Figure 4.12 and 4.13 were obtained 
by limiting the available shim currents to three times the maximum values 
shown in Figure 4.10C. Repeating the minimization with unlimited shim 
currents gave essentially the same results. Taken together with the shim cur-
rent overshoots required for pre-emphasis, a safe number for the required 
SH shim strengths to homogenize the magnetic field over the human brain 
is five times the maximum values shown in Figure 4.10C.

4.5  �Alternative Shimming Methods
Besides the linear imaging gradients, the majority of (clinical) MR systems 
are equipped with a very limited set of higher-order SH shim coils, often only 
including a second-order SH set. As a result, severe magnetic field inhomoge-
neity in many parts of the human brain is the rule rather than the exception. 
The results in Figure 4.9 and 4.13 clearly demonstrate that it is beneficial to 
extend the MR system with higher order (n > 2) SH shim coils, but this comes 
at the cost of increased space requirements. Over the last decade, significant 
research efforts have focused on alternative approaches to homogenize the 
magnetic field across the human brain. The approaches fall in two catego-
ries, one employing subject-specific shimming with passive (i.e. no current 
carrying) materials and the other with active non-SH-based coils.

4.5.1  �Passive Approaches
Passive shimming involves the placement of magnetic material at strategic 
locations so as to compensate the magnetic field inhomogeneity within an 
adjacent region-of-interest. As described previously, passive shimming is 
routinely employed in optimizing the magnetic field homogeneity of the 
bare magnet by placing small pieces of steel at the edge of the magnet. The 
same principle can be applied for the optimizing of subject-specific magnetic 
field homogeneity.

Probably the first example was shown by Jesmanowicz et al.,55 who used 
copy-toner as a ferromagnetic material for passive shimming. Following the 
characterization of the required SH field terms, printed distributions of copy 
toner on sheets of paper were created which were subsequently rolled to 
form ferroshim inserts.

Juchem et al.56 used a Ni–Fe alloy (permalloy) to create high strength sec-
ond order SH fields to supplement the weaker, active SH shims in an animal 
MRI system. By using two permalloy strips per SH term, all five second order 
SH fields could be generated with good accuracy. Following magnetic field 
mapping to determine the required SH fields the subject-specific passive 
shim set was constructed to achieve a correction of the bulk magnetic field 
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inhomogeneity. As a final step the active shims were fine-tuned to achieve the 
optimal magnetic field homogeneity.

As described earlier, the magnetic field inhomogeneity in the human fron-
tal cortex is caused primarily by the susceptibility difference between air 
in the nasal cavity and water in the brain. As an air-filled sphere is a rough 
approximation of the nasal cavity, the magnetic field inhomogeneity is 
roughly dipolar in nature (Figures 4.2F and 4.9). While this is a great oversim-
plification of the problem, the positive lobe of a general paramagnetic dipole 
field can be seen in essentially all human subjects. Wilson et al.57,58 proposed 
to reduce the magnitude of this roughly paramagnetic dipolar field distri-
bution by placing a highly diamagnetic material in the mouth of subjects. 
The mouth cavity is typically located directly underneath the sinus cavity in 
the z direction, which is by definition the B0 magnetic field direction. The 
negative dipole lobe of a diamagnetic material in the mouth can then greatly 
reduce the positive dipole lobe induced by the sinus cavity. Wilson et al.57,58 
used highly oriented, pyrolytic graphite (PG) as the diamagnetic material. 
The susceptibility of PG is highly anisotropic with χ ∼ −450 ppm perpendic-
ular to and χ ∼ −85 ppm parallel to the graphite plane. In order to accom-
modate inter-subject magnetic field variations a range of PG-based mouth 
inserts were created. While the mouth inserts improved the magnetic field 
homogeneity in several brain areas, significant inhomogeneity remained in 
other parts. Ultimately, the use of PG-based diamagnetic mouth inserts has 
not been embraced by the larger MR community. Contributing factors might 
be subject discomfort and the inability to provide whole-brain magnetic field 
homogeneity.

The use of a single material with a fixed susceptibility (copier toner, per-
malloy, pyrolytic graphite) limits the flexibility in generating local magnetic 
field shapes. Koch et al.59 extended the field shaping capability of passive 
shimming by using two materials with different magnetic susceptibility. 
Paramagnetic zirconium (χ = +92 ppm) and diamagnetic bismuth (χ = −164 
ppm) provide a strong, local magnetic field perturbation, are easy to use and 
are readily available at reasonable cost. Using these materials in an animal 
MRI scanner the magnetic field homogeneity across the mouse brain was 
optimized using a cylindrical/conical array of 6 rows and 16 elements per 
row. The magnetic field maps were decomposed with the experimentally 
measured response of unit pieces of zirconium and bismuth to obtain the 
optimal metal distribution across the 96 elements. The magnetic field homo-
geneity improved across the entire mouse brain and outperformed standard 
second-order SH shimming. The two-material passive shimming approach 
has since been extended to human brain.60,61

The primary disadvantage of all passive shimming approaches is the lim-
ited ability to account for inter-subject variations during MR studies. The 
magnetic field homogeneity across the human brain varies strongly owing to 
anatomical differences between subjects, but also owing to positioning and 
angulation relative to the magnetic field direction within the magnet. This 
observation is supported by the large range of SH shim fields that exist for 
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different subjects37 (Figure 4.10C). A single, fixed passive shim can, therefore, 
not be expected to optimally improve the magnetic field homogeneity, and 
tailoring of the passive shim setup to the subject becomes mandatory. While 
this optimization leads to improved performance, it also greatly increases 
the time requirements to construct or adopt a subject-specific passive shim. 
The inability to rapidly and effectively deal with inter-subject magnetic field 
variations has led to a dismissal of passive shimming by the larger MR com-
munity. Nevertheless, the passive shimming approaches have demonstrated 
that non-SH-based shimming can be highly effective. This has naturally led 
to the development of active shimming approaches that do not rely on the 
SH framework.

4.5.2  �Active Approaches
Hsu and Glover62 were one of the first to show that local active shimming 
has the potential to greatly improve the local magnetic field homogene-
ity. By placing three independently adjustable current loops in the human 
mouth cavity, the total magnetic field can be sufficiently shaped to provide 
improved magnetic field homogeneity across the human frontal cortex in a 
subject-specific manner. While these studies provided proof-of-concept for 
local active shimming approaches, devices placed within the human body 
create patient discomfort and safety concerns that prevent acceptance within 
the MR community.

Another active approach is so-called single-channel shim coils.63,64 A sin-
gle, continuous wire can be routed in complicated ways to produce a mag-
netic field of almost arbitrary complexity. This has been used successfully to 
homogenize low-field, open MR magnets. The disadvantages for in vivo shim-
ming are similar to that of passive approaches in that a single-channel coil 
will not have sufficient flexibility to capture the inevitable large inter-subject 
variations.

The single-channel shim coil concept has been extended by Harris et al.65 
with a technique referred to as the dynamically controlled adaptive current 
network. Instead of using a single, continuous wire Harris et al. used a cylin-
drical grid of wires in which each intersection is controlled by switches/
transistors. By controlling the switches in several hundred intersections, the 
current flow can be forced along complicated trajectories similar to the single- 
channel approach. As the switches can be controlled dynamically, a wide 
range of current pathways can be achieved with the same setup. While the 
technique works well at a proof-of-principle level, a detailed assessment of 
the in vivo shimming performance is currently lacking.

Juchem et al.66 extended the concept of local active shim coils to a setup 
that is entirely outside the human body. By using six independently adjust-
able current loops of varying sizes placed in specific, fixed locations a sig-
nificant improvement in magnetic field homogeneity across the human 
frontal cortex was achieved without negatively affecting other parts of the 
brain. Whereas the design aim of this study was limited to the human frontal 
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cortex, it proved that local active shimming using a multi-coil (MC) setup 
external to the human body can be highly successful. The generalization of 
the local, active shimming approach to a grid of 4 × 12 DC coils was pre-
sented in 2011 for the human brain,67 based on earlier studies performed on 
mouse brain.68,69 When applied in a dynamic fashion, MC-based shimming 
is referred to as DYNAMITE (DYNamic Multi-coIl TEchnique).

4.5.2.1 � Principles and Considerations in Multicoil Shimming
The implementation of MC shimming is to a large degree characterized 
by flexibility in the position, orientation and shape of the individual DC 
coils. Whereas the design philosophy of SH shim coils often hinges on 
achieving high purity of individual SH terms over a fixed DSV, MC setups 
essentially rely on the magnetic field generated by a simple circular cur-
rent loop (Figure 4.4B and C). The accuracy or purity of an MC-generated 
shim field is therefore not determined beforehand, but is optimized for 
a given ROI. As a result, an MC setup can be tailored for specific exper-
imental conditions, anatomical regions or species. For example, an MC 
setup for rat brain MRI has been described in which the placement of DC 
coils was restricted owing to the presence of a surface coil RF transceiver 
and electrophysiological equipment.70 Despite the non-cylindrical distri-
bution of DC coils, excellent magnetic field homogeneity was achieved 
across the rat brain. Using this flexibility it is not hard to see that specific 
organs, such as the human breast or spine, can greatly benefit from dedi-
cated MC setups.

However, despite the flexibility there are a number of guiding principles 
that can maximize the performance of an MC setup. It is well-known that 
the magnetic field strength generated by a circular current loop decreases 
rapidly with increasing distance from the coil. For an axially oriented coil 
(Figure 4.4B) the magnetic field strength drops to 35% and 9% relative to 
that in the center of the loop at one and two radii away from the coil, respec-
tively. Proximity of the DC coils to the subject under investigation is therefore 
important for maximum efficiency.

It is also well known that the presence of metal can have a significant effect 
of the RF field distribution of a loop coil.71 In the first mouse MC prototype 
setup a dampening of the RF transmit field was observed when the MC setup 
was placed within the RF coil.69 Placing the MC setup outside the RF shield 
in a second mouse prototype68 eliminated all effects on the RF field distribu-
tion. Using this knowledge, the interaction between RF and DC coils in the 
MC setup designed for human brain studies was minimized through elimi-
nation of physical overlap between the two coil types.67 Recent work has pur-
sued the combination of RF and DC coils using the same physical wire.72–74 
While in these studies the RF eddy-current-induced dampening of the RF 
transmit and receive fields was minimal, the RF performance was nonethe-
less compromised, presumably owing to the increased complexity of the RF 
coil circuitry.
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Shim coil efficiency, i.e. the ability to generate a certain shim field strength 
and shape for a given current and wire length, is an important parameter 
for any shim coil design. For classical SH shim coils the efficiency is a con-
stant since the shim coil geometry and target DSV are fixed. For MC-based 
shim setups, efficiency is a dynamic parameter that depends on the ROI, MC 
geometry and desired shim field. Juchem et al.75 performed a detailed anal-
ysis of the efficiency for MC setups to generate SH fields of various orders. It 
was found that a 6 × 8 MC setup, similar to the one used for MC shimming 
of the mouse brain,68 could generate all first through third order SH fields 
over a spherical DSV with a similar efficiency as dedicated SH shim coils. 
When the ROI was reduced to a single slice, the MC efficiency increased 
several-fold, the amount depending on the exact SH term. Finally, when 
applying all SH fields together, the overall MC efficiency was found to be 
several-fold higher than the SH efficiency. The MC efficiency for specific SH 
terms could be enhanced by specific DC coil placement. However, this would 
reduce the flexibility of MC shimming to deal with any arbitrary magnetic 
field distribution. The MC accuracy and efficiency to generate lower-order 
SH fields can also be improved by replacing the simple circular DC coil shape 
with more complex, optimized coil shapes.76 It remains to be proven if more 
accurate lower-order SH fields generated by an MC setup translate into an 
improved shimming performance. Currently, the MC efficiency is such that 
improved magnetic field homogeneity on mouse, rat and human brain has 
been achieved at high magnetic fields with only a modest ±1 A current on 
each DC coil.

A final consideration of MC-based shimming relates to potential interac-
tions between the DC current loops and (1) other DC current loops, (2) the 
magnetic field gradients and (3) the magnet. Similar to dynamic SH shim-
ming, the application of dynamic MC shim fields is inherently more power-
ful than the use of a single, fixed MC setting. Rapidly changing the current in 
one DC coil should, according to Faraday’s law of magnetic induction, lead 
to induced currents in the surrounding coils. This effect has indeed been 
observed experimentally,77 although the induced currents amount to less 
than 1% of the driving current when driven by amplifiers with a constant 
current topology. In addition, this effect is only visible during changes in 
DC current. Since these changes always occur prior to slice excitation, the 
effect is inconsequential for dynamic MC shimming. Similar to the interac-
tions between DC coils, the effect of magnetic field gradients can also be 
observed as small (<1%) induced currents in the DC coils during magnetic field 
gradient transients.77 As magnetic field gradients between signal excitation 
and reception are balanced in most MR pulse sequences, the total effect is 
largely self-canceling. Finally, DC current loops can, in principle, generate 
eddy currents in the magnet cryostat and other structures when pulsed. For-
tunately, the close proximity of the MC setup to the subject automatically 
translates to a significant physical distance between the MC shims and the 
magnet bore. As a result, MC-induced eddy currents have not been observed 
experimentally.
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4.5.2.2 � Multi-Coil Shimming of the Human Brain
Figure 4.15 shows a typical MC shimming result on the human brain. 
Using a 48-coil setup similar to that described by Juchem et al.67,78 the mag-
netic field homogeneity obtained after static, whole-brain shimming (Fig-
ure 4.15A) is comparable to static, fifth-order SH shimming or dynamic, 
third-order SH shimming. However, the magnetic field homogeneity fol-
lowing dynamic MC shimming (Figure 4.15B) is better than that achieved 
with any other shimming method. Figure 4.15C and G (left column) give 
the quantitative summary of the MC shimming performance which can 
be directly compared to Figures 4.10A and 4.14 for static and dynamic SH 
shimming, respectively.

Recently, the local DC current coils that are integral to the MC shimming 
approach have been combined with the high-frequency RF receive coils.72–74 
Using the same physical wire for the shim and RF currents has the advan-
tage that both coil types can be close to the subject. The disadvantages are 
that (1) the shim coil is limited to a single turn, thereby demanding stron-
ger shim amplifiers to provide the required magnetic field strength. (2) The 
RF coil design is substantially more complex with the need for multiple 
chokes and additional inductors and capacitors to allow the flow of DC cur-
rent in an AC-optimized loop. The need for additional components per coil 
can lead to compromised RF sensitivity.74 (3) The combined RF-shim setup 
is limited to studies that employ a receive coil array and finally (4) RF and 
MC do not necessarily share the same optimal geometry. Nevertheless, the 
combination of RF and shim coil into a single setup is attractive and Figure 
4.15C and G (middle column) show the performance of a 48-coil (‘helmet’) 
RF-shim setup (Figure 4.15E). For global, static shimming the RF-shim 
setup is inferior to the four-ring, 48-coil set up shown in Figure 4.15D. How-
ever, for dynamic shimming the performance of the two setups is similar. 
This again underlines the flexibility of the MC shimming approach in that 
the performance is not critically dependent on the exact coil placement. 
The poor global shimming performance of the helmet RF-shim setup is 
due to the absence of DC coils around the nose and mouth areas, thereby 
preventing the proper shaping of the required global shim fields. This 
can be remedied by employing a hybrid setup consisting of 24 combined 
RF-shim coils and 24 DC coils in two rings of 12 (Figure 4.15F). The global 
shimming performance of this hybrid setup is markedly improved (Figure 
4.15C and G, right column), while retaining excellent dynamic shimming 
capabilities. The results in Figure 4.15 demonstrate that superior shim-
ming performance can be obtained with non-SH-based setups composed 
of local DC coils. After adhering to some general guidelines on reasonable 
proximity and coil distribution, the exact experimental implementation of 
the MC concept is highly flexible with many possibilities for RF and DC 
coil positioning and integration. It is expected that the future will bring 
study-specific MC setups, similar to the study-specific RF arrays commonly 
employed.
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5.1  �Introduction
The acquisition of the first MR image was reported by Paul Lauterbur in 
1973.1 He used the first-order shim coils of his laboratory NMR system in 
order to measure spatially dependent magnetic resonance signals. These 
so-called ‘secondary fields’ from the shim coils were superimposed onto the 
much stronger B0 static magnetic field. Rudimentary images were formed 
using a backprojection technique. Starting with these backprojection meth-
ods, together with later line scan2 and echo planar imaging (EPI) methods3 
devised by Peter Mansfield, linear field gradient coils became an essential 
part of an MRI system. Incorporation of these gradient coils has also become 
standard in high resolution NMR systems, both for liquid and solid samples, 
as covered in Chapter 1.

5.1.1  �Linear Magnetic Field Gradients
MRI requires spatially varying magnetic fields in all three dimensions (x,y,z), 
a requirement met most simply by three orthogonal fields ( )B r

 
 in which the 

field amplitude varies linearly with the spatial coordinate. Current-carrying 
conductor geometries which generate these field types are named ‘constant 
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gradient coils’ or simply ‘gradient coils’. The Larmor frequency of a nucleus 
at position r is given by:
  
	  0B B r  

  
	 (5.1)

  
The strength of the main magnetic field B0 is typically two orders of mag-

nitude higher than the maximum value imposed by the secondary gradient 
fields. The Larmor frequency is determined almost solely by the value of 
Bz(r), with the effect of field components which are perpendicular to B0 being 
almost negligible (see Figure 5.1):
  
	 222

0 0 0 0 0 0 0( ) ( ( )) ( ) ( ) ( )yxz z
BBB r B B r r r B B r     

      	 (5.2)
  

In this chapter, the term ‘B(r)’ will be used as an abbreviation for the mag-
netic field component Bz(r). The gradient fields for the three dimensions x,y,z 
will be referred to as Gx(r), Gy(r) and Gz(r), respectively.

5.1.2  �Spatial Encoding and Geometric Distortion
As covered in Section 1.11, the ideal gradient coil generates a magnetic field 
whose spatial derivative is constant over the entire spatial domain:
  

  constant, ( ) constant, ( ) constantz z z
x y z

B B B
G r G r G r

x y z
  
  

       
	

(5.3)
  

Maxwell’s laws, however, dictate that this requirement can only be met in 
a finite region of space, the so-called linearity volume (LV), which is usually 
expressed as a diameter-of-spherical-volume (DSV) with a certain linearity 
radius rLV (see Figure 5.2). If part of the sample lies outside the LV, its spin 
density information will be projected non-linearly onto the frequency axis. 
The resulting images show geometric distortions and foldback artifacts. 
Deviations of the spatial derivative of the gradient from the nominal value 
(without a change in sign) cause local compression or elongation of the spin 
density projection on the frequency axis. In the spatial domain, this is mani-
fested as local image distortions and deviations from the true signal intensity. 
Since the characteristics of the non-linearity are determined by the particular 
gradient coil design, the image distortions can be corrected by interpolation 

Figure 5.1  ��Vector components of the magnetic field at position r0.
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(‘distortion correction’) after measurement. However, this method cannot 
correct the deviation from the nominal spatial resolution within the interpo-
lated region, resulting in image blurring and loss of spatial resolution.

An aliasing artifact is generated if part of the excited sample lies beyond 
the peak of B(r), i.e. in a region in which the sign of the first derivative of the 
gradient field has changed from positive to negative, or vice versa, as depicted 
as region C in Figure 5.2. In this case the spin density is projected onto a fre-
quency range which is exactly the same as that encoded within part of object 
A, and therefore an artificial signal overlap is seen in the reconstructed 
image. A key element in gradient design is, therefore, to obtain as large a vol-
ume as possible over which the gradients are linear, and to avoid any regions 
that can cause aliasing.

Another factor that is very important to consider in gradient coil design 
is the generation of “eddy currents” in other conducting structures within 
the magnet system. By Faraday’s law, the time-dependent switching of the 
magnetic field will induce currents in any continuous conductor surface, and 
Lenz’s law states that the direction of induced current flow will be such that 
its magnetic field opposes the change of magnetic field that caused the cur-
rent flow. These eddy currents will have several spatially dependent terms, 
which can decay with significantly different time constants. The presence 
of these time-varying eddy currents during imaging and/or spectroscopy 
sequences can have serious effects on the data quality, and so minimiza-
tion of eddy currents is a major design criterion, as will be covered in detail 
later in this chapter. The basic approach is to use a secondary shielding coil, 
placed outside the main gradient coil, in an “actively shielded gradient set”.

Figure 5.2  ��(Left) Simulated distortion plot of two identical transverse gradient 
axes (X,Y) in the Z = 0 plane. Within a circle with a diameter of 400 mm, 
the pixel misregistration is less than 10 mm. (Right) Imaging character-
istics of a typical gradient field Gz. The magnetic field amplitude Bz is 
plotted against the spatial coordinate z. The imaging sequence projects 
the spin density ρ(z) of the three objects A, B, and C on to the frequency 
axis, ω. A represents a linear projection as desired, B displays geometric 
distortion at the boundary of the linearity volume, and C exhibits back-
folding/aliasing from outside the linearity volume.
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5.1.3  �Classification of Design Methods
According to Turner,4 gradient coil design methods can be divided into two 
categories (see also Figure 5.3). The earliest methods, which were the main-
stay until the mid-1980s5,7 are based on optimization of the geometry (size/
position) of independent current loops (‘discrete windings’). More advanced 
methods introduced later are based on the design of a continuous current den-
sity surface. This can be performed using methods such as finite element,8 
as covered in more detail in Chapter 8. The continuous current density can 
be realized in its calculated form, or can be discretized to map on to distinct 
current loops in a second step, which produces ‘distributed windings’. These 
two categories of methods are referred to as Biot–Savart (‘discrete windings’) 
and current density (‘distributed windings’) methods, respectively, and are 
outlined in the next two short sections.

5.1.4  �Biot–Savart Methods
As shown in Chapter 1, Appendix A, the magnetic field B


 of an arbitrarily 

chosen conductor path driven with a current I (and divided into a finite num-
ber of pieces dl


, each located at position r′) can be calculated using Biot–

Savart’s law (which can be derived directly from Maxwell’s equations in the 
magnetostatic case):
  

	  
 

3
d

d  
4π

r rI l
B r

r r

 
 



  


 
′

′
	 (5.4)

  

Figure 5.3  ��History of gradient coil design methods. *) In 1991, PNS (peripheral 
nerve stimulation) was shown to limit gradient performance, *2) R. 
Turner, Gradient Coil Design, A Review of Methods, Magn. Reson. Imag-
ing, 1993, 11, 903.
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The magnetic field at the position in space r can be computed by numeri-
cal integration of the contributions dB


 of all conductor pieces dl


.

5.1.4.1 � Examples
As covered in Appendix B in Chapter 1, a linear gradient in the axial (z) direc-
tion can be produced by two suitably spaced windings, with opposite cur-
rents, on a cylindrical surface (the so-called ‘Maxwell coil’ shown in Figure 
5.4a). A linear gradient in the transverse (x,y) direction requires a slightly 
more complicated conductor geometry, and can be produced by four sym-
metric arcs, spaced appropriately on a cylindrical surface, as depicted in Fig-
ure 5.4b. Both coil types generate a linear field gradient within a sphere with 
a diameter of about half that of the coil cylinder (see Figures 5.5 and 5.6).

Figure 5.4  ��(left) Maxwell coil: two windings on a cylindrical surface with radius 
a and spacing d = a√3 generate an approximately linear field gradient 
in the z direction. The deviation from an ideal field gradient within a 
sphere of rLV = 0.5a is less than 5%. (right) Golay coil: two pairs of arcs 
with radius a and geometry parameters φ = 120°, Δ1 = 0.78a and Δ2 = 
5.13a generate a linear field gradient in the y direction (rLV = 0.4a, devia-
tion <5%). The wire current in the x–z plane with y > 0 is opposite in sign 
to the current in the x–z plane with y < 0.

Figure 5.5  ��Contour plots of the magnetic field (Bz) of a Maxwell coil in the rz-plane 
(I = 20 A, r = 35 mm, contour steps 0.23 mT, red and green contours indi-
cate opposite signs). The deviation from an ideal field gradient within a 
35 mm sphere (LV) is less than 5%.
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So-called building block methods use several parameterized conductor 
loops in order to increase the size of the linearity volume. An axial gradi-
ent coil could, for example, be formed from three pairs of circular loops on 
a cylindrical surface. The axial positions of the loops could be used as an 
optimization parameter for an iterative algorithm. After each step (i.e. mod-
ification of the positions of the loops), the net magnetic field is calculated 
with the Biot–Savart law and compared with the target specification, with an 
optimization algorithm used to minimize the difference between the calcu-
lated and target fields. Examples of such optimization algorithms that have 
been used in gradient coil design include gradient descent, the least-square 
method, and simulated annealing.5–7

5.1.5  �Current Density Methods
The magnetic field of a gradient coil is characterized by the direction and 
strength of the current flow in the conductor loops. It is advantageous to gen-
eralize this description to a continuous current density on the coil surface. 
In general, the resulting coil design will show higher spectral purity and less 
inductance in comparison to Biot–Savart methods.4

The current density ( J) on the surface of a cylindrical coil can be written as 
(see also Figure 5.7):
  
	  , ( , ) ( , ) z zJ z J z e J z e    

  
	 (5.5)

Figure 5.7  ��Schematic of the current density J(φ,z) of a cylindrical coil with vector 
components Jz and Jφ. The two vector components are linked via the 
magnetostatic continuity equation.

Figure 5.6  ��Contour plots of the magnetic field (Bz) of a Golay coil in the rz-plane (I = 
20 A, r = 35 mm, contour steps 0.29 mT, red and green contours indicate 
opposite signs). The deviation from an ideal field gradient within a 28 
mm sphere (LV) is less than 5%.
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where ϕ is the azimuthal angle. Both vector components are linked to each other 
via the magnetostatic continuity equation. Hence, the time derivative of the 
electric charge density ρ becomes zero (i.e. in this case of a constant current):

	
d

0
d

J J
J

t z



 

      
 

 


	 (5.6)
  

According to eqn (5.6), all elementary currents on the current density sur-
face form closed conductor loops. This property can be exploited by numer-
ical optimization methods, which divide the current density surface into 
elementary rectangular conductor loops.

Several analytical9 and numerical10 optimization methods have been devel-
oped in order to determine the current density function J(ϕ,z).

The analytical target field method developed by Turner11 calculates the cur-
rent density distribution on a cylindrical surface, which generates a desired 
target field variation inside the coil cylinder. If there is no restriction to the 
coil length, the current density for each gradient axis (x,y,z) can be calculated 
on two separate (concentric) cylinder surfaces, as introduced by Bowtell and 
Mansfield.12 The innermost or primary surface generates the desired gradi-
ent field within the target field volume. The outer or secondary surface can-
cels the stray field outside of the gradient coil and prevents induction of eddy 
currents on conductive surfaces of the main magnet (Figure 5.8).

One of the earliest finite element approaches divides the coil surface into 
small current density elements.10 The magnetic field contribution of each 
element to a set of points within the region of interest is then used to formu-
late a matrix equation. The equation is solved in such a way that the resulting 
discrete current density distribution produces a minimum deviation from 

Figure 5.8  ��(a) Isometric view of the finite-element mesh data of a typical cylindrical 
actively screened coil. A numerical optimization algorithm computes 
both direct and indirect (induced eddy current) field contributions of 
each mesh element and stores them in a matrix. (b) Current density 
surfaces of an actively screened gradient coil. In some cases, as shown 
in the next two figures, it is beneficial to connect the primary and sec-
ondary surfaces by introducing an additional radial (connector) plane.
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a given target field in the region of interest. Wire patterns for both optimi-
zation approaches may be derived from contours of the current density’s 
integral (‘stream function’).13 These types of methods have been extended 
by adding optimization criteria, such as minimum inductance, minimum 
power, or minimum torque with respect to the main magnet.14,15

Eddy current effects of a given gradient coil design can be influenced and 
optimized on the design level. Mansfield and Chapman12 minimized the 
stray field of a cylindrical gradient coil by connecting a concentric screening 
layer in series with the primary layer. In order to fully screen the field of the 
primary layer, the screening layer needs to be longer (at least by the distance 
between primary and screen).

For short whole-body gradient sets with a length/diameter ratio of <2 and 
DSV > 40 cm, the resistance of the gradient coil becomes an important issue. 
With conventional shielded coil designs, current returns consume nearly 
half of the surface. To achieve high gradient efficiency and allow very high 
currents (>400 A), the optimum utilization of space in the radial dimension 
is essential. The so-called ‘3D coil design’ is one approach to solve this prob-
lem.16 In 3D design, the optimization process takes place on two radially 
connected current density surfaces (see Figures 5.9 and 5.10). As a result, 
primary and secondary half-loops form a common ‘3D-loop’, which saves up 
to 50% in space compared to a conventional wire pattern. In addition, the 
undesired field contributions produced by current returns are reduced.

The following section describes the practical implementation steps in 
designing a gradient coil using the current density surface approach, with 

Figure 5.9  ��Example of a transverse cylindrical gradient coil incorporating the con-
cept of 3D coil design. (left) Contour lines of the current density (1/8 of 
the cylindrical surface is shown for clarity: the remainder can be recon-
structed by symmetry). (right) The particular dimensions of the coil 
geometry. Reproduced from ref. 39 with permission from John Wiley 
and Sons. Copyright © 2002 Wiley-Liss, Inc.
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the particular example of a saddle-shaped coil. First, the current density sur-
face of a cylindrical coil is divided into N adjacent elementary areas, each 
with an individual mesh current Ij, where j = 1…N. Each current forms a 
closed loop at the boundary of its elementary area. The target field Btarget,i is 
a vector of magnetic field values with i = {1…M}. The target field coordinates 
are denoted as zi (e.g. M points on a sphere, the outer surface of which defines 
the linearity volume). The magnetic field Bi(zi) at a target field point can be 
computed by adding up the field contributions of all N elementary areas, as 
shown in Figure 5.11. This contribution consists of a geometry-dependent 

Figure 5.11  ��The current density plane of a cylindrical gradient coil is divided into 
N × M mesh elements. The resulting magnetic field on the surface of 
the target field sphere can be calculated by adding the contributions 
of each mesh element with individual mesh currents In,m.

Figure 5.10  ��Wire patterns of an actively shielded transverse gradient coil with 3D 
design. The primary layer is shown in blue, the radial connectors in 
red and the shielding layer in yellow.
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matrix element fij (numerically calculated with the Biot–Savart law) and the 
individual mesh current Ij:
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Using eqn (5.7), one can determine the magnetic field vector at the target 

field coordinates zi for a given current vector I.
In order to prepare the input for a quadratic optimization algorithm, one 

needs to define a target function Q. This function contains at least a qua-
dratic weighting term of the deviation from the target field (Bi − Btarget,i) and 
in most cases also a weighting term for the field energy (denoted as we) and 
the inductance (L) of the coil.
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The matrix elements Ljk contain the self and mutual inductance of every 

mesh element. In order to exclude invalid (non-physical) solutions, further 
boundary conditions need to be defined. The maximum/minimum mesh 
currents and differences between adjacent mesh currents must be chosen 
according to the maximum allowable wire current and wire cross-section.

With all this information properly transformed into vector and matrix 
form, a quadratic simplex algorithm, for example, can be used to find the 
optimum current vector Iopt. Each Iopt,j corresponds to a particular rectangu-
lar mesh element, representing the optimized current density. Hence it is 
possible to obtain the stream function via numerical integration of the two 
dimensional representation of the current density. Finally, the wire pattern 
for the coil is extracted from the contour lines of the stream function (see 
Figure 5.12).

However, this is only the first step towards the development of a fully func-
tional gradient system. The wire pattern needs to be adapted to the available 
wire cross-sections and the particular manufacturing methods for the coil 
layer. The physical and electromagnetic interactions of the gradient coil with 
other components of the MR system are also important aspects of gradient 
design. One major factor is the coupling with the main magnet. Interactions 
with large surfaces with high conductivity, transferred vibrations, rigid body 
forces and energy deposition into the helium vessel all need to be analyzed 
and may be included in the optimization algorithms. One example is the 
induction of eddy currents on the cryoshield (see Figure 5.13). These can 
be introduced into the target function Q as a linear boundary condition or 
even as a quadratically weighted term. The surface of the cryoshield (eddy 
current surface) is modeled as a mesh similar to the primary and secondary 
current density plane of the gradient coil ( j = {1…Neddy}). The calculation of 
the magnetic field vector of the eddy currents on this surface following a 
gradient pulse can be performed in two steps. First, it is assumed that the 
eddy current surface behaves as a superconductor and induction is always 
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normal to the surface. Hence, the relationship between the stray magnetic 
field Bstray,i of the gradient coil and the induced current immediately after the 
gradient pulse in each mesh element of the eddy current surface Ieddy,j can be 
described by the matrix element mij:
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Figure 5.13  ��Typical stray field plot of a shielded gradient axis. The absolute value of 
the magnetic field is calculated outside the gradient coil body (which 
has a length of 1.2 m and a reference gradient strength of 1 mT m−1) at 
the position of the cryoshield of the main magnet.

Figure 5.12  ��Example of a gradient coil design workflow with a discrete current 
density as the optimization output (showing 1/8th of a saddle coil to 
produce either an x- or y-gradient). The stream function is calculated 
by numerical integration on an interpolated fine mesh. The wire pat-
tern is generated from the contour lines of the stream function.
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In the second step, the effect of all eddy currents in the mesh elements on 
the target field points is calculated. Similar to eqn (5.7), the magnetic field 
contribution of each mesh element of the eddy current surface is stored in a 
vector Beddy,i(zi). Using the geometrically defined matrix element element nij 
one can write:
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Combining eqn (5.9) and (5.10), the magnetic field vector of the eddy cur-

rents acting on the target field point zi can be written with the matrix ele-
ments mnij (and may be added to the target function Q):
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5.1.6  �Methods Using Spherical Harmonics
As covered in Appendix B in Chapter 1, it is also possible to use techniques 
involving cancellation of particular spherical harmonics in order to design 
gradient coils. For gradient coil design it is usually sufficient to consider har-
monic expansions up to the 3rd order. Since examples have been given in 
both Chapters 1 and 4, these techniques are not described in detail here.

5.1.7  �Definition of Gradient Performance Parameters
Conventional clinical MR scanners are capable of switching a gradient ampli-
tude of 30–80 mT m−1 within 200–400 µs. The highest performance demands 
are associated with diffusion-weighted sequences, which require fast gradi-
ent switching for the EPI readout pulses, at least a 30 mT m−1 peak ampli-
tude for the diffusion pulses, high duty cycle, and excellent shielding of eddy 
fields. Gradient system specifications and performance consist of many mea-
sures, including peak gradient amplitude, slew rate, linearity volume and 
free bore diameter. Optimizing the design necessarily involves compromises 
since, for example, increasing the free bore diameter reduces the maximum 
gradient amplitude that can be achieved. Of course, one must also consider 
that gradient coils optimized for whole-body applications with a large linear-
ity volume and inductance also require high-voltage/-current power supplies 
to drive them, and there are limits on the performance (power/response time 
etc.) of these supplies that affect the characteristics of the overall gradient 
system (covered further in Section 5.2.2).

The inductance L and ohmic resistance RL define the maximum slew rate 
(SR) of the gradient coil current I(t). An electric circuit consisting of a coil and 
a voltage supply V(t) can be described by the differential equation:
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If one assumes that the maximum supply voltage Vmax is constant during 
the switching time corresponding to the transition from I = 0 to I = Imax, V(t) 
can be replaced by Vmax in eqn (5.12). If the contribution of RL is very small, a 
good approximation of the gradient rise time, trise, is given by:
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I
t L

V
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Assuming a peak gradient amplitude of Gmax at maximum current Imax and 

maximum voltage Vmax, the value of the SR of the gradient system can be 
written as:
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One needs to keep in mind that this approximation is only valid if the 

parasitic voltage drop, given by RL × I(t), across the coil resistance is approx-
imately two orders of magnitude smaller than the available voltage of the 
power supply. This assumption is usually fulfilled for whole-body gradient 
systems: indeed, otherwise the power requirements of these large gradient 
coils would exceed the capability of commercially-available gradient power 
supplies and cooling systems.

To a first approximation, the MRI spatial resolution improves with higher 
gradient amplitude (i.e. the spatial derivative of the gradient field, see Figure 
5.2), because the bandwidth of the MR system can be projected onto smaller 
physical dimensions within the sample. A high SR, or equivalently a short 
trise, and fall time (which can be considered to be equal to the rise time) are 
desirable, since the total time required to play out a gradient pulse, trise +  
tflattop + trise is reduced and so, for example, shorter TE values within an imaging 
sequence are possible giving a higher SNR for tissues in which T2 ≤ TE.

Neglecting the interaction of the gradient system with other components of 
the MR system at this point, the requirements on a gradient coil can be sum-
marized by three design criteria: (i) the highest possible linear field gradient 
or gradient strength, (ii) the lowest inductance or fastest slew rate, and (iii) the 
maximum extent of the linear field gradient inside the linearity volume.

It is convenient to use standardized terms for the comparison of gradient 
coil designs of different nature. The most common terms are given below.

5.1.7.1 � Gradient Efficiency, η, in Units of [mT A−1 m−1]
The gradient efficiency is given by:
  
	  for a given number of windings 

G
I

  N 	 (5.15)
  

Typical values vary from ∼10 mT A−1 m−1 (coil radius ∼30 mm) for MR 
microscopy gradients to around 0.1 mT A−1 m−1 (coil radius ∼350 mm) for 
whole-body gradients.
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5.1.7.2 � Linearity Radius rLV [m]
This is defined as the radius of a sphere where the deviation of the field gra-
dient from the reference value is less than a defined limit (e.g. 5%). Typical 
linearity volume radii for MR microscopy gradients are 25 mm and for whole-
body gradients 250 mm.

5.1.7.3 � Slew Rate in Units of [mT m−1 ms−1]
The SR is defined as the achievable gradient strength (mT) after 1 ms (or 
a lesser time if the maximum gradient strength is reached earlier). Typical 
slew rate values of MR microscopy systems with low inductance are 1000 mT 
m−1 ms−1, whereas whole-body gradients typically have values one order of 
magnitude less (100–200 mT m−1 ms−1).

5.1.7.4 � Performance Index PI in Units of [mT 2 m−2 ms−1]
The performance index is defined as the slew rate multiplied by the maxi-
mum gradient strength.

In terms of the design trade-offs associated with the different performance 
indices, the following relationships are useful:
  
	 (a)	�T he gradient efficiency scales as 1/r2, where r is the gradient coil radius.
	 (b)	�T he size of the linearity volume increases linearly with the gradient coil 

radius.
	 (c)	�T he gradient coil inductance increases quadratically with the number 

of windings.
	 (d)	�T he gradient coil inductance scales as r5 (for a constant gradient 

efficiency).
  

The last two rules in particular show the importance of efficient use of the 
radial space inside the magnet bore. The best gradient performance is achieved 
by using the minimum necessary number of windings driven by the highest 
available current. In practice, the maximum current is mainly limited by power 
amplifier technology, the physical forces on gradient connectors, the wire 
cross-section and cooling efficiency (the latter two parameters being related to 
the operating temperature of the gradient coil conductors). High performance 
targets in terms of shielding efficiency, linearity volume and a low degree of 
non-linearities in the gradient field result in an increased required number of 
windings, forming a significant challenge to the coil designer.

5.1.8  �Developments in “Conventional” Gradient Designs
In the early 1980s, discrete coil winding methods and “audio” gradient 
amplifiers were sufficient to achieve target specifications for gradient perfor-
mance, with imaging sequences typically taking tens of minutes. However, 
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starting with the first applications of the ultrafast EPI imaging method in the 
early 1990s,3 gradient slew rate in particular became a overarching challenge 
for gradient system design.

The first attempts to reduce the required rise time of EPI readout gradients 
involved additional resonant circuits, so called ‘EPI boosters’:18,19 although 
successful in research environments, this approach was not adopted com-
mercially. The principle is very simple, namely resonating the inductance of 
the gradients with an external capacitance. Although this arrangement could 
provide very fast smooth sinusoidal waveforms, it had several disadvantages. 
A more sophisticated approach, which could also be used to produce gra-
dients with a more desirable trapezoidal shape, is shown in Figure 5.14, in 
which three different resonant frequencies are combined together.

A more conventional approach to increase slew rate performance involved 
partitioning of the coil windings and parallel driving with two or more ampli-
fiers.20 With conventional gradient design methods, an increase in slew rate 
(other parameters being constant) can be achieved by either increasing the 
voltage of the gradient power amplifier (GPA) or reducing the inductance of 
the coil design (see Figure 5.15). Increases in the GPA voltage have become 
available over the intervening years, with current systems standardly pro-
viding 2 kV: in terms of gradient coil design, one needs to ensure that the 
insulation properties of the gradient coil system can withstand these very 
high voltages. The alternative, but also complementary, approach of reduc-
ing the inductance of the gradient coil by reducing the number of windings 
has a negative influence on the gradient linearity and maximum gradient 
strength. The decrease in Gmax can be counteracted by an increase in the max-
imum GPA current Imax. Combined with improved gradient design (i.e. new 

Figure 5.14  ��Circuitry showing a resonant gradient design, in which a number of 
different resonant frequencies can be added together to give a pseu-
do-trapezoidal gradient waveform.
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optimized wire patterns for the linear axes), newer GPAs with 50% increased 
Imax can easily achieve a doubling of the gradient slew rate.

The third basic approach to achieve higher slew rates is to reduce the inner 
radius of the coil system. As the slew rate increases inversely to the 5th order 
of the coil radius, even small absolute decreases in the diameter can have 
significant effects, and this parameter is a crucial part of the MR system defi-
nition. As an example, assume a patient bore of 60 cm and a gradient coil 
inner radius of 35 cm. Reducing the radial space for the RF transmit coil and 
patient bore tube from 5 cm to 4 cm leads to a factor of (35/34)5 = 1.156 slew 
rate increase. The 1 cm reduction can either be used to increase the gradi-
ent coil thickness (further increasing the slew rate advantage and reducing 
power losses owing to an increase in the wire cross-section that can now be 
used), or to reduce the inner bore of the main magnet and thus saving signif-
icant system cost and weight.

Historically, the availability of new GPA technology in the late 1990s (see 
Section 5.2.2) led to the development of gradient coils capable of withstand-
ing currents and voltages of up to 1 kA/2 kV. Water cooling technology for 
the GPA cabinet and the coil is mandatory to remove the large amounts of 
heat generated (up to ∼40 kW average power). Using these new GPAs, gra-
dient amplitudes of ∼45 mT m−1 and slew rates of ∼200 T m−1 s−1 could be 
achieved.

However, the high technological effort, cost and power consumption of 
this somewhat brute-force approach meant that gradient performance did 
not change much in the late 1990s. In the early 2000s it was recognized that 
significant advances would be most easily achieved by considering the mag-
net/gradient/RF coil system as a whole, rather than simply improving each 
element separately. Progress in magnet, gradient and RF technology, simu-
lation tools and system integration enabled joint concepts to be developed 
for all major MRI components. As a result, a new generation of MRI scan-
ners appeared. Interestingly, the gradient system concepts focused not only 
on higher efficiency and gradient strength, but also on aspects of patient 

Figure 5.15  ��A schematic showing simple approaches involved in the historical 
improvement in performance of gradient coils. Improved perfor-
mance parameters can be achieved by increasing GPA power and 
adjusting the coil design, or by a reduction of the (inner) coil radius 
and adjustments to the RF body coil and/or the patient bore diameter.
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comfort (see next subsection) and environmental “friendliness”. As a conse-
quence, power consumption, magnet weight and helium usage became the 
main focuses.

In order to minimize the economic and ecological footprint of a MR sys-
tem, the magnet bore size and gradient system power consumption should 
be reduced. The most established magnet bore diameter is approximately 
90 cm, combined with a patient bore diameter of 60 cm. The radial space 
between the patient bore and magnet bore is usually divided between the 
gradient coil, RF transmit coil and magnet cover, which includes noise 
damping. Moving the design target of an MR system towards lower mag-
net weight and smaller size, minimum power consumption and a defined 
extent of clinical usage, resulted in significant consequences for gradient 
coil design. As mentioned above, owing to the inverse fifth order depen-
dence of the slew rate on coil radius, even a slightly reduced coil size results 
in strongly reduced power requirements of the GPA. Reduction of the shield-
ing coil radius has a direct effect on the magnet bore size (and thus cost 
and weight). If combined with a reduced primary coil radius, the slew rate 
advantage can still outweigh the disadvantage of the smaller shield radius. 
The challenge is to find the best compromise for all functions within the 
magnet bore (RF, gradient, noise damping, patient table support) and the 
desired clinical applications (i.e. maximum gradient strength, slew rate, 
linearity and magnet homogeneity).

As an example, dedicated system design could potentially decrease the 
power requirements by an order of magnitude. The most efficient way to 
achieve this is to reduce the maximum GPA current Imax. Owing to its qua-
dratic relationship to power loss, all electrical components in the gradient 
power circuit would benefit from less complexity and lower cost. Although 
such a reduction of Imax to ∼100 A greatly simplifies GPA design, it does not 
directly affect the current density within the gradient coil (see Figure 5.16). 
The current density is independent of Imax as long as the required number of 
windings in the coil layer can be driven with the specified slew rate (limited 
by the available GPA voltage).

Figure 5.16  ��Design studies of different geometries of transverse gradient coils. 
Left: high-current design (Imax 1 kA, with thick wires gives a value of η 
= 50 µT A−1), right: a low-current design (Imax 100 A, with a much larger 
number of thinner wires gives η = 200 µT A−1).
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5.1.9  �Integrated Gradient and RF Designs
The RF transmit coil of a clinical whole-body 1.5 T or 3 T MR scanner is 
integrated within the patient bore tube. Therefore, there is always a discus-
sion from a design point-of-view about the best compromise for the relative 
amounts of radial space to be assigned to the gradient coil and the RF coil. 
Today’s gradient coils are actively shielded, and as a consequence there is 
a lower limit to the total “thickness” of the gradient coil assembly that still 
results in efficient field generation. The efficiency decreases strongly if the 
distance between primary and shield layer becomes smaller than a geometri-
cally defined limit, meaning a severely increased power to produce a certain 
gradient amplitude. For whole-body gradients, this limit is in the range of 
∼70 mm, defined by a shield coil that needs to cancel more than 50% of the 
primary field amplitude (at the radius of the shield coil layer). Similar con-
siderations are true for the RF transmit coil: as covered in Chapter 3, currents 
on the RF shield of an RF coil reduce the maximum B+

1 field per unit input 
power, and the closer the shield to the RF coil the greater the reduction in 
efficiency. Efficient implementations use the patient bore tube as a support 
structure for the RF transmit coil, and the RF return flux is guided by an RF 
screen (usually a thin, slotted copper cylinder) positioned on the inside of 
the gradient coil. This configuration helps to prevent excessive RF absorp-
tion around the gradient conductors, which show a broad resonance spec-
trum in the MHz range.

Several attempts have been made to integrate the functions of RF and 
gradient coils into a single component. For example, the concept of a bar-
rel-shaped magnet supporting both gradient and RF return flux with mini-
mal radial space requirements was published in 2005.21 The concept requires 
about a 10 cm wide gap into the centre of the gradient coil. This can be real-
ized by splitting the gradient in two separate coils or by simply separating 
the primary windings in the center of a conventional gradient coil (see Figure 
5.17). The extended RF-flux volume beyond the gap needs to be decoupled 
from the gradient conductors with additional screening layers.

The RF resonator can either be an integral part of the gradient coil body or 
can be attached independently to the patient bore tube (see Figure 5.18). The 
advantage of saving radial space is counterbalanced by design restrictions for 
both the gradient- and RF-coil. The required gap in the center of the gradient 
coil limits the freedom for shaping the RF-transmit field, and also limits the 
gradient linearity and efficiency. Figure 5.19 compares the performance of 
such an integrated design with a conventional separate gradient and RF coil.

5.1.10  �Increased Bore-Size Systems
With superconducting magnet technology becoming more efficient and 
allowing shorter magnet designs, the amount of space available for larger 
patients, or for increased patient comfort, in the MR scanner has become 
a very important design aspect, and this clearly has implications for 
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Figure 5.17  ��Design of a cylindrical transverse gradient coil with an axial gap in the center of the primary layer.



227Magnetic Field Gradients

gradient design. Historically, the issue of having a large bore magnet was 
first addressed by planar MR systems (e.g. C-shape magnets) with a low mag-
netic field strength, much less than 1 T. However, the image quality for large 
field-of-view imaging, in particular, was very low. Initially, commercial ven-
dors concentrated on increasing the field strength of these types of magnets 
to at least 1 T: however, at this point the cost of the required superconducting 
magnet technology made it commercially unviable, and now less than 5% of 
the world’s MRI market consists of such systems.

The second, and current, strategy for clinical MRI systems combines cost-ef-
ficient cylindrical designs of the main magnet, gradient coil and RF transmit 
coil, aimed towards a short patient bore (1.2–1.8 m) with a clear bore open-
ing up to 70 cm. RF integrated design (see previous section) is an aspect of 

Figure 5.18  ��Example of an integrated RF design geometry. (top) Conventional, 
(centre) hybrid, and (bottom) integrated.

Figure 5.19  ��Plots of SR vs. Gmax for of a cylindrical, transverse gradient axis design 
with constant wire thickness and radii of the primary and shield lay-
ers. The blue line denotes a design with a central gap of 10 cm in the 
primary layer. It shows a slew rate decrease with increasing maximum 
gradient strength Gmax. Valid design results are not achievable above 
Gmax = 22 mT m−1. The dashed line represents a conventional design 
without central gap, which allows a wider range of Gmax or gradient 
efficiency.
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system design that helps to save radial space. Another factor is the improve-
ment in imaging sequences and distortion correction algorithms (for gradient 
nonlinearities), which have allowed the DSV over which the gradients must 
be linear to be adjusted to the actual needs of a clinical MRI product, rather 
than the more difficult-to-achieve specifications of previous generations of MR 
systems. System optimization plays an important role during the system defi-
nition phase, as parameters such as magnet cost, RF efficiency or gradient slew 
rate are influenced significantly by the choice of magnet bore, as illustrated in 
Figure 5.20, which shows the trade-off between Gmax, SR and LV.

Today’s MRI scanners are usually designed as multi-purpose machines, 
i.e. capable of imaging any part of the body. Hence, the general approach 
of optimizing radial space between patient bore, RF transmit coil and gra-
dient coil has become the important design criterion for industry. As one 
example, in order to achieve maximum openness of a cylindrical bore, a 
conical geometry may be considered (see Figure 5.21). The design of the 

Figure 5.20  ��An example of a design of an open-bore gradient showing the inter-
play between maximum gradient strength Gmax, slew rate and linearity 
volume LV.

Figure 5.21  ��Example of a conical open-bore geometry. (top) Conventional, (centre) 
gradient and RF coils with conical symmetry, and (bottom) conven-
tional RF coil and conical gradient.
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RF transmit coil may either follow the same conical form (which is not 
favourable from a purely RF design perspective owing to the break in sym-
metry) or may maintain a cylindrical shape along the resonator’s length. 
Owing to the conical shape of the primary gradient layer, the gradient effi-
ciency is slightly reduced (in comparison to a cylindrical shape with the 
same minimum inner radius). However, this is more than compensated by 
the reduced inductance of the coil (resulting from the return conductors at 
both ends of the coil), thus giving a net advantage of 10–20% inductance. 
In practice, the tight requirements for fabrication tolerance of the conical 
layer structure reduce the advantages of this approach somewhat over the 
theoretical value.

5.1.11  �Non-Cylindrical Designs
Though cylindrical designs dominate modern gradient coils, several other 
geometries have been considered and implemented. The coil geometry obvi-
ously is determined mostly by the boundary conditions set by the main mag-
net design, e.g. planar magnets are usually equipped with planar gradient 
sets, and low-field (≤1 T) MR systems use pole shoe magnets with round pole 
plates and similarly shaped gradient sets (see Figure 5.22).

Insert gradients can technically neglect the basic symmetry of the main 
magnet, but rarely do so. Indeed, owing to the interactions between the mag-
net and gradients (e.g. concomitant fields, forces and torques), it is always 
advantageous to keep as much symmetry as possible in the basic design. 
Dedicated insert gradients for different body parts are known (e.g. spine or 
knee22), but have not been commercially successful in replacing their whole-
body counterparts: dome-shaped head-only gradient inserts have been the 
only ones to find use, and even these are not widely distributed. The elec-
trical and mechanical design aspects of non-cylindrical geometries are not 

Figure 5.22  ��Example of x- and y-planar gradients used in an open MRI system.
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very different from the whole body gradients, i.e. the target field method can 
be applied to calculate the primary and shield current density on a circular 
plane. The wire pattern and axial connections are then generated by extract-
ing the contour lines of their stream function.

5.2  �Gradient System
5.2.1  �Overview
The overall gradient system consists of a number of sub-components, each 
forming a subsystem of its own (see Figure 5.23).
  
	 (i)	� The gradient coil system comprises the three linear field coils (X,Y,Z) 

including their respective shielding coils, higher-order shim coils, 
cooling layers, temperature sensors, RF screen, current and water con-
nectors, as well as the coil support and suspension structure.

	 (ii)	� The gradient cooling system consists of the hospital’s or university’s 
primary water supply, the vendor’s secondary water cooling (i.e. heat 
exchanger) and the cooling circuit inside the magnet room (i.e. the 
connection to the cooling circuit within the gradient coil).

	 (iii)	� The GPA system usually consists of the hospitals’ main power supply, 
the power distributor for the gradient circuit, the amplifier cabinet 
(small-signal unit, final stages, transformer and supervision circuits), 
cables, filters and chokes which connect the GPA with the gradient coil 
and the MR control system.

	 (iv)	� The gradient control system comprises the computer, which calculates 
and plays out the digital gradient envelopes, the real time controller, 

Figure 5.23  ��The overall gradient system consists of the gradient coil system, the 
gradient cooling system, the GPA, the shim amplifier and the gradient 
control system, which is integrated into the MR control system.
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which transmits the digital signal and supervises the analogue current 
signal to-and-from the GPA, the gradient safety watchdog, and service 
loops for system diagnosis. Gradient distortion correction algorithms 
are implemented on the image reconstruction computer and rely on 
gradient-coil-specific pre-calculated or measured magnetic field dis-
tributions of the three gradient axes. A history of MR gradient system 
evolution is shown in Figure 5.24.

  
In the following sections, each of the above sub-components is explained 

in more detail.

5.2.2  �Gradient Coil System
Generation of magnetic fields with high amplitudes over large volumes is 
a difficult task. Historically, in one embodiment, wooden structures were 
used to support the race-track-like windings (see Figure 5.25) of some very 
early gradient coils! Rapid gradient switching leads to strong vibrations 
owing to the Lorentz forces on the conductors within the main magnetic 
field. These vibrations can be counteracted by a high stiffness of the sup-
port structures (e.g. with glass fiber reinforced plastic) and by linking all of 
the layers to a single body (e.g. with epoxy resin). In addition, a high dielec-
tric strength of all of the gradient layers is required so that electrical break-
down does not occur at the minimum (<2 mm) radial distance between 
the conductors. Hence, gradient coils today mainly consist of epoxy resin, 
which has excellent dielectric strength and high geometric flexibility at low 
cost. The challenge in the fabrication process is to ensure that all layers 
and subcomponents of the coil system are completely impregnated. With 
epoxy, this can only be achieved with a complex vacuum potting procedure. 
Every step of this procedure needs to be defined precisely and controlled 
thoroughly.23 Process and material parameter, such as the temperature pro-
file, filling material, filling percentage and curing time, need to be adjusted 
to the geometry and inner structure of the gradient coil body. A successful 
potting procedure is usually validated with a high voltage or electrical dis-
charge test of the coil. This test step ensures that the dielectric strength is 
high enough to withstand amplifier voltages of up to 2 kV for the lifetime 
(10–20 years) of the MR system.

Cylindrical gradient coils are usually assembled on a roll shaft (see Figure 
5.26). The innermost layer may consist of a thin slotted copper foil, which 
helps to minimize coupling of the coil system with the adjacent RF trans-
mit system. The gradient conductors can be prefabricated (e.g. copper pipes 
with integrated cooling circuits) or directly wound on the layer below (typical 
for longitudinal axes). Care needs to be taken that adjacent layers are fully 
impregnated while maintaining the minimum radial dimension. The wire 
cross-section is usually chosen to be as large as possible to minimize power 
loss. If slotted or water-cut copper plates are used, additional measures need 
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Figure 5.24  ��History of MRI system development. *1) M. S. Cohen and R. M. Weisskoff, Magn. Reson. Imaging, 1991. *2) F. Schmitt and E. 
Eberlein et al., ISMRM, 1999. *3) A. Vom Endt et al., ISMRM, 2000. *4) Equals an increase of gradient power (slew rate × 
amplitude) of three magnitudes over 20 years.
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to be taken to minimize eddy currents within the coil layer itself. Typical wire 
cross-sections for whole-body scanners are several tens of square millime-
ters. Animal systems or NMR scanners with a magnet bore size of 30 cm and 
less do not allow more than a few square millimeters per wire. Temperature 
monitoring and simulations are essential to prevent damage to such small 
conductive structures with their associated limited heat capacity.

The radial space between the primary and shielding coils can be used for 
various purposes. Magnets without superconducting shims can benefit from 
an iron shim system, which can be inserted into slots in the gradient coil 
body. Electrical shim coils for patient shimming can also be located within 
this space: the five second-order shim coils usually fit. Although these sec-
ond-order shims are sufficient for clinical whole-body applications, third-or-
der and higher-order shims (see Chapter 4) are important for high field 
human MRI systems as well as high resolution NMR systems. These shim 

Figure 5.25  ��Left: schematic of the different layers of a cylindrical coil system. 
Right: a historic ‘race track’ gradient coil with wooden support frame, 
capable of a Gmax of 3 mT m−1 and slew rate of 10 T m−1 s−1!

Figure 5.26  ��Assembly of cylindrical gradient coils. Left: transverse whole body gra-
dient on a roll shaft. Middle: longitudinal whole body gradient on a 
roll shaft. Right: transverse microscopy gradient on a roll shaft.
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coils (e.g. Figures 5.27) are more challenging to integrate, as their field energy 
is considerably higher. Hence, only a small selection of these higher order 
shim coils may be accommodated within the gradient coil body.

5.2.3  �Gradient Power Amplifier (GPA) and Connectors
Until the late 1980s, gradient coil and GPA technology was limited to oper-
ating parameter values of ∼600 V and ∼200 A using analogue amplifier tech-
nology from the HiFi audio market. In the early 1990s, the pulse width 
modulation (PWM) technique was implemented for MRI gradient amplifi-
ers: the principle is shown in Figure 5.28. High current transistors with low 

Figure 5.27  ��Left: contour lines of the current density of a third-order transverse 
shim coil (one-quarter of the cylinder surface is shown), with r = 0.381 
m, dashed lines denote negative current density. With the maximum 
current of 65 A passing through the coil, the A31/B31 field term shows 
a field amplitude of 130 µT on the surface of an iso-centric sphere 
of 400 mm diameter. Right: fabricated A31/B31 coil segment. The wire 
pattern is glued on to a thin suspension plate and pre-adjusted to the 
target radius.

Figure 5.28  ��Principle of a pulse width modulation (PWM) amplifier in which the 
output function (sinusoidal) can be produced by a series of rapidly 
switched pulses.
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switching losses (Insulated Gate Bipolar Transistor IGBT with a drive current 
of 50–200 A) can be used to apply ultra-short voltage packages (10–20 µs at 
400–500 V). The required voltage and current for a gradient envelope can be 
generated by modifying the on/off ratio of the transistors with a regulation 
circuit. In order to achieve ppm precision for MRI, high-precision current 
sensors (closed-loop Hall effect sensors) are built into the circuit.

Today’s GPAs are capable of simultaneously generating a driving current of 
1 kA and voltage of 2 kV. These values are possible to achieve by cascading the 
outputs of several PWM stages24,25 and requires a transformer capable of tak-
ing several tens of kVAs. With such ‘CASCADE’ type amplifiers (Vmax = 2000 V,  
Imax = 500 A, three channels per amplifier) the current signal is controlled 
by a proportional-integral-derivative (PID) regulator.26 As shown in the sche-
matic in Figure 5.29, the amplifier output voltage v(t) at time t is given by the 
weighted sum of the proportional (P), integral (I) and derivative (D) error, e(t), 
of the current from its target value:
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As the characteristics of the feedback circuit of the amplifier are sensi-
tive to any changes in inductive load, it is important to find a set of param-
eters (P,I,D) that ensures a stable transient response. In the ideal case, 
the transient response of the amplifier current shows the behaviour of a 
critically damped oscillation. In practice, however, a single overshoot cycle 
of the controlled variable is acceptable. The stability of a parameter set 
can thus be described by the overshoot amplitude and its decay time (see 
Figure 5.30).

In the case of an error occurring, owing for example to a bad electrical 
connection or faulty components within the gradient circuit, oscillations 
are detected and supervised by a dedicated small-signal unit. The same is 
true for gradient load conditions that exceed the specification (e.g. excessive 
power loss within the gradient coil, final stages and chokes).

Even when the gradient system is running within specifications, the cur-
rent-carrying connectors of the coil experience high strain. These connectors 
are exposed to dynamic currents and voltages up to the full scale values of 2 
kV/1 kA. In most cases, these special cables are located within the main mag-
net stray field gradients. The sequence-dependent frequency spectrum of the 

Figure 5.29  ��Schematic of a proportional-integral-derivative circuit used to control 
the output current of the gradient amplifier.
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MR protocol/experiment may cause the connectors to vibrate significantly 
owing to the Lorentz forces. Over the years, the design of these cables has 
changed from clamped single wires over partial coaxial cables to unscrew-
able, actively cooled coax tubes used in ultra-high-power gradients sets (see 
Figure 5.31).

5.2.4  �Gradient Cooling System and Temperature Supervision
The gradient layers (X,Y,Z) are usually cooled with one or more layers of water 
cooling. The preferred position of these circuits is the space between the pri-
mary and secondary layers. Owing to the inverse fifth-order dependence of 
the slew rate on the coil radius, any other positioning within the coil body 
would degrade gradient performance considerably.

In practice, however, this placement can rarely be achieved. As covered 
later in this chapter, one exception is small-bore MR microscopy gradients, 

Figure 5.30  ��Current transient response to a 200 µs ramp under two different load 
conditions (i.e. coil inductance), measured with the internal current 
probe of a CASCADE gradient amplifier. Reproduced from ref. 39 with 
permission from John Wiley and Sons. Copyright © 2002 Wiley-Liss, 
Inc.

Figure 5.31  ��Development of gradient connector cables. (left) Early implemen-
tations used single-wire connectors and were later reinforced with 
clamps. More recent implementations use coaxial cables with rein-
forced connector bridges. (right) The latest developments use water-
cooled coax connectors.
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which can be fabricated with ∼1 mm thin copper layers per axis. When glued 
together with thermally conducting epoxy and insulated by a ∼100 µm layer, 
it may be sufficient to add a single cooling layer on top of the primary axes 
(see Figure 5.32).

As soon as the cross sections of the wire and the support structures become 
larger, heat removal of the adjacent layers becomes more difficult. The ther-
mal resistance across three layers may become so high that the temperature 
hot-spots of the innermost layer (with the largest distance to the cooling 
layer) cause safety shutdown of the gradient system while the temperature 
of the outermost layer is actually several tens of degrees lower. As a result, 
whole-body gradient sets are either optimized for a thin package of coil layers 
(e.g. slotted copper plates) or equipped with a thin cooling layer between all of 
the coil layers (see Figure 5.25). The advantages of the latter approach are the 
balanced heat flow between the axes and the additional degree of freedom 
for the choice of the wire cross-section. Another approach combines both 
electrical conductor and cooling into an actively cooled coil design. Copper 
tubes have a very low thermal resistance and are the preferred material for 
the construction of a cooling circuit. However, owing to their high electrical 
conductivity, heating owing to eddy currents needs to be considered. This is 
especially problematic if the gradient wires are made of hollow rectangular 
copper tubes. In this case, the dielectric strength of the cooling liquid and 
copper tube is of concern. This can be solved by using additional insulation 
layers, with the drawback of increased thermal resistance. An alternative to 
copper-based cooling is the use of a material with good insulation proper-
ties and low thermal resistance. To this end, special epoxy resins with the 
required properties have been developed for the commercial market.

Another important aspect of cooling design is the cross-section of the 
tubes and the resulting flow behavior and flow resistance. Turbulent water 
flow is required for efficient heat removal from the walls of the tubes and 
needs to be implemented by geometrical design. This is usually investigated 
with finite-element analysis tools (e.g. ANSYS), which can simulate heat 
transfer and temperature distributions within a given gradient and cooling 

Figure 5.32  ��Water-cooled microscopy gradient prototype. The water cooling tubes 
are wound in bifilar fashion directly on the primary gradient coils (X,Y,Z).
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design. The design result can most easily be validated experimentally with an 
infrared camera (see Figure 5.33).

The maximum allowable temperature of a gradient coil is defined by the 
material with the lowest limit for heat exposure. Most materials can be cho-
sen to withstand more than 100 °C. However, the particular epoxy resin may 
be limited to less than 100 °C. A specialized epoxy has to simultaneously sat-
isfy multiple specifications, such as dielectric and mechanical strength, as 
well as moisture and/or thermal resistance. If the gradient coil temperature 
exceeds the given limit, the epoxy resin begins to degrade and both mechan-
ical and electrical properties become much worse. In order to avoid these 
adverse temperature conditions, a temperature supervision circuit is usually 
integrated into the gradient coil body. The supervision circuit may consist of 
optical or resistive (negative temperature coefficient, NTC, or positive tem-
perature coefficient, PTC) sensors. An important aspect of these sensors is 
their robustness over the lifetime of the gradient coil. All sensors have to 
survive tens of thousands of thermal cycles under high-amplitude vibrations 
and high-voltage ramps. Usually, about ten sensors are installed at the mea-
sured hot-spot positions or near adjacent structures, such as the RF screen, 
water cooling or gradient connectors.

In order to simulate and test the working conditions of an MRI scanner, all 
manufacturers define a so-called “duty cycle” for their gradient systems. A 
simple formula to describe the heat load duty cycle (DC) of the gradient sys-
tem without any knowledge of the actual coil or amplifier hardware is given 
by eqn (5.17).
  

Figure 5.33  ��Thermal hot spots of a cylindrical gradient coil prototype measured 
with an infrared camera on the inside of the cylinder bore: tempera-
tures color coded from blue (cold) to red (hot). The measurements 
show that, in this particular case, the water cooling efficiency needs to 
be improved in specific local regions.
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Here G(t) denotes the gradient amplitude vs. time graph and Gmax the 

highest constant (or bipolar) amplitude that the gradient system can pro-
vide continuously. There is a quadratic dependence of the electrical losses on 
the gradient amplitude, i.e. reducing the Gmax by 50% corresponds to a 25% 
reduction in DC. This simple approach is useful for pulse sequence design-
ers to understand the load conditions of a specific sequence, but in order 
to design a gradient hardware according to system requirements, a more 
sophisticated approach is necessary, as described below.

The power dissipation within the components of the gradient system (gra-
dient coil, GPA, cables, filters) needs to be evaluated according to the fre-
quency- and amplitude-specific behavior of each individual subcomponent. 
Simplified to considering only the gradient coil and GPA, the average power 
within an imaging sequence interval TR can be written as:
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Here I(t) denotes the gradient current vs. time graph, VL,GPA the voltage 

drop of the semiconductors in the final stage of the GPA, I(ν) the spectral dis-
tribution of the gradient current, R(ν)GC the frequency-dependent resistance 
of the gradient coil (see Figure 5.34) and P0 the standby power losses of the 
gradient system.

Figure 5.34  ��Frequency-dependent resistance of the z-axis of a cylindrical gradi-
ent coil prototype. The measured ohmic resistance for gradient wave-
forms with high frequency (e.g. 1400 Hz) components is twice that for 
those with low frequency (e.g. 400 Hz) components. The resistance 
shows a peak at ∼1300 Hz where one of the major mechanical reso-
nances of the gradient coil body is located.
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Figure 5.35  ��Left: simulation of power dissipation within a sequence development tool. Right: Fourier spectrum of a TrueFISP sequence 
with dominant spectral components in the 150–500 Hz range for all three of the gradients.
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Eqn (5.18) can be used for continuous simulation of the duty cycle of all 
three gradient axes and amplifier power stages (see Figures 5.35 and 5.36). 
Automatic simulation of all desired sequences of a “to-be-defined” MR scan-
ner gives the design engineer the required input to estimate the average 
power. Validation of the system design is performed either by running the 
most demanding sequences on the prototype hardware or by performing an 
equivalent ‘duty cycle sequence’ test.

5.2.5  �Gradient Control System and “Safety Watchdog”
The control system of an MR scanner synchronizes and drives the activities 
of all the hardware components (see Figure 5.37). The interface of the MR 
controller to a logical hardware component usually requires a sub-control 
system of its own. The gradient controller and the PNS safety watchdog are 
fed by logical gradient shapes (read, phase, slice) and gradient-coil-specific 
limits for PNS, respectively. Static correction data acquired during the first 
startup phase of the MR scanner (‘tune-up data’) are transferred to the gradi-
ent controller and GPA before the start of the measurement sequence.

Figure 5.36  ��Flow chart of a simulation program for gradient system power dissipa-
tion. The calculated Fourier spectrum could also serve as an input for 
acoustic noise and vibration simulations.



C
hapter 5

242

Figure 5.37  ��Control system of a typical MR scanner and its interface to the gradient controller. The gradient controller and the PNS 
safety watchdog are fed with logical gradient shapes (Glog) and gradient-coil-specific limits for peripheral nerve stimulation. 
The logical shapes are converted to physical shapes (Gphys) and modified by filter functions for eddy current and cross-term 
compensation (ECC, CTC) before being fed to the gradient amplifier’s final stages (Amp X/Y/Z). The current in the gradient 
circuit with coil impedance L is measured by high precision current probes and fed to the gradient safety watchdog unit. In 
case the PNS limit is exceeded, a safety switch-off signal is sent to the gradient and MR controller.
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After the start of a pulse sequence, the logical gradient shapes are con-
verted into physical gradient shapes. This procedure consists of several 
steps. The first step is the discretization of the shape with a sampling time 
in the microsecond range. The resulting three-dimensional vectors can 
be rotated numerically to the desired target orientation (e.g. the imaging 
plane). Using the gradient sensitivity data from the tune-up phase, the 
required magnetic-field value is converted to units of gradient amplifier 
current I(t). In order to minimize eddy current effects, additional filters 
based on tune-up data (e.g. eddy current pre-emphasis) may be applied to 
I(t) before transfer to the gradient amplifier component. The filter param-
eters can be determined, for example, with an MR sequence that measures 
the spatial and temporal dynamics of the eddy currents while scanning a 
phantom.27

The output of the gradient amplifier circuit is monitored by high-preci-
sion current sensors. These output signals are used for control and supervi-
sion of the gradient amplifier cabinet. In addition, these values can be used 
for the stimulation supervision (‘gradient safety watchdog’, see Figure 5.38). 
The limits for human exposure to time-varying magnetic fields are defined by 
the International Electrotechnical Committee (IEC). In order to exploit the 
maximum performance of a new gradient system, an appropriately approved 
volunteer study typically results in a factor-of-two increase in PNS levels com-
pared to the general IEC limitation.

Figure 5.38  ��Limitations of gradient system performance for human use. The main 
limitation is given by the peripheral nerve stimulation threshold (PNS 
limit). If the technical performance of the gradient system is not adapted 
to this limit, a significant part of the parameter space is not available 
for imaging human subjects. Reproduced from ref. 39 with permission 
from John Wiley and Sons. Copyright © 2002 Wiley-Liss, Inc.
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5.3  �Examples of Specific Gradient Coil Designs
5.3.1  �High Strength Gradients for a 7 T Horizontal Bore 

Animal Magnet
A 7 T/300 MHz horizontal bore magnet was the platform for the development 
of a microscopy gradient coil insert.29 The magnet has a warm-bore diame-
ter of 210 mm and a pre-installed commercial gradient coil with a free bore 
diameter of 120 mm. The overall gradient system comprises three water-
cooled linear axes as well as high-order shims. The gradient controller can 
drive three linear and 15 higher-order shim channels. The gradient channels 
are driven with three COPLEY amplifiers with a maximum current/voltage of 
100 A/150 V. The regulation circuit of the amplifiers can be adjusted to dif-
ferent impedance gradient coils by individually chosen RC filter banks (see 
Figure 5.39).

Although the commercial system was equipped with an unshielded micros-
copy insert with a free bore diameter of 60 mm (which fits inside the 120 mm 
inner diameter larger gradient set), the linearity volume is relatively small 

Figure 5.39  ��Block diagram of a switching-mode current amplifier with feedback reg-
ulation loop. The inductive load of the circuit is denoted by L and RL, 
respectively. The actual value of the current in the gradient circuit is mea-
sured via the voltage drop over Rsense with the differential amplifier Δ. This 
signal is send to the regulator circuit after correction of the frequency 
response with the adjustable filter CK, RK. The regulator compares the 
actual with the target value and adjusts the modulator circuit accordingly.
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(40 mm) and hence the design target of the new gradient set was an extended 
region of improved linearity. The commercial gradients had a very low induc-
tance in the range of 100 µH and thus an extremely high (theoretical) slew 
rate: however, this was restricted by the frequency response of the gradient 
amplifier and its regulation circuit (see Table 5.1).

The prototype gradient inserts were designed with an analytical design 
method based on Bessel Functions.28 The central expression of the design 
method is the Fourier transform of the current density J(ϕ,r) on a cylinder 
surface, expressed by Fourier coefficients jϕ(u). For the transverse gradient 
coils, the current density can be derived as:
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where z/a and φ are the normalized cylinder coordinates, a = coil radius, u 

and m represent conjugate variables in the frequency domain, and j ( ), j ( )m mu u
a az  

are the Fourier coefficients of the current density.
For longitudinal (z) coils, the current density is given by:
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The Fourier coefficients were obtained by calculus of variations of a 

Lagrange function. The latter includes expressions for coil inductance, lin-
earity and power dissipation. The linearity is controlled by the number of 

Table 5.1  ��Properties of the commercial NMR gradient system (data sheet values) 
and the newly designed microscopy prototypes for a horizontal 7 T ani-
mal system. Gradient field properties for the prototypes were calculated 
with the program package MATHEMATICA (based on a continuous cur-
rent density function derived with an analytic design method). The table 
lists the gradient axis with the highest inductance.

Microscopy gradients BGA-12 BG-60 Prototype A Prototype B

Inner diameter [mm] 120 60 60 60
Slew rate @ 150 V, 100 A [T m−1 s−1] 2500 20 000 12 808 6543
Realized slew rate [T m−1 s−1] 714 4166 3255 3407
Theor./realized rise time [µs] 80/280 50/240 61/240 125/240
Coil radius [mm] >60 >30 34.5 39
Gradient efficiency [µT Am−1] 2000 10 000 7770 8200
Linearity volume diam. [mm]  

(<5% deviation in sphere)
80 40 53.2 60

Inductance [µH] 120 75 91 188
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Lagrange multipliers used. An example of the function fφ(u) and its stream 
function is shown in Figure 5.40.

Starting with about ten contour lines, a good approximation of the con-
tinuous current density can be achieved. The maximum number of contours 
is limited by the cross-section of the wire or metal plate which is used for 
fabrication of the coil layer (see Figure 5.41). Owing to the limited rise time 
of the amplifier circuit, it was possible to accept a higher inductance without 
significant degradation of slew rate performance. In comparison to a whole-
body gradient system, the slew rate of NMR microscopy gradients is about 
one order of magnitude higher. The same holds true for gradient efficiency.

The magnetic field distribution was calculated using the general-purpose 
electromagnetic simulation software package “MAFIA” (CST—Computer 
Simulation Technology AG). The conductor structures (i.e. contour lines of 
the stream function including modifications for internal connectors) were 

Figure 5.40  ��Left: normalized function fφ(u) of a transverse linear field gradient. 
Right: stream function (four quadrants) of a transverse linear field 
gradient.

Figure 5.41  ��Left: transverse gradient layout (1/2 coil) calculated with single 
Lagrange multiplier (1st order) and discretized with N = 10 windings 
(etching pattern). Middle: 3rd order, N = 10. Right: 3rd order N = 27 
(milling map).
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imported from the calculus package ‘Mathematica’ (Wolfram Research). 
Hence, it was possible to determine and check the linearity volume and 
the gradient strength. In Figures 5.42 and 5.43, a comparison between the 
two prototype designs with identical linearity target (i.e., equal number of 
Lagrange multipliers) but different discretization precision is shown.

Similar calculations were performed for the longitudinal gradient axis (see 
Figures 5.44 and 5.45). The resulting winding positions on the cylinder for-
mer are shown in Figure 5.46.

The first prototype transverse coil design was built with 2 × 100 µm dou-
ble-sided etched copper foil. With these dimensions, the number of windings 
was limited to N = 10 (and 3rd-order Lagrange multipliers, see Figure 5.43) 
allowing for a minimum conductor width of 4 mm and a cross-section of  
0.8 mm2. The resistance of the complete transverse axis (i.e. two etching patterns 

Figure 5.42  ��Contour lines of the x gradient axis (prototype A, N = 10 windings) in 
the (left) xz-plane and (right) xy-plane. The contour lines include areas 
where the deviation of the calculated magnetic field gradient is less 
than 2.5% (7.5%, 12.5%,...) from the ideal value.

Figure 5.43  ��Contour lines of the x gradient axis (Prototype B, N = 23 windings) in 
the (left) xz-plane and (right) xy-plane. The contour lines include areas 
where the deviation of the calculated magnetic field gradient is less 
than 2.5% (7.5%, 12.5%, ...) from the ideal value.
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Figure 5.44  ��Contour lines of the z gradient axis (prototype A, N = 10 windings) in 
the (left) xz-plane and (right) xy-plane. The contour lines include areas 
where the deviation of the calculated magnetic field gradient is less 
than 2.5% (7.5%, 12.5%, ...) from the ideal value.

Figure 5.45  ��Contour lines of the z gradient axis (prototype A, N = 30 windings) in 
the (left) xz-plane and (right) xy-plane. The contour lines include areas 
where the deviation of the calculated magnetic field gradient is less 
than 2.5% (7.5%, 12.5%, ...) from the ideal value.

Figure 5.46  ��Winding positions of longitudinal gradients. Left: 1st-order Lagrange 
multipliers, current density discretized with N = 2 × 10 windings. 
Right: 3rd-order Lagrange multipliers, current density discretized 
with N = 2 × 30 windings.
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covering 2 × 180°) was calculated to be 750 mΩ compared to the 200 mΩ of 
the commercial BG-60 gradient (which has a power dissipation of ∼500 W at 
50% Gmax) and would thus limit the usable gradient strength. Increasing the 
copper foil thickness by electroplating was tried, but resulted in increased 
stiffness and insulation problems between the windings. Therefore, a water 
cooling circuit was applied directly onto the transverse coil layers. Four PTC 
resistors were placed at positions corresponding to the minimum conductor 
cross section (see Figure 5.47). These probes show a step function in resis-
tance if the temperature exceeds 60 °C, forcing the NMR system into a safety 
shutdown. The longitudinal gradient was wound on machined grooves 
within the glass fiber reinforced plastic (GRP) former, see Figure 5.48. In 
order to minimize radial space, two adjacent wires per calculated conductor 

Figure 5.47  ��Left: temperature supervision circuit with PTC resistors. Right: water 
cooling made of neoprene hoses wound on milled GRP combs.

Figure 5.48  ��Left: prototype A gradient coil for the 7 T horizontal bore animal mag-
net with transverse gradients mounted. Centre: prototype B transverse 
gradient pattern milled onto a PVC cylinder. Right: prototype A coil 
body (machined GRP) with z coil windings mounted.
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position were used. The net resistance including interconnection wires was 
measured to be 208 mΩ, which is about 50% greater than the 148 mΩ value 
of the commercial gradient.

Alternative construction methods for the transverse gradients were con-
sidered for the second prototype, e.g. laser cutting of copper plates (suitable 
for MR microscopy gradients with a coil diameter of ∼20 mm), water cutting 
(suitable for larger gradients with a coil diameter of ∼200 mm), and mechan-
ical punching (suitable for whole-body gradients with a coil diameter of ∼600 
mm). Finally, a sandwich-like fabrication method was chosen. The coil con-
sists of a thin copper cylinder that was joined with a thin GRP cylinder on a 
smaller radius. The wire pattern was generated using a 3D milling machine 
with a precision of less than 0.1 mm. In a second step, the wall thickness of 
the GRP cylinder was reduced to less than 1 mm on the inside. The advan-
tage of this method is the increase in conductor cross-section and the high 
precision of the conductor positions. Hence, the discretization of the current 
density could be realized with N = 30 windings.

Gradient inductance, rise time, sensitivity and (non-) linearity were mea-
sured with an impedance meter, oscilloscope and fast gradient echo imag-
ing. The measured values show on average a roughly 8% lower sensitivity and 
linearity with respect to the theoretical calculations. The major contribution 
to this deviation can be explained by the difference between the continu-
ous current density and the discrete windings of the contours of the stream 
function. The remaining deviation originates from tolerances of the chosen 
fabrication method. These are higher for transverse gradients owing to their 
higher construction complexity.

As a pre-condition for MR measurements, the gradient amplifier circuit 
was impedance matched to the new gradient coil prototype: impedance 
matching essentially corresponding to maximum power transfer. This was 
achieved by selecting appropriate resistor and capacitor values within the 
regulator circuit. Without optimized settings, the achievable rise time would 
be far from the theoretical value (which is limited by the inductance of the 
gradient circuit). For the transverse gradients, it was possible to reduce the 
rise time to 120 µs (see Figure 5.49). After completing the optimization of the 
regulator circuit, gradient echo imaging was used to characterize gradient 
sensitivity and linearity (see Figure 5.50).

5.3.2  �A Whole-Body Modular Gradient Set with Continuously 
Variable Field Characteristics

As described previously, PNS strongly depends on the LV and limits the 
usable performance for human imaging: on conventional whole-body gradi-
ent systems, the LV has a fixed value. The operating performance level of the 
particular gradient coil may be chosen as a general-purpose compromise, or 
optimized for dedicated applications (e.g. cardiac MRI). Since the efficiency 
and PNS limits of a gradient coil can be improved by reducing the coil radius, 
dedicated whole-body insert coils with small diameters have been built,30 
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although these have not been widely implemented. In 1996, a new concept of 
switchable gradients was introduced, which allows switching between ellip-
tical LVs of ∼20 cm and ∼50 cm (see Figure 5.51).31,32 Three years later, the 
first gradient system with continuously variable field characteristics was con-
structed.33 This section describes the design of the latter type of gradient coil 
setup, which consists of two physical coils, a small field-of-view basic coil, 
and a field-of-view extending supplementary coil see Figure 5.51.

The first step was to develop a new gradient controller concept, which 
allows instantaneous switching between different gradient field charac-
teristics within a measurement sequence. An arbitrary field type can be 
assigned to each single gradient pulse within the sequence. The controller 

Figure 5.50  ��Proton density images of a water-filled phantom acquired with a fast 
gradient echo sequence using gradient microscopy coil prototype A. 
The selected slice lies in the xz-plane at y = 0. Imaging parameters are 
field-of-view (FOV) 30 × 30 mm2, data matrix 256 × 256, bandwidth 83 
Hz, TR 4.39 ms. (a) Using the z-gradient for phase-encoding, (b) using 
the x-gradient for phase-encoding.

Figure 5.49  ��Electrical measurements performed on the microimaging gradient 
coil prototype A for the optimization of the current regulator in the 
GPA. (Left) The overshoot after gradient ramp up (I = 0 A → I = 20 A) 
limits the minimum (stable) rise time to 250 µs. (Right) The overshoot 
amplitude with optimized RC values for the regulation circuit is close 
to zero, showing that a rise time of about 120 µs is possible.
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then generates two differently scaled gradient pulses based on the field type 
parameter, which are sent to the basic coil and to the supplementary coil, 
respectively (see Figure 5.52).

The field characteristics of each axis can be described as a linear superpo-
sition of the basic and the supplementary coils’ fields. The magnetic field 
B(r,θ,ϕ) can be expressed using the coefficients Cn,m of the spherical harmon-
ics Ynm (as described in Appendix B, Chapter 1).

The relative weights of these terms, and thus the field properties, depend 
on the ratio α of the basic coil’s maximum current, Ib,max, and that of the sup-
plementary coil, Is,max, and its polarity, sign (Is):
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The magnetic field produced by the gradient system can be written as a 

function of the coefficients of the basic coil Ab(n,m) and supplementary coil 
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Figure 5.51  ��Block diagram of a gradient system with switchable field characteris-
tics using two independent gradient coils (coil1, coil2) and a switching 
mechanism (switch box) for the current path from the amplifier (AMP).

Figure 5.52  ��Gradient controller providing continuously variable field characteris-
tics. The basic coil is driven by the first amplifier (AMP1), which gener-
ates a strong, rapidly changing gradient field in a small imaging volume. 
The supplementary coil is driven by the second amplifier (AMP2), which 
extends (or reduces) the linearity volume of the basic coil. The field type 
is defined by the ratio of the two currents and the sign of Is.
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The supplementary coil generates spherical harmonics that increase the 
linearity of the basic coil at a greater radius. Scaling of Is relative to Ib results 
in a proportional change in the homogeneity volume (see Figure 5.53). As the 
linearity volume of each physical gradient axis results from linear superpo-
sition of independent coil sets, multiple linearity volumes may be mixed on 
the same physical axis. This additional degree-of-freedom allows assigning 
arbitrary field types to logical gradient axes, in contrast to a conventional 
switchable system.

Two different design strategies for modular gradient coils can be used: 
first, stacking of independent, shielded coil sets,32 which results in a reduced 
patient bore or lower duty cycle (owing to reduced conductor cross-section) 
in comparison to a conventional coil. The second approach involves surface 
partitioning, in which two coil sets share a common surface. The partition-
ing approach (see Figure 5.54) was used to calculate the current loops for 
a gradient coil of 1.2 m length and 0.68 m inner bore diameter. The cho-
sen optimization algorithm includes boundary conditions for inductance, 
resistance and eddy current effects within the target field volume. Rigid body 
movement of the longitudinal coil owing to spatial variations of the radial 
component of the main magnetic field B0,r was minimized by balancing the 
forces of the primary and secondary current surfaces. Optimal gradient effi-
ciency and shielding ratio was achieved by calculating the current density on 

Figure 5.53  ��Dependence of the linearity volume and stimulation threshold of the 
y gradient axis from supplementary coil current Is for a constant basic 
coil current Ib. The stimulation threshold of the DSV 54 system was 
determined in a clinical study and extrapolated to smaller DSVs using 
the Irnich model. The three major linearity volumes are depicted as 
‘Cardio+’, ‘Cardio’ and ‘Spine+’, according to their preferred applica-
tions. Reproduced from ref. 39 with permission from John Wiley and 
Sons. Copyright © 2002 Wiley-Liss, Inc.
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a three-dimensional surface including both primary and secondary planes. 
In the first step, calculations for a large DSV of 54 cm were made. In a second 
step, a suitable combination of conductors for both basic and supplemen-
tary coil was determined (Table 5.2).

A modular 6-channel gradient coil was built for a 1.5 T scanner and tested 
with standard system tune-up procedures. Two gradient amplifiers (2 kV/500 
A) were connected in parallel to drive the basic and supplementary coils. 
System performance was measured for three representative field modes 
(see Table 5.2). Geometric distortions over three representative DSVs of the 
6-channel gradient coil were verified with phantom images and TSE head 
scans (Figures 5.55 and 5.56).

For the experimental determination of the stimulation thresholds of 
the gradient system, a trapezoidal bipolar gradient wave form (64 periodic 
cycles, rise times 200 µs, 300 µs, and 400 µs, flat top 500 µs) was applied in 
eleven healthy adult volunteers (9 male, 2 female, average age 38 years). Each 

Figure 5.54  ��Principle of surface partitioning for transverse gradient coils (left) and 
longitudinal coils (right).

Table 5.2  ��Calculated properties of the individual and combined coils for the mod-
ular gradient set with continuously variable field characteristics. Repro-
duced from ref. 39 with permission from John Wiley and Sons. Copyright 
© 2002 Wiley-Liss, Inc.

Longitudinal coil Sensitivity [µT A−1 m−1] Inductance [µH] DSV (±10%) [cm]

Basic 81.2 660 42
Supplementary n/a 327 n/a
Combined (B + S) 95.3 1272 56
 
Transverse coil Sensitivity [µT A−1 m−1] Inductance [µH] DSV (±10%) [cm]
Basic 85.2 666 38
Supplementary n/a 370 n/a
Combined (B + S) 95.6 1316 54
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volunteer was positioned with their nose in the isocenter of the gradient coil. 
The gradient amplitude was increased in steps of 1 mT m−1 until subjects 
perceived a slight stimulation. This experiment was repeated for DSVs of  
25 cm, 38 cm and 54 cm (see Figure 5.57). For a rise time of 200 µs, the stim-
ulation threshold for the 25 cm DSV was increased by a factor of 1.5 to 1.7 
in comparison to the 54 cm DSV. The experimental results agree well with 
theoretical predictions and support the assumption of a linear relationship 
between stimulation threshold and Bmax.

5.3.3  �A Head Gradient Coil Insert
As mentioned earlier in this chapter, the limits in using a whole-body gradi-
ent coil with maximum gradient amplitude in combination with high slew 
rates are primarily defined by PNS.34 Suitable “countermeasures” include the 
reduction of the LV for a conventional gradient system or implementation 

Figure 5.56  ��Coronal TSE head scans (FOV 23 × 18 cm) at three different linearity 
volumes (a) DSV 54 cm, (b) DSV 38 cm, (c) DSV 25 cm. Reproduced 
from ref. 39 with permission from John Wiley and Sons. Copyright © 
2002 Wiley-Liss, Inc.

Figure 5.55  ��Examples of geometric distortion of MR images at three different lin-
earity volumes for a coronal slice with FOV 28 × 28 cm. (a) DSV 54 cm, 
(b) DSV 38 cm, (c) DSV 25 cm. Reproduced from ref. 39 with permis-
sion from John Wiley and Sons. Copyright © 2002 Wiley-Liss, Inc.
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of a variable LV as covered in the previous section. These approaches may 
help to keep the usable slew rate of a whole-body MR scanner in the region 
of 200 T m−1 s−1, but cannot enable ultra-high slew rates of 400 T m−1 s−1 and 
above. These values can only be reached by using smaller gradient coils, 
such as head-sized coils (see Figure 5.58). The benefits of reduced-diameter 

Figure 5.57  ��Comparison of stimulation experimental thresholds for the gradient 
axis combination (x + y − z). In case of a 400 µs rise time and 25 cm 
DSV, stimulation was not perceived. Reproduced from ref. 39 with per-
mission from John Wiley and Sons. Copyright © 2002 Wiley-Liss, Inc.

Figure 5.58  ��History of head gradient design. *) R. Kimmlingen, M. Gebhardt and 
E. Eberlein, et al., ISMRM, 2004. **) M. Poole and R. Bowtell, Dome 
gradients, ISMRM, 2007. ***) Not fully applicable owing to current 
density/heat removal limitations (e.g. gradient inserts).
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gradients are twofold. First, PNS limits become less restrictive owing to the 
fact that only a small part of the human body is exposed to the time-varying 
fields. Second, coil inductance is reduced by the fifth order of the radius, thus 
enabling higher slew rates and maximum gradient amplitudes at the same 
time. The disadvantage of an MR scanner with gradient systems for dedi-
cated body regions is obvious: it can no longer be used as a general-purpose 
machine. For head imaging, this limitation can be overcome by designing 
the gradient coil as an insert to the whole-body system. This section focuses 
on the gradient coil specifics of such an approach.

A high-performance head gradient insert coil was developed specifically 
for use inside a clinical whole-body magnet with a patient bore diameter of 
60 cm.35 The total length of the insert gradient was 70 cm with an inner diam-
eter of 36 cm and an outer diameter of 52 cm. The coil combines transverse 
asymmetric saddle coils together with longitudinal windings, which leave 
space for shoulder cut-outs (see Figure 5.59 and Tables 5.3 and 5.4). These 

Table 5.3  ��System performance as measured on the weakest gradient axis (z) of the 
head gradient insert coil. The performance index (PI) is given as product 
of peak gradient amplitude and slew rate. The DSV relates to the least 
linear gradient axis (y). Reproduced from ref. 39 with permission from 
John Wiley and Sons. Copyright © 2002 Wiley-Liss, Inc.

Fieldmode 
(transverse)

Peak gradient 
@ 475 A  
[mT m−1]

Slew rate  
[T m−1 s−1] PI [T2 m−2 s]

Ramp time 
@ 2 kV [µs]

DSV (±10%) 
[cm]

Spine+ 40 190 7.6 210 54
Cardio 36 200 7.2 180 38
Cardio+ 32 210 6.7 150 25

Figure 5.59  ��Contour lines of the stream function of an asymmetric head gradient 
coil (design example). Left: (symmetric) z-axis octant with shoulder 
cutouts. Right: asymmetric transverse axis quadrant.
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allow proper positioning of the subject’s head within the imaging volume. 
The gradient coil is shielded and torque-balanced, and is vacuum-potted with 
a filled epoxy resin. Special skids allow easy longitudinal movement into and 
out of the patient bore. The design was integrated into a 3 T whole-body MRI 
system, since the majority of clinical neuroimaging studies are performed 
at 3 T. The gradient coil was used in combination with a special mechanical 
handling device that allows efficient switching of the operational mode of 
the system between whole-body and head insert gradients. This switching 
procedure includes moving the coil manually by a crank and switching the 
gradient power cables and water cooling to the desired gradient coils with 
a single Y-switch. Both gradient operational modes use the same gradient 
power amplifier and system electronics. Close to the magnet, the cables for 
the gradient insert are guided by rolls to constrain movement caused by 
Lorentz forces. The switching procedure requires about 15 minutes and can 
be performed by a single person.

Acoustic noise produced by the gradient coil is an issue to be considered 
carefully. Some sequences can reach noise levels above the legal limits if 
driven at a mechanical resonance frequency. The reason for the potentially 
high vibration and noise amplitude of a head insert is the light weight and 
slim structure. In order to allow for quick exchange, the gradient coil includ-
ing noise damping cover needs to fit into the whole-body patient bore. This 
limits the wall thickness of the gradient coil body and makes it difficult to 
provide a vibration-optimized suspension inside the bore. Wider use in a 
clinical environment could be enabled with a slightly modified electrical 
design (e.g. enabling more radial space for noise dampening measures by 
sacrificing some slew rate performance). The gradient suspension could be 
improved by increasing the wall thickness of the coil body and fixed installa-
tion in the magnet bore.

5.3.4  �Ultra-Strong Whole-Body Gradients
Implementation of ultra-high gradient amplitudes with head-sized gra-
dients inside a whole-body magnet bore is one approach to tackle the 
problem of limited gradient performance. However, the advantage of 

Table 5.4  ��Technical data of the head gradient coil insert ‘AC88’. The theoretical 
slew rate values are calculated for a peak current of 450 A without con-
sidering filters, chokes and the performance of the amplifier’s regulation 
circuit.

Gradient 
axis Sensitivity [µT A−1 m−1] Inductance [µH]

SR @ 2 kV  
[T m−1 s−1] LV 22 cm Dev [%]

X 206 396 936 6.7
Y 199 390 904 6.6
Z 193 258 877 7.5
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simultaneous ultra-high slew rate and gradient amplitude is counteracted 
by the limited space inside the coil. It is difficult to design a combined 
transmit/receive RF coil with 32 receive channels, good intra-channel 
decoupling and high SNR within the available space of a head insert gradi-
ent. Reducing the interactions between the gradient and the transmit coil 
is also extremely challenging. In addition, patient handling is difficult. 
It is not easy to find volunteers who are willing to expose themselves to 
the near-claustrophobic conditions of such an experimental device. Even 
with asymmetric gradient design, the limited size of the shoulder cutouts 
excludes a significant proportion of the normal population from being 
scanned. This makes the question of whether ultra-high gradient strength 
(>100 mT m−1) can be achieved with a whole-body gradient design highly 
relevant. This section focuses on the gradient coil specifics of this latter 
approach.

As part of the National Institutes of Health Blueprint initiative in North 
America, the Human Connectome Project (HCP) was set up to explore the 
connections in the brain. The major MRI applications in the HCP include 
resting-state fMRI, diffusion-weighted MRI, and task-related fMRI. The NIH 
funded two MRI scanners dedicated to this effort, one at the Center for Mag-
netic Resonance Research (CMRR) in Minneapolis, later moving to Washing-
ton University, St. Louis, the other at the Massachusetts General Hospital 
(MHG)’s Martinos Center, Boston, in cooperation with University of Cal-
ifornia Los Angeles (UCLA). Two different gradient systems were specially 
designed for the NIH blueprint initiative.17

The design targets for a whole-body gradient were very high gradient 
amplitudes and an LV limited to the brain (thus entailing less restrictive PNS 
thresholds). Two versions of this gradient design were designed and built. 
Version 1 (SC72) supports a Gmax of 100 mT m−1 with an SR of 200 T m−1 s−1 
powered by a single GPA cabinet (2 kV, 1 kA). It was designed to match the 
forces and stray field of a 3 T magnet and provide space for passive iron shims. 
It had a length of 158 cm, an inner diameter of 64 cm and outer diameter 
of 81 cm. This yielded a robust, easy-to-use “engine” for diffusion-weighted 
imaging.

Version 2 (AS302) represented a quantum leap in whole-body gradient per-
formance, i.e. a Gmax of 300 mT m−1 at an SR of 200 T m−1 s−1. Design studies 
with reduced linearity constraints showed that a Gmax of 150 mT m−1 could 
be reached with a single gradient power amplifier. Owing to the large volume 
and usable length of the coil body, wire cross-section and cooling did not 
impose a duty-cycle limit at this amplitude. The amplitude was increased to 
300 mT m−1 by doubling the number of current density layers within the coil 
body. To drive this high inductance at the SR = 200 T m−1 s−1 needed for EPI 
readout, a new gradient system concept involving multiple gradient amplifi-
ers was developed. In order to achieve a slew rate of >200 T m−1 s−1, each of the 
three axes X,Y,Z was split into four independently-driven segments (see Fig-
ure 5.60). The transverse axes gradients were split into four saddle coil stacks 
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which show only moderate mutual coupling. The longitudinal gradients 
were also split into four sections which had similarly low mutual coupling. 
Stray field and forces were matched to the 3 T magnet used. The MR control 
system was extended to drive four sets of gradient amplifiers independently. 
The new architecture requires storing the calibration data for each of the 12 
final stages driving the gradient coil segments.

The gradient waveform is logically split and fed to four individual gradient 
controllers (see Figure 5.61). This architecture allows arbitrary field char-
acteristics to be generated for each gradient coil axis, which can be used to 
optimize eddy current compensation. Mutual coupling of the 12 gradient 
coil segments poses a challenge for the GPA regulator (PID control) and thus 
image quality for fast imaging sequences such as EPI. The GPA regulator 
architecture was extended to account for the dynamic differential control 
(D) of the driving signal. This allows the induced voltages in each segment 
coil owing to mutual coupling to be counteracted. A new RF body coil was 
developed which uses the existing clinical patient table with minor mechan-
ical modifications and supports a patient bore of 560 mm. The magnet cov-
ers were modified accordingly. Two additional cooling cabinets are needed 
for thermal management of the gradient system, all installed in the techni-
cal room.

In diffusion imaging of the brain, typical TEs for b = 1000 s mm−2 on a 
whole-body scanner (Gmax ∼ 40 mT m−1) are around 70–80 ms when Ste-
jskal–Tanner encoding is applied without additional parallel imaging tech-
niques.36 Higher b values can only be achieved with a penalty in SNR, as 

Figure 5.60  ��Design study of a transverse gradient axis capable of generating 150 
mT m−1. Each of the four actively shielded saddle coils can be driven 
independently. A Gmax of 300 mT m−1 is achieved by stacking two sad-
dle coils for each segment and connecting them in series.
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TE increases with the duration of the diffusion lobe. Given the quadratic 
scaling of b with Gmax and the exponential loss of SNR at longer TE, increas-
ing the maximum gradient amplitude is highly desirable. Results using the 
connectome project gradients included diffusion spectral imaging (DSI) 
with b = 10 000, 512 directions and TE = 71 ms performed successfully at 
MGH. In addition, resting-state fMRI using 6-fold slice acceleration with 
the multi-band approach37 was demonstrated with the SC72-based system 
at CMRR. PNS studies performed on the AS302 and SC72 coils showed that 
it is possible to use EPI readout amplitudes of 40 mT m−1 at SR 200 T m−1 s−1 
without PNS. Gradient pulses with long rise times at high-amplitude are lim-
ited by the regulatory required cardiac monitor, which was implemented in 
hardware. While performing the PNS study, visual effects, resembling those 
described in the literature decades ago as phosphenes38 were experienced by 
the first few subjects. Data are shown in Figure 5.62, taken with a trapezoidal 
EPI readout pulse on the AS302 gradient system, located below the PNS and 
cardiac thresholds. The PNS study was therefore only performed with the 
rise time range <800 µs (below the threshold for visual effects) and is extrap-
olated for higher rise times.

Figure 5.61  ��Modular control system architecture for the 300 mT m−1 gradient, 
driven by four gradient amplifiers.
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6.1  �Introduction
The RF sub-system of an MR scanner consists of the transmit chain and the 
receive chain, separated by the transmit/receive switch. Figure 6.1 shows 
a simplified block diagram of the RF transmit chain, which consists of a 
frequency synthesizer that produces a sinusoidal carrier at the Larmor fre-
quency and a waveform generator that amplitude-modulates the carrier. The 
amplitude-modulated carrier is then fed into the RF power amplifier (RFPA). 
The output of the RFPA is connected to the transmit RF coil via the trans-
mit/receive switch. If a quadrature transmit coil is used, then a quadrature 
hybrid circuit is added in-line in order to provide two inputs (I and Q) with an 
appropriate 90° phase difference. Circuits for transmit/receive switches and 
quadrature hybrids are covered in Chapters 7 and 3, respectively.

The RFPA is a device that produces a high power pulsed RF output from a low 
power, amplitude-modulated RF drive. The primary objective of RFPA design is 
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to ensure that the output waveform is an exact amplitude-scaled replica of the 
input waveform. The peak output power of MR RFPAs is typically of the order 
of 1–2 kilowatts for high resolution NMR, and up to tens of kilowatts for whole-
body MRI. RFPAs may be also configured as continuous wave (CW) amplifi-
ers. MRI RFPAs are high gain systems, where the gain is typically close to 60 
dB. Such high gain is usually achieved using multiple stages of amplification. 
Most MRI RFPAs use solid state active devices such as bipolar junction transis-
tors (BJTs) and metal–oxide–semiconductor field-effect transistors (MOSFETs) 
owing to their low cost, high reliability, small size and ease of cooling. BJTs and 
MOSFETs exhibit similar behaviour with the main difference between the two 
being that the former is a current-controlled device whereas the latter is a volt-
age-controlled device. A detailed treatment of the differences between the BJT 
and MOSFET may be found in, for example, Grant and Gowar.1

The principles of RF power amplification are independent of the configu-
ration (CW or pulsed) or the type of device (BJT or MOSFET), although indi-
vidual circuits may differ widely depending on the device type and design 
goals. In this chapter, the MOSFET is chosen as the active device to explain 
the principles of RF power amplification. First, a brief summary of MOSFET 
fabrication is given, followed by an explanation of the principles of RF power 

Figure 6.1  ��Simplified block diagram of the transmit chain of the MRI RF sub- 
system.
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amplification based on the DC characteristics of the active device. The chap-
ter then discusses the various types of distortions introduced into the out-
put waveform owing to non-linear device behaviour. Finally, two relatively 
new types of amplifier designs, current source and low output impedance, 
which are finding increasing use in combination with transmit coil arrays 
are described. Additional information on RF amplifiers for many different 
applications can be obtained from specialized textbooks.2,3

6.2  �Principles of RF Amplification
Field Effect Transistors (FETs) are a class of three-terminal solid state devices 
in which the current flow between a pair of terminals, the drain and source, is 
regulated by an electric field. The electric field is created by the application of 
a control voltage to the third terminal called the gate. The MOSFET is a special 
class of FET in which the electric field is created owing to the formation of a 
metal-oxide-semiconductor (MOS) capacitor. A brief summary of the fabrica-
tion process and the DC characteristics of the MOSFET are given here, and 
from there the operational principles of MOSFET RF amplifiers are explained.

6.2.1  �The RF Power MOSFET
The RF power MOSFET is fabricated on a semiconductor (most often silicon) 
substrate called a die. MOSFET die fabrication involves several steps of solid 
state processes, which can be summarized as four general steps. These are 
illustrated by the schematics in Figure 6.2 showing the development of an 
N-channel enhancement mode MOSFET.

The fabrication process starts with a p-type substrate, which is a semicon-
ductor where holes (positively charged virtual particles) are the majority carri-
ers and the electrons (negatively charged particles) are the minority carriers. 
This is shown in Figure 6.2(a). Two low resistivity, n-type regions are then dif-
fused into the substrate as shown in Figure 6.2(b). These form the drain and 
source regions of the MOSFET. The region between the drain and the source 
is where the channel is formed. The process of channel formation is explained 
in the following section. Following this a thin layer of silicon dioxide is depos-
ited on the surface of the die as shown in Figure 6.2(c). The characteristics of 
the MOSFET are very sensitive to the purity and thickness of the oxide layer. 
Hence, these two parameters are carefully controlled during the deposition of 
the oxide. The oxide layer is prone to contamination by sodium ions and mois-
ture present in the atmosphere, so the oxide is passivated with a layer of silicon 
nitride, which is impervious to both. The final fabrication step is metallization 
to allow electrical connections to be made to the die. Metal is overlaid on the 
insulator, covering the entire channel region, to form the gate terminal. Addi-
tionally, holes are etched into the oxide and nitride layers to allow for metallic 
contact with the drain and source regions that form the remaining terminals. 
Figure 6.2(d) shows the final structure of the MOSFET die.
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The N-Channel Enhancement mode MOSFET is characterized by the 
conduction of current from the drain to source, being facilitated by the 
formation of an n-type channel in a p-type substrate. The formation of the 
conduction channel requires that both the drain and gate are at a positive 
potential with respect to the source, in which case a drain-source current 
can flow. Depletion mode devices and P-channel devices also exist, but the 
N-Channel Enhancement mode MOSFET is the device most commonly used 
in the design of modern solid state amplifiers. The term “MOSFET” will be 
used to indicate an “N-Channel Enhancement mode MOSFET” unless oth-
erwise stated. Table 6.1 shows a list of useful symbols and their definitions 
commonly used in MOSFET and RF amplifiers.

6.2.2  �DC Characteristics
A curve-tracing circuit, i.e. one that measures the current and voltage charac-
teristics of a particular circuit, shown in Figure 6.3, can be used to measure 
the DC characteristics of a MOSFET. The MOSFET is connected in a “com-
mon source” configuration, with the source terminal grounded. Variable DC 
voltage sources, VGG and VDD, are connected to the gate and drain terminals 
of the MOSFET, respectively. The ammeter AD and voltmeters VG and VD are 
used to measure the drain current (ID), gate voltage (VGS), and drain voltage 
(VDS), respectively.

This test circuit can be used to generate the “transfer curve” of the MOS-
FET, which shows how the drain current changes as the gate voltage is varied 
(these measurements are defined in the saturation region of the I–V curve as 
discussed below). The measurement is made by setting VDD to be a constant 

Figure 6.2  ��Summary of the steps involved in the fabrication of a MOSFET. Starting 
with the P-type substrate (a), the source and drain regions are formed 
by the diffusion of N-type wells into the substrate (b). The third step 
involves the deposition of the insulating oxide layer and the passivating 
nitride layer (c), and the final step involves metallization in order to 
develop the gate, drain and source contacts (d).
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voltage that is relatively large (on the order of tens of volts). VGG is then varied 
from zero to some positive value of a few volts while recording VGS and ID. 
A plot of ID against VGS results in the characteristic curve of Figure 6.4. The 
transfer curve can be divided into four major regions based on the relation-
ship between ID and VGS. In the first region, where VGS < VT, ID is zero. In the 
second region, a small quadratic increase in ID relative to VGS is seen when  
VT < VGS < VL. This is followed by the third region in which ID increases  
linearly when VL < VGS < VU. Finally, ID begins to saturate when VGS > VU.  

Table 6.1  ��Symbols used in the discussion of MOSFETs and RF amplifiers and their 
definitions.

Symbol Definition

CDS Drain-source capacitance
CDG Drain-gate capacitance (same as Crs)
CGS Gate-source capacitance
Cis Input capacitance, common source
Cos Output capacitance, common source
Crs Feedback capacitance, common source
gfs Forward transconductance
ID On state drain current
IDQ Drain quiescent current
IDSS Drain-source leakage current
Iom Output RF current amplitude
RDS(on) On-state drain-source resistance
RL Load resistance
θ Angular time in radians; θ = ωt
VBR(DSS) Drain-source reverse bias breakdown voltage
VDSat Drain-source saturation voltage
VDD Drain DC supply voltage
VDS Drain-source voltage
VDS(θ) Drain-source instantaneous RF voltage
VGG Gate DC supply voltage
VGS Gate-source voltage
VGS(θ) Gate-source instantaneous RF voltage
Vim Input RF voltage amplitude
Vom Output RF voltage amplitude

Figure 6.3  ��Symbolic representation of a MOSFET. (a) The symbolic representation 
shows the gate (G), drain (D), source (S) and bulk (B) contacts. (b) A 
schematic of the curve tracer circuit that is used to determine the DC 
characteristics of the MOSFET.
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The forward transconductance (gfs) of the MOSFET, which governs its ability  
to amplify, is commonly defined for the linear region of the transfer curve as:
  

	 D
fs

GS

I
g

V



 	 (6.1)

  
The RF behaviour of the MOSFET is based on the periodic traversal of 

the transfer curve corresponding to the periodic swing of the applied gate  
voltage. The transfer curve is used to define the quiescent (or operating) 
point of the RF amplifier based on this periodic traversal. The same basic 
test system can be used to generate a set of I–V curves that relate the drain 
current to the drain voltage at fixed gate voltages. In this case, VG is fixed at 
some voltage and VD varied from zero to VDD, while measuring VDS and ID. 
This is repeated for different values of VG between zero and VGS. The resulting 
characteristic curves are shown in Figure 6.5.

Three distinct regions of operation, marked in Figure 6.5, are defined as 
follows:
  

●● In the “cutoff” region, when VGS < VT, ID is zero. This region can be rep-
resented in circuit form by Figure 6.6(a) which contains back-to-back 
diodes.

●● In the “active” region, when VGS > VT and VDS < VDSat, ID increases linearly 
with VDS. The projection of OA′ on the abscissa in Figure 6.5 represents 
the range of VDSat over the range of VG. This is symbolically represented 
as a series resistor, rDS(on), in the drain-source path seen in Figure 6.6(b).

●● In the “saturation” region, when VGS > VT and VDS > VDSat, ID is effectively 
independent of VD. The MOSFET behaves as a true current source in this 
region, shown symbolically in Figure 6.6(c).

  
These measurements, and the resulting curves, define the basic operation 

of a MOSFET. They are key to understanding how a MOSFET functions as an 

Figure 6.4  ��Transfer curve of a MOSFET shows the drain current as a function of 
applied gate voltage.
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amplifier, but are not sufficient to understand its behavior at RF frequencies, 
so the following sections take an expanded view of the high frequency char-
acteristics of a MOSFET.

6.2.3  �RF Characteristics
The physical structure of the MOSFET results in the formation of parasitic 
capacitances, i.e. capacitance that occurs owing to the proximity of differ-
ent physical structures within the device, that are not significant at low 
frequencies but which do have a significant effect on the MOSFET response 
at RF. These capacitances occur between the various nodes that are iso-
lated by insulating regions, shown diagrammatically in Figure 6.7. The 
interface of the drain and substrate forms a diode that is reverse biased, 
resulting in a junction capacitance CDS. The value of CDS depends on the 
applied reverse-voltage across the diode. The gate metallization partially 
overlaps the diffused N-type regions of the gate and drain, giving rise to CGS 
and CGD. These are not voltage-dependent because they are not junction 
capacitances.

Figure 6.5  ��I–V curves of a MOSFET. Each curve corresponds to a specific setting of 
VGS. The three regions of operation (active, saturation and cutoff) are 
shown.

Figure 6.6  ��Symbolic representation of the three MOSFET states showing the cut 
off (a), active (b) and saturation (c) states of the MOSFET.
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Typically, a MOSFET datasheet does not specify CDS, CGS, and CDG. Instead, 
values of the output capacitance, Cos, input capacitance, Cis, and feedback 
capacitance, Crs, are reported, values which represent hybrids of the previ-
ously mentioned capacitances. These two sets of values are related as follows:
  

●● Cos is measured with VGG set to ground potential and is given by:
  
	 Cos = CDS + CGD	 (6.2)
  

Cos appears as a capacitance across the output terminals of the MOSFET. 
Since the internal resistance of the MOSFET current source is very high, 
the output impedance of the MOSFET essentially comprises the output 
capacitance.

●● Cis is measured with the drain shorted to the sourced terminal, and 
appears across the input terminals of the MOSFET. The value of Cis is 
given by:

  
	 Cis = CGS + CGD	 (6.3)
  

Cis does not vary significantly with the applied gate voltage. The effect of 
Cis is to reduce the input impedance of the MOSFET. This makes match-
ing to a 50 Ω signal source more difficult.

●● Crs is the feedback capacitance and is the same as CGD. This capacitance 
can be minimized through proper layout of the MOSFET.

  

Figure 6.7  ��Parasitic capacitances of a MOSFET. CGS and CDG are the parasitic capac-
itances formed owing to overlap of the gate metallization over the 
source and drain regions, respectively. CDS is the drain-source capaci-
tance formed owing to the reverse-biased diode at the drain-substrate 
interface.
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MOSFET behaviour in saturation can be represented with a hybrid-pi 
circuit model.4 The most basic form of this model represents the MOSFET 
as an open circuit between the gate and source, and a voltage-controlled 
current source between the drain and source. The input voltage node (VGS) 
modulates the output current as VGS

•gfs. The parasitics can be included as 
lumped element capacitors between the nodes of the device, as shown in 
Figure 6.8. The increased complexity of these additional elements improve 
the model’s accuracy, but the inherently non-linear operation of the MOS-
FET in large signal operation makes it difficult to model its behaviour 
completely.

It is important to remember that most elements of this model are mod-
ulated by the bias point, and the values of VDS and IDQ can have especially 
strong influences on Cos and gfs, respectively. Furthermore, COS is a function 
of the drain-source voltage. So for a given operating point (i.e. a pair of gate 
and drain DC bias voltages) one can model the device with a fairly simple 
circuit.

One of the first major design questions is how the quiescent point of the 
amplifier should be selected, and what impact it has on performance. This is, 
essentially, a question of what “class” an amplifier should be.

6.2.4  �Amplifier Classes
There are a number of different classes of RFPA. An amplifier’s class of oper-
ation is determined by the percentage of the sinusoidal cycle of an oscillating 
input that results in conduction at the output of the amplifier. This is con-
trolled by the quiescent point of the amplifier, which is a function of the DC 
gate and drain voltages. Generally, a higher bias voltage at the gate leads to a 
more linear amplifier. The basic linear classes of operation for amplifiers are 
referred to as A, AB, B, and C, in order of the highest to lowest bias voltage, 
as shown in Figure 6.9. Each of these classes is considered briefly here to 
illustrate how they are biased, and some of the ramifications of selecting a 
given class of amplifier.

Class A operation is obtained when the gate bias is set to roughly the 
middle of the linear region of the transfer curve of the MOSFET. This cor-
responds to VGS = VGS(A) in Figure 6.9, and results in a quiescent current  

Figure 6.8  ��The hybrid-pi model of a MOSFET provides a basic circuit level descrip-
tion that can be helpful to understand amplifier behaviour.
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IDQ = IDQ(A), which constitutes a large constant current of the order of a few 
amps for a high power device. This translates to a low efficiency for the ampli-
fier (approximately 25%) and high power dissipation even when no signal is 
being amplified. However, application of an RF input voltage (Figure 6.10(a)) 
whose amplitude is less than (VGS(A) − VT) ensures that the MOSFET never 
goes into the cut-off region. One can also characterize different classes of 
amplifiers in terms of a conduction angle, i.e. the fraction of the wave period 
during which the device is acting as an amplifier: the conduction angle is 
measured in degrees. For a class A amplifier, the conduction angle is 360°, 
with a very high degree of linearity.

Class B operation occurs at a lower bias point than class A, VGS = VGS(B) = VT. 
Since the DC gate voltage is the same as the turn-on voltage it follows that 
IDQ = 0. For this configuration, VGS is less than VT for half the sinusoidal cycle 
as shown in Figure 6.10(b), so the MOSFET is ON for only the positive half of 
the input voltage sinusoid, i.e. a class B amplifier has a conduction angle of 
180°. The complete sinusoidal waveform at the output is obtained either by 
the use of a push–pull configuration in the case of a broadband amplifier or 
by a tuned output network in the case of a narrowband amplifier. The result 
is lower linearity than a class A amplifier, but a much higher efficiency of 
around 78%.

Class AB amplifiers represent a compromise between classes A and B, and 
are characterized by VGS(B) < (VGS = VGS(AB)) < VGS(A). The result is a non-zero 
quiescent current, IDQ = IDQ(AB), that is lower than a class A amplifier. VGS(AB) 

Figure 6.9  ��Transfer curve with gate bias points for linear amplification.
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is usually set to a value at the beginning of the linear portion of the trans-
fer curve, so the resulting output is more linear than class C (see below). 
This gives a conduction angle of between 180° and 360°, as shown in Figure 
6.10(c) and an efficiency that is typically around 50%.

Class C amplifiers have the lowest bias point of the basic classes at 0 < VGS(C) 
< VT and IDQ = IDQ(C), which is shown to be negative in both Figures 6.9 and 
6.10(d). However, in practice, IDQ(C) is zero because it lies below the threshold 
voltage of the device. The conduction angle for a class C amplifier is usually 
between 90° and 180°. The theoretical efficiency approaches 100%, though 
this can never be realized and a realistic efficiency is typically slightly better 
than class B. In exchange for the higher efficiency, the low conduction angle 
contributes to a loss of linearity.

In addition to the conventional A, B, AB and C class amplifiers, there are 
also G and H class amplifiers that modulate the drain voltage VDS. Class G 
amplifiers use multiple supply rails of different voltages that are switched, 
based on the amplitude of the signal. This reduces the amount of power dis-
sipated in the device by using a lower VDS when the envelope allows. Class H 
amplifiers extend this idea by modulating VDS as well as VGS, further improv-
ing the efficiency of the design. In general, the gate bias point could be set to 
match any of the previous classes of operation, though class AB is perhaps 
the most commonly used. The gains in efficiency seen with class G and H 
amplifiers come at the cost of higher design complexity and some loss of 
linearity. Additionally, some of the device parasitics vary as a function of the 
signal level, potentially adding complexity to the matching network design, 
discussed later in this chapter.

Linear class amplifiers represent the classical amplifier design, but are by 
no means the only option. Non-linear switching amplifiers have been devel-
oped, and have also started to see applications in RF amplifier designs.

Figure 6.10  ��The upper half of the figure represents the input RF voltage and the 
lower half represents the output current. The bias points of class A (a); 
class B (b); class AB (c) and class C (d) amplifiers are shown.
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6.2.5  �Switch-Mode Amplifiers
Switch-mode amplifiers are designed to operate with the output MOSFET in 
either the ON or OFF state, representing a different design from the linear 
devices discussed previously. Switch-mode significantly reduces the amount 
of power dissipated in the MOSFET since there is either no current flow-
ing through it, or else only a small voltage drop occurs across the internal 
resistance. The final output is obtained by using a tuned output circuit that 
acts as a reconstruction filter, removing the higher order harmonics caused 
by switching. A diagram of the basic operation of such a class D amplifier 
is shown in Figure 6.11. This group of switch-mode amplifiers, which also 
includes classes E, F, and S, is highly efficient compared to linear class 
amplifiers, but this increased efficiency is achieved at a cost of linearity and 
complexity. Only relatively recently have these designs become viable for RF 
amplifiers, and their design and use are an area of active research.5–7 Further 
details about the circuit and specific characteristics of each class of switch-
ing mode amplifiers may be found in the literature.8 In terms of MR appli-
cations, linear class amplifiers are used almost exclusively, and so further 
analysis is restricted to this type of amplifier.

6.2.6  �Mechanism of RF Power Amplification
The principle of operation of a MOSFET RF amplifier can be analyzed on 
the basis of the DC characteristics of the MOSFET. A class A amplifier will be 
analyzed in this section for simplicity, but other linear class amplifiers can 
be analyzed similarly. Switch-mode class amplifiers operate on the same fun-
damental principles, but the analysis proceeds somewhat differently because 
of their highly non-linear operation.

The analysis proceeds from a basic common source RF amplifier, as shown 
in Figure 6.12, with symbols defined in Table 6.2.

Figure 6.11  ��The basic class-D amplifier operates in a switch mode. The input is 
converted into pulses that are used to drive the output FETs. This sig-
nal is then filtered to obtain an amplified version of the input.
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The RF source produces a sinusoidal voltage Vi(θ) such that:
  
	 Vi(θ) = Vim sin(θ)	 (6.4)

where Vim is the peak voltage of the input. This combines with the DC gate 
bias resulting in a gate-source voltage given by:

	 VGS(θ) = VGG − Vim sin(θ)	 (6.5)
  

For class A operation, Vim < (VGS − VT), hence VGS(θ) > VT for t > 0, so the 
entire voltage waveform presented to the gate lies in the linear region of the 
transfer curve. The amplified output of the device is found as the multiplica-
tion of eqn (6.5) with the transconductance gfs (defined in eqn (6.1):)
  
	 IDS(θ) = IDQ − Iom sin(θ)	 (6.6)
  

Figure 6.12  ��Schematic of the basic RF amplifier. The parasitic output capacitances 
described in Section 6.2.3 are ignored here. In practice the parasitic 
capacitances are compensated for and the load resistance represented 
by RL is a virtual load resistance.

Table 6.2  ��Symbols used in RF amplifier design and their definitions.

Symbol Definition

Cb DC block capacitor
IDC DC quiescent current drawn by MOSFET
Id(θ) Time varying drain current
Io(θ) Time varying load current
RGB Gate bias resistor
RL Load resistor
RFC RF choke
VGG Gate DC supply voltage
VDD Drain DC supply voltage
VGS(θ) Time varying gate-source voltage
VDS(θ) Time varying drain-source voltage
Vi(θ) Time varying input voltage
Vo(θ) Time varying output voltage
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The quiescent current IDQ flows through the RF choke and the RF current 
Iom sin(θ) flows through the blocking capacitor into the load, RL. Here, Iom is 
the peak current of the output RF wave. This creates a voltage drop of Vo(θ) 
across the load, given by:
  
	 Vo(θ) = RLIom sin(θ) = Vom sin(θ)	 (6.7)

where Vom defines the peak voltage of the output RF wave. This results in the 
power dissipated in RL, defined as the output power Po, being given by:
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  	 (6.8)

  
From eqn (6.7), it is clear that instantaneous drain-source voltage VDS(θ) 

must be:
  
	 VDS(θ) = VDD + Vom sin(θ)	 (6.9)
  

The amplification processes described by these equations is illustrated in 
Figure 6.13. From Figure 6.13(c) and (f), it can be seen that the drain current 
is minimum when the voltage across the drain-source terminals is a maxi-
mum, and vice versa.

Eqn (6.8) implies that the output power varies linearly as the amplitude of 
the output voltage swing. Furthermore, Vom itself varies linearly with RL so 
eqn (6.8) implies that the MOSFET behaves as a current source, with a larger 

Figure 6.13  ��Waveform diagram of a class A amplifier. Figures (a) through (f) are 
pictorial representations of eqn (6.4) through (6.9), omitting eqn (6.8).
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load resistance resulting in greater output power. This behavior is bounded 
by the fact that the drain-source voltage must be larger than the drain satu-
ration voltage at all times, that is VDS(θ) > VDSat. From this consideration, eqn 
(6.9) imposes an upper bound on the peak output voltage of:
  
	 Vom ≤ VDD − VDSat	 (6.10)
  

Initial assessment of eqn (6.9) would seem to indicate that VDD could be 
increased arbitrarily to accommodate the condition imposed by eqn (6.10). 
However, the avalanche breakdown voltage, VBR(DSS), of the reverse-biased 
diode formed by the drain-substrate interface imposes an upper bound on 
VDD as:
  
	 VDD ≤ VBR(DSS) − Vom	 (6.11)
  

From eqn (6.8) and the conditions set by eqn (6.10) and (6.11), the opti-
mum value of RL can be calculated as:
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This analysis indicates that the MOSFET may be described as a high resis-

tance current driver. The RF operation of the amplifier is shown overlaid on 
the DC characteristic curves of the MOSFET in Figure 6.14. The line DD′ rep-
resents the variation of the drain current and voltage, ID and VDS, with the 

Figure 6.14  ��RF operation of a class A amplifier shown overlaid on the DC char-
acteristic curves of a MOSFET. DD′ is the locus of VDS and IDS during 
RF operation of the MOSFET. VDS swing is represented by VV′. The IDS 
swing is represented by II′. The lower limit for the VDS swing is VDSat.  
ID swings about IDQ, the quiescent current.
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sinusoidal variation of the gate voltage above the threshold voltage. DD′ is 
a straight line because ID and VDS are 180° out-of-phase for a purely resistive 
load. A purely reactive load would cause DD′ to be a perfect circle, while for 
the mixed loads found in most practical situations DD′ would become an 
ellipse. This is caused by the phase shift in the current-to-voltage relation-
ship owing to reactive impedances.

6.3  �Matching Networks for Amplifiers
The principles of impedance matching for RF coils were covered in Chap-
ter 3 and very similar principles apply for RF amplifiers. Matching networks 
are used to minimize power loss and reflection. Amplifiers will not achieve 
their desired performance if they are not properly impedance matched. This 
suboptimal performance could manifest itself as low output power, or oscil-
lation in some cases. As already mentioned in Chapter 3, there are a large 
number of possible designs of matching networks,9–13 so some of the most 
important features for RF amplifiers are summarized here.

6.3.1  �Basics of Matching Networks
The fundamental purpose of a matching network is to transform the 
impedance of a device or system from one value to another. This may be to 
minimize reflected power, obtain the minimum noise figure (e.g. for a pream-
plifier as covered in Chapter 7), or obtain the maximum power output from 
an amplifier. The principle of conjugate matching for maximum power trans-
fer between a source impedance Zs and a load impedance ZL was covered in 
Chapter 3. Figure 6.15 shows impedance matching networks placed both at 
the input to the amplifier (between the frequency source and the active MOS-
FET) and also at the output of the amplifier, in front of the transmit/receive 
switch.

One can consider matching networks to be passive and lossless, as this 
is a reasonable approximation of their behaviour. While the passivity of the 

Figure 6.15  ��Two impedance matching networks are required at the input and 
output of the MOSFET-based power amplifier: one is placed between 
the output of the frequency synthesizer and the input to the MOSFET, 
and the other between the output of the MOSFET and the input of the 
transmit/receive switch.
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network is absolute (they do not generate power, only transform it), real net-
works are lossy as all components dissipate some amount of power. Good 
quality, high quality (Q)-factor reactive components limit this problem, and 
the use of resistive elements should generally be avoided.

The use of reactive elements in the matching network means that it exhib-
its a frequency-dependent response. The matching network is designed to 
operate at the particular Larmor frequency, and the network will have a finite 
bandwidth over which an acceptable match is obtained. A common “accept-
able match” is to have a Voltage Standing Wave Ratio (VSWR) of 1.5 : 1, 
which translates to a Return Loss (RL) of 14 dB: based on the value of the  
bandwidth, matching networks can be divided into either narrowband (10% 
fractional bandwidth or less) or broadband (above 10% fractional band-
width). Narrowband designs can be used, for example, for clinical MRI sys-
tems in which transmission at the proton frequency is almost exclusively 
used. If multinuclear experiments, for example 23Na, 31P or 13C, are desired 
then a lower frequency broadband RF amplifier is typically used. Similar 
arguments hold for NMR in which the proton amplifier is typically narrow-
band and the X-nucleus amplifier is broadband.

6.3.2  �Narrowband Matching
In designing an amplifier for a clinical 3 tesla MRI system (operating at a 
Larmor frequency of ∼127.8 MHz), the bandwidth of an excitation pulse 
would not be expected to exceed roughly 200 kHz, which corresponds to 
a fractional bandwidth of approximately 0.15%. This is well below the 
10% fractional bandwidth that defines the use of narrowband matching 
techniques. The simplest versions of such impedance matching networks 
use two or three lumped element capacitors and/or inductors. These are 
arranged in one of the networks shown in Figure 6.16, which are identical 
to the networks covered in Chapter 3 for impedance matching RF coils to 
50 Ω. In the L-network shown in Figure 6.16(a) the design equations are 
given by:
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with the condition that R2 > R1, and Q is the quality factor as defined pre-
viously. If R1 < R2 the series and parallel components are swapped, i.e. the 
series arm of the L-network should be connected to the smaller of the two 
resistances. The bandwidth of this network is given by ω/Q, so the higher the 
Q value the smaller the bandwidth. Note that with this type of two-element 
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matching network, it is not possible to change the bandwidth of the network. 
In order to do this, one must use additional elements. A simple example is 
the three element pi-network, shown in Figure 6.16(b). Analysis is most eas-
ily performed by splitting the central lumped element into two, with a virtual 
ground between them, as shown in Figure 6.16(c), and evaluating the virtual 
resistance Rv. The design equations are given by:
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In addition to lumped elements, transmission lines can be used for 

impedance matching by connecting appropriately sized stubs, either 
short-circuited or open-circuited, as covered in Chapter 3.14,15 One advan-
tage to this latter method is that well-designed microstrip stubs can miti-
gate problems with coupling between the input and output of an amplifier. 
This can occur owing to flux coupling between inductors in the respec-
tive impedance matching networks, which may lead to oscillation of the 
amplifiers.

Figure 6.16  ��Two-element and three-element matching networks which can be 
used for narrowband impedance matching. (a) An L-network in which 
the bandwidth is fixed, (b) a pi-network in which the Q of the network 
can be specified as a design parameter, (c) equivalent circuit to that 
shown in (b) defining a virtual resistance, Rv, used to derive the design 
equations for the three elements of the network.
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6.3.3  �Broadband Matching
RF amplifiers for multi-nuclear NMR and MRI must be able to operate effi-
ciently over a broad range of frequencies. For example, on a 9.4 tesla system 
(proton frequency 400 MHz), then RF pulses may have to be transmitted for 
nuclei ranging from 15N (40.5 MHz) to 31P (162 MHz), which equates to a frac-
tional bandwidth of 200%. While using different amplifiers tuned for each 
frequency is possible, this quickly becomes expensive and impractical. A bet-
ter solution is to use a single amplifier that has been designed to cover all the 
relevant frequencies, that is to say a broadband amplifier. This means that 
the matching networks must also be broadband, converting the input and 
output impedances of the amplifier to close to 50 Ω over a wide frequency 
range. Although broadband matching is a very involved subject, an intuitive 
approach would be to cascade a number of sub-circuits that progressively 
produce a 50 Ω match. The result is a relatively low Q network where the 
frequency response will be broadened. Such a network is shown schemati-
cally in Figure 6.17. This type of circuit is very similar to a broadband filter, 
and indeed many of the design criteria for such a network are identical to 
those used in filter design, so concepts such as the Butterworth or Cheby-
shev filters can easily be incorporated into the determination of the exact L 
and C values for the matching networks. These types of multi-segment fil-
ter can also be implemented using transmission lines or microstrips. Many 
papers give detailed descriptions of these and alternative approaches, such 
as tapered transmission lines,10,16 multi-section matching techniques,17,18 
numerical design techniques,19 as well as the fundamental limits of broad-
band systems.20,21

6.4  �Amplifier Performance Considerations
The ideal amplifier described in Section 6.2.6 exactly reproduces the input 
signal at a higher amplitude, with no other changes. Real world amplifiers 
cannot fully achieve this, and they introduce some degree of distortion into 
the output signal. A number of different mechanisms can introduce distor-
tions, and understanding these is helpful for evaluating a transmit amplifier 
for NMR or MRI use.22 Additionally, it is important to consider performance 
parameters, such as efficiency, as these can limit the operation of the overall 
system.

Figure 6.17  ��Schematic of a broadband matching network.
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6.4.1  �Linearity
An ideal amplifier would have the same gain at all input levels, which is to 
say that the gain is completely linear. Practical amplifiers are limited in this 
respect, and have a finite range of input powers over which they are approxi-
mately linear. The maximum input/output power for linear operation is often 
denoted as the P1dB point, or the 1 dB gain compression point. This is the 
input/output power level at which the gain has decreased by 1 dB from the 
nominal value, as shown in Figure 6.18. It is worth noting that the less linear 
classes of amplifiers (e.g. class C) also exhibit non-linear gain at low input 
levels as well as at high input levels. While the 1 dB compression point is use-
ful for comparing different amplifiers the actual linearity required will vary 
depending on the particular application.

Compression can introduce two primary problems: (1) harmonic distor-
tion, and (2) calibration error. Harmonic distortion occurs when the varia-
tion in gain causes harmonics to be generated at the output of the amplifier, 
which may result in increased power dissipation in the filter components 
of the system. Calibration error is where an expected output power level is 
not achieved. Typically, RF calibration on MRI systems is performed in situ 
for each patient, and this calibration may be performed using relatively low 
peak amplitude pulses. If there is a significant error owing to non-linearity 
in the amplifier performance, then the tip angles proscribed in the partic-
ular imaging protocol may not be produced, e.g., under-tipping of the 180° 
pulse in a spin-echo sequence. In some cases, such as using complicated RF 

Figure 6.18  ��The ideal gain of an amplifier is completely flat (constant over all input 
powers). In reality, this is unobtainable. A typical measure of the lin-
earity is the 1 dB compression point, that is the input power level at 
which the gain has decreased by 1 dB from nominal.
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waveforms with a very high dynamic range for spatially selective excitations, 
a very high linearity may be needed to obtain accurate excitation profiles, 
with more complicated imaging errors being produced if the RF pulse shape 
is not faithfully reproduced.23 There are a number of techniques that can 
be used to improve the linearity of amplifiers, including feedback,24–27 feed- 
forward,26 and predistortion.23,28

6.4.2  �Noise Gating
RF amplifiers typically operate at output power levels many orders of mag-
nitude higher than the MR signal that enters the receive system, and so can 
easily inject significant amounts of noise into the receive chain even with 
no RF pulses being transmitted. A noise gating, or blanking, scheme is used 
to prevent his problem. This process consists of two steps, first removing 
the gate bias from the device at the input and second, introducing a sol-
id-state RF switch at the output of the amplifier.29,30 Removing the bias from 
the amplifier, except during transmit, significantly reduces the gain of the 
device. This, in turn, reduces the amount of noise that is injected into the MR 
system. The RF switch at the output of the amplifier further attenuates any 
noise. A solid-state switch (e.g. a PIN diode based switch) is used because the 
amplifier output may be switched multiple times during a pulse sequence. 
Switching times in the order of 1 µs are needed, which makes electro- 
mechanical switches impractical. Using these two methods in concert ideally 
results in 80 dB or better of isolation between the input of the amplifier and 
the output of the switch when the output is blanked.

6.4.3  �Dynamic Range
Dynamic range is a measure of the usable output range of a system. It is 
typically bounded at the high end by the maximum linear power that can be  
produced and at the low end by the noise floor. In general terms, RF amplifiers 
are designed to have a dynamic range of between 40 dB and 60 dB. However, 
it is worth noting that 60 dB is a high dynamic range for high power transmit 
systems, and would not normally be needed for NMR or MRI. Careful design 
would be needed to achieve this amount of dynamic range, as moderate and 
high power amplifiers tend to have relatively high noise figures.

6.4.4  �Efficiency
Efficiency is a measure of the amount of power delivered to the load vs. the 
total power consumed by the amplifier. Typically, amplifiers for NMR and 
MRI have not needed to be very highly efficient in the past, and commer-
cial amplifiers essentially designed for other purposes have been modified 
for MR use. However, there are increasingly challenging demands imposed 
both by wider bore (owing to the increasing physical size of the population), 
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and higher field (7 tesla and above) MRI systems. With that said, as the 
output power of the amplifier increases, the efficiency becomes more of a 
concern. The primary problem is that energy not delivered to the load will 
be dissipated as heat. For example a 60 kW amplifier that delivers 10 kW 
to the load but is only 20% efficient would need to dissipate 50 kW in heat. 
This quickly becomes difficult to manage. A secondary concern is operating 
cost: the heat generated translates to wasted power both in generation and 
in removal, which drives up the operating cost of the system. Typically, high 
power amplifiers would be expected to be between 50% and 75% efficient.

6.4.5  �Stability
Stability can be divided into two separate concepts: the propensity of the ampli-
fier to oscillate under varying load conditions; and the change in performance 
metrics over time. Ideally, an amplifier would be “unconditionally stable”, which 
is to say it would not oscillate with any load, where here the load corresponds to 
the impedance of the loaded RF coil. However, this is not theoretically possible 
for an amplifier with gain greater than unity. Instead, stability within the VSWR 
3 : 1 circle is a more realistic design criterion. This should account for any mis-
tuning of RF coils and/or for RF coils under very different loading conditions. 
The MR system should provide safety checks to prevent operation for extreme 
loads (e.g. an open-circuit owing to a coil being disconnected).

Temporal stability is caused by drift in the value or performance of different 
components. This may manifest itself in changes in gain, maximum output 
power, or output phase. Large shifts in performance can be caused by heat-
ing of the amplifier, so it is important to have adequate cooling. Some drift is 
inevitable, but would be expected to be kept within approximately 0.2 dB gain  
variation and 5° phase variation over the duration of the scan. Again, these 
values may have to be more stringent for extremely taxing MR applications.

6.4.6  �Technical Specifications for Commercial RFPAs for MRI
Having covered the design and performance of RFPAs for magnetic resonance 
applications, Table 6.3 summarizes the technical specifications of such an 
amplifier used for a 3 tesla MRI system. In practice, several of these units may 
be used in parallel, since this is much cheaper than using a single very high 
power amplifier, if indeed such units even exist for the required frequency.

6.5  �Amplifiers for Multi-Channel Transmission
As outlined in Sections 3.11 and 3.12 in Chapter 3, there are significant chal-
lenges in obtaining a homogeneous B+

1 field at very high magnetic fields where 
the wavelength in tissue is a substantial fraction of, or greater than, the dimen-
sions of the body part being imaged. This has motivated the use of multiple 
transmit channels, with independent control over the magnitude and phase 
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of the input to each channel. A second reason to use multiple transmit chan-
nels is the use of parallel transmit techniques. RF excitation pulses that are 
selective in multiple dimensions, often known as spectral-spatial or simply 2D 
pulses, enable the tailored excitation of desired regions from within a larger 
FOV, therefore increasing the imaging efficiency. These multi-dimensional RF 
pulses are more complicated that regular 1D slice selective RF pulses, generally 
requiring significantly longer time periods, therefore extending the minimum 
TE of a particular imaging sequence, among other considerations. Drawing 
from parallel receive concepts, which use multiple receive coils to enable 
reduced sampling of k-space, Zhu and Katscher independently introduced 
the concept of parallel transmit MRI, often called Transmit SENSE.31,32 This 
uses multiple transmit coils, each with independent RF channels, to produce 
multi-dimensional RF pulses with significantly reduced durations compared 
to those using conventional single channel MR systems.

However, the transmit array coils that are needed to implement these 
methods do not come without their own difficulties, particularly in terms of 
the presence of mutual coupling between individual transmit elements. One 
method to mitigate this problem of mutual coupling is to use a different type 
of amplifier than discussed previously in this chapter. A key element in this 
different type of amplifier design is the need to control the current through 
each of the elements for the successful application of Transmit SENSE,31 or 
B1-shimming. Most systems perform RF pulse tip angle calibration in terms 
of a power factor sent to the coil, but in fact it is not the power that generates 
the rotation of the nuclear spins, i.e. the particular tip angle, but instead it is 
the current on the coil that generates the tip angle, and the current is a func-
tion of both the power delivered to the coil and the coil impedance. If the 
impedance of individual elements were to change for some reason, for exam-
ple a change in temperature or patient movement causing changes in load-
ing, then the current needed for a given tip angle would remain the same, 

Table 6.3  ��Characteristics of a commercial RF amplifier for 3 tesla MRI.

Frequency range 10–130 MHz
Pulse power (50 Ω load) 8000 watts
CW power (50 Ω load) 100 watts
Gain (1 mW input power) 60 dB
Gain linearity (±1 dB) 40 dB dynamic range
Phase linearity (over 40 dB dynamic range) 5°
Harmonic content −20 dB (2nd harmonic), −12 dB 

(3rd harmonic)
Input impedance 50 Ω
Output impedance 50 Ω
Input VSWR <2 : 1
Amplitude rise/fall time 750 ns
Output noise (blanked) 20 dB above thermal noise
Blanking delay ∼1 µs
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but the absorbed power and terminal voltage would vary with the change in 
impedance. This will be considered further in the next section.

6.5.1  �Mutual Coupling in Transmit Arrays
As mentioned above, one of the key concepts in the design of transmit arrays 
is to control the relative currents on the elements, as these are what gener-
ate the B+

1 fields. Driving the arrays with current sources would achieve this 
control, as shown schematically in Figure 6.19(a). This “forced current exci-
tation”, if achievable, would ensure a specified current at the terminals of 
each element. Under these circumstances, a specific RF waveform could be 
input to each element regardless of the interaction, or coupling, between ele-
ments of the transmit array.

A more realistic model is that of each element being driven by a voltage 
source with an internal generator resistance, shown in Figure 6.19(b). The 
“free voltage excitation” configuration specifies the voltage internal to the 
generator, so that the coil terminal voltage and current are functions of the 
element impedance. The difficulty lies in the fact that the element impedance 
may vary depending on the coupling between elements. Coupling between 
elements is dependent on a number of factors, including element spacing 
and the environment. This means that the element impedance is sensitive to 
the movement of the coils and environment, rendering specification of the 
currents very difficult in practice.

For a single antenna, as illustrated in Figure 6.20(a), the current delivered 
by the amplifier is a fixed value. Depending upon the mismatch between the 

Figure 6.19  ��(a) Forced current excitation of a transmit array, in which the input 
current to each element of the array is driven by a current source or 
some other means of applying known currents. (b) Free voltage exci-
tation of an array, the more common implementation. In this case, the 
applied voltage at the transmitter is known, but the actual voltage and 
current at the elements are a function of the input impedance of the 
antenna. This input impedance can vary owing to changes in loading 
or relative currents on the elements, so the currents on the array ele-
ments may not follow the applied drive voltages. The variables ε and σ 
represent the permittivity and conductivity of a loading sample.
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amplifier impedance and the antenna element impedance there may be a 
degree of reflected power which reduces the current delivered to the antenna. 
However, the fidelity of the waveform will not be impacted, assuming that the 
amplifier is properly protected.

The situation is potentially much different when using arrays of ele-
ments. Forming an array by introducing another element means that the 
presence of a second can affect the input impedance of the first. Specif-
ically, the fields produced by element 1 induce a current, I2, in element 
2, which in turn induces a voltage back across the first element. The net 
result is that the currents on the individual elements are disturbed by the 
mutual coupling between the two elements (as described previously in 
Section 3.5.2). This behavior can be analyzed as a two port system, illus-
trated in Figure 6.20(b). The mesh equations for this two-port are given 
by:
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Figure 6.20  ��(a) Network representation of a single element defined by the termi-
nal voltage and current, and the generator voltage and resistance. The 
interaction with the load is contained in the element input imped-
ance, i.e. the ratio of the element voltage and current. (b) Two-port 
representation of a two-element array defined by the element terminal 
voltages and currents. The interactions with the load and between the 
elements are contained in the port-open circuit impedance matrix, i.e. 
the relationships between the port voltages and currents. (c) Network 
representation of a two element array and sources. The element cur-
rents, I1 and I2, in general will not directly follow the respective gener-
ator voltages owing to coupling between the elements.
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or in matrix form:
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where the impedance terms are:
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These are the “open-circuit” port impedance matrix elements and can 

be determined by measurement, or in principle using commercially avail-
able electromagnetic modeling software covered in Chapter 8. One needs 
to be able to specify the element currents because the current produces the 
B+

1 field. This can be achieved by using current source amplifiers which are 
described later in Section 6.6. However, most RF amplifiers are described 
best as a voltage source with a series internal resistance, usually 50 Ω. The 
equivalent circuit in this case is illustrated in Figure 6.20(c) in which the RF 
amplifier voltage is controlled rather than specifying terminal voltages. This 
is accomplished by controlling the input voltage to the amplifier and knowl-
edge of the amplifier gain. In this simplified model, the generator voltages 
can be found by adding the effect of the generator impedances to eqn (6.18):
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 is the open circuit port 
impedance matrix.

Dividing equation 6.17 by the current I1 at port 1, one obtains:
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i.e. the driven port impedances depend on the mutual impedance and the 
port current ratio. The “active impedance” of each port can be solved for in a 
similar manner, and it can be quite different from the self-impedance of the 
port. For port n, the input impedance is given by:
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Note that the active impedance is a function of both the mutual imped-
ances between elements and also the currents on the ports. So if the currents 
on the elements vary, whether in the process of B1 shimming or applying 
different pulses to different elements as in Transmit SENSE, the impedances 
presented by each element to its transmitter also change. There are a vari-
ety of approaches to mitigating this problem. The most straightforward 
approach for arrays with just a few elements may simply be to eliminate cou-
pling (as far as possible) between the ports of the arrays, as discussed for 
receive arrays in Section 3.7.33,34

Alternative approaches use RF amplifier architectures that behave as cur-
rent sources to ensure that prescribed currents are delivered to the coil 
terminals. These amplifiers effectively duplicate the technique almost uni-
versally used in receive arrays, that of using a low-impedance RF pream-
plifier to present a high impedance to the receiving element, as originally 
introduced by Roemer.33 This current source design is discussed in detail 
in the following sections. It should be noted that there are other tech-
niques available, including the use of feedback-based decoupling, which 
involves measuring the current on each element, comparing it against the 
desired waveform, and correcting the input. While this principle has been 
shown to be feasible, it does require a very high bandwidth feedback sys-
tem.35 Combined with resonant systems it also tends to lead to instability. 
An iterative approach can reduce some of the problems associated with this 
approach, but may still drive the output of the amplifiers to a minimum in 
some cases.

6.6  �Current Source Amplifiers
One approach to decoupling individual elements of a transmit array is to 
use an RF current source amplifier,36,37 which is a modified version of the 
classical RF amplifier. The current source amplifier takes advantage of the 
fact that FETs behave as controlled current sources. Their drain-to-source 
resistance appears very high, in the order of kilo-ohms, when they are 
operated in the saturation region (see Section 6.2.2). The current source 
amplifier, in contrast to the standard power amplifier, is designed to pres-
ent a high impedance to any induced voltage at the expense of not being  
power-matched.37,38 In essence, a single element matching network is used 
to remove any reactance owing to parasitic output capacitance, leaving only 
the resistance of the MOSFET drain. The coil is series-resonated and con-
nected directly to the amplifier so that there are no other current paths 
except through the amplifier output. Effectively, the amplifier has a low 
impedance load and the coil has a high impedance load, shown in Figure 
6.21(a). The result is that coupling to the coil produces a voltage but the 
induced current is minimized, reducing the effective coupling. The down-
side is that the matching networks used do not result in a power-match for 
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the amplifier, reducing the maximum current on the coil to the rating of the 
active device in the amplifier.

The RF current source concept is similar to the principle of the antenna-
fier element39 and active integrated antennas.40–43 Using these devices, stud-
ies have shown that integrating the antenna with the active device results 
in the feed network of antenna arrays becoming less sensitive to the effects 
of mutual impedance than equivalent passive arrays driven by classical RF 
amplifiers, owing to the unidirectional nature of the active devices.44 The 
design of this network directly trades an optimal power-match for higher 
isolation.

6.6.1  �Matching Networks for Current Source Amplifiers
A simplified circuit schematic of the RF current source is shown in Figure 
6.22. As mentioned before, the RF power MOSFET is an RF voltage-controlled 
current source. Comparing Figures 6.22 and 6.11, the RF current source is 
implemented by replacing the optimal load resistance of the classical RF 

Figure 6.21  ��(a) The matching network for a current source amplifier is character-
ized by presenting a high impedance to the coil. The active device does 
not see an optimal match, so the output is limited to the current rating 
of the device. (b) An example amplifier module.

Figure 6.22  ��The basic current source amplifier replaces the optimal load with a 
series tuned, low resistance coil element. The inductor L is tuned to 
resonate with COS so that there is only one path for the coupled current.
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amplifier by an RF coil that is tuned to series resonance at the Larmor fre-
quency such that it presents a low resistance load to the MOSFET. If the out-
put capacitance (Cos) is not compensated for by a conjugate match, it forms 
a parallel path for the current, reducing the amplitude of the current driven 
through the RF coil. For improved RF current source performance, Cos is 
tuned out using a parallel inductor such that the RF current driven through 
the RF coil is maximized.

This introduces some difficulty if the RF coil is to be used as a transmit/
receive coil. The coil matching network used with current source amplifiers 
does not lend itself to receive systems. It is possible to integrate a matching 
network with the transmit/receive switch, so that the coil is appropriately 
tuned for the two cases, but a simpler approach is to use this as a trans-
mit-only coil and have a separate receive array.

6.6.2  �Analysis of the Current Source Network
The amplifier matching network is made up of a single inductive element 
resonated with the output capacitance COS such that:
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This results in a high impedance load for the coil. The exact impedance 

will be affected by the Q of the resonant circuit, which tends to increase with 
lower values of COS since this increases the value of the inductor, L. This 
design does not attempt to transform the low impedance of the tuned coil, 
so the MOSFET will not have an optimal load resistance. Therefore, the same 
RF current amplitude, I0, driven into the RF coil will result in a voltage drop, 
V0, that is significantly reduced compared to the optimal load resistance in a 
classical amplifier design. This reduces the VDS swing, which results in a load 
line that no longer spans the saturation region of the MOSFET DC character-
istic curve shown in Figure 6.14. In fact, the lower the RF coil resistance, the 
closer the load line is to a vertical line, as shown in Figure 6.23.

The induced current (i.e. the magnitude of the coupling) is reduced by the 
high impedance of the MOSFET. This can be seen by looking at the amplifier 
with the coil connected, and replacing the MOSFET with a hybrid pi model, 
as shown in Figure 6.24(a).

The circuit can be reduced to only passive devices at the output of the 
amplifier (Figure 6.24(b)). Furthermore, there are two resonant circuits: the 
MOSFET output has a tuned parallel LC circuit that has high impedance, and 
the coil has a series resonant circuit. This reduces the circuit to Ro and RC in 
series, as shown in Figure 6.24(c). Coupling into this circuit would be man-
ifested as a voltage induced on the coil element, i.e. a series voltage source. 
Since Ro is large, this results in a relatively small induced current. This rep-
resents the fundamental mechanism by which current source amplifiers 
reduce coupling.
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In the case of the standard amplifier the RF coil is conjugate-load matched 
to a 50 Ω system. So based on this, an induced voltage (VEMF) produces a cur-
rent on the coil given by:
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Similarly, the current source has an induced current IEMF of:
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Combining eqn (6.24) and (6.25) allows the calculation of the ratio of cur-

rents for the two cases.
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Since Ro [ RC, then ICS/I50 / 1, i.e. the current source amplifier signifi-

cantly reduces the current coupled into a coil.
Considering the active case and not holding the output of the MOSFET at 

zero, then the total voltage across the MOSFET terminals is the vector sum 
of VDS(θ) and VEMF(θ + ϕ). Examining the characteristic curves in Figure 6.23 
shows that any variation in the drain-source voltage has a negligible impact 
on the output current, IO. This means that IO is completely controlled by the 
input voltage, so the coil is decoupled from all other coils.

Figure 6.23  ��The current source amplifier has a lower load resistance than is 
optimal. This corresponds to a steeper load-line, meaning that for a 
given swing in output current there is a smaller swing in drain-source 
voltage.
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6.7  �Low Output Impedance Amplifiers
The low output impedance (LOI) amplifier design45 attempts to obtain both a 
high output power and high inter-coil isolation. This is achieved in a manner 
analogous to the low input impedance pre-amplifier for receive coil arrays, 
where the amplifier matching network optimizes performance and also pres-
ents a low impedance to the coil.33 The LOI design is such that the MOSFET 
sees an optimal power-load, and the coil port sees a low impedance, shown 

Figure 6.24  ��(a) The MOSFET is replaced by the hybrid pi model, and the coil is 
represented by a lumped element RLC circuit. The coil is tuned so 
that the L and C elements resonate. Only the output of the MOSFET is 
relevant here, so the gate and associated components are neglected. 
(b) The current source can be replaced with an open circuit, and the 
inductor L is tuned to resonate with the output capacitance COS. (c) 
Removing the resonant sections results in two series resistances.
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in Figure 6.25. The coil’s matching network is designed to form a tuned tank 
circuit across the coil element, preventing induced currents. The design of 
the coil matching network is identical to those used with low input imped-
ance preamplifiers.46

There are two simultaneous requirements for the amplifier output matching 
network: (1) that the matching network transforms a 50 Ω load into the optimal 
impedance for the active device, and (2) that the network transforms the drain-
source impedance of the device into a small, purely real impedance. Using 
these two conditions a matching network for the amplifier can be designed.

Using the hybrid-pi model from Section 6.2.2, the output is modelled as a 
voltage-controlled current source paralleled by a resistance (RO) and capaci-
tance (COS). Varying the VDS changes the value of this capacitance, but a class 
A/B linear amplifier operates at a fixed VDS so one can treat it as a simple fixed 
value of approximately 100 pF. The output resistance of a MOSFET is typically 
on the order of a few kilo-ohms. This leads to an output impedance of the 
device that typically has a very small real component with some amount of 
reactance.

The basic matching network is built of four components, as shown in Fig-
ure 6.26: a shunt inductor (L1) that cancels COS, then a reactive Tee-network 
(labeled XS and −XS) with the shunt and series elements being series-resonant. 
This combination allows both power matching and a low impedance load for 
the coil. Selecting the value of L1 is reasonably straightforward as it simply 
resonates with COS: this removes the reactance from the output impedance. 
The Tee-network can be either high-pass (series capacitor, shunt inductor) or 
low-pass (series inductor, shunt capacitor). Both configurations are valid, but 
one may result in component values that are impractical in the real world, 
such as a very small inductance. The values of the series elements are found 
based on the optimal load resistance (ROL) and the system impedance (50 Ω):
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
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The shunt element is then selected to resonate with the series element. 

These conditions produce both a power match and a low impedance load for 
the coil.

Figure 6.25  ��The matching network for a low output impedance power amplifier is 
characterized by presenting the optimal load to the active device and 
a low impedance to the coil, as shown in (a). An example amplifier 
module is shown in (b).
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Combining the hybrid-pi model with the output matching network gives 
the circuit shown in Figure 6.27(a). Initially considering the output only, the 
input matching/biasing networks are not shown and the gate-side compo-
nents can be removed. The feedback capacitance Crs should be negligible 
in a well-designed MOSFET, so can also be ignored. Furthermore, a current 
source has infinite impedance, so can be replaced with an open-circuit when 
evaluating a circuit. Therefore, analysis can proceed using a simple circuit 
made only of passive devices, as shown in Figure 6.27(b). L1 is designed to 
resonate with COS so a high impedance tank circuit is formed. This allows COS 
and L1 to be replaced with an open circuit, so the load (ZOUT) seen by the coil 
is given by:
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Figure 6.26  ��A simplified output matching network for an LOI amplifier.

Figure 6.27  ��(a) Combination of the matching network for an LOI amplifier with 
the device replaced by the hybrid-pi model. (b) Equivalent circuit rep-
resented by only passive devices.
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This shows that large values of Ro will result in a low impedance being 
presented to the coil. Similarly the load (ZL) seen by the MOSFET for a 50 Ω 
system can be found as:
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The optimum load impedance for the MOSFET (ZOL) may be considered to 

be the optimum load resistance in parallel with parasitic output capacitance 
(COS) so that:
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In order to achieve the highest output power possible for the MOSFET the 

load impedance must be equal to the optimal load for the MOSFET (ZL = ZOL). 
Substituting eqn (6.29) and (6.30), and resonating the output capacitance 
(i.e. ωL1 = 1/ωCos) gives:
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Maintaining these conditions results in an amplifier capable of producing 

the maximum rated power of the active device, and also a low impedance 
load for the coil. It is worth seeing how this is implemented in a real world 
configuration, as there are practical concerns to be managed.

6.7.1  �Coil Matching Network for an LOI amplifier
Proper operation of the amplifier depends on a suitably designed coil, so we 
will briefly examine the coil matching network. The coil needs to satisfy two 
primary conditions: (1) the coil must be matched to 50 Ω and (2) the coil’s 
matching network must form a trap when connected to the amplifier. The first 
condition is necessary to prevent reflected power at the coil port as well as pre-
senting the optimal load. The second condition is the mechanism by which 
the isolation is actually achieved. A three element matching network can be 
used which both matches the coil to 50 Ω and forms a high impedance tank, 
shown in Figure 6.28. In practice, this network sometimes produces compo-
nent values that cannot be realized (as discussed previously and in ref. 46),  
but other networks that achieve the same goals have been described.47

An example design using the ARF475FL power MOSFET (Microsemi PPG) for 
3 T will serve to demonstrate these calculations. This device is rated for 1 kW  
output power at 128 MHz as a pulse amplifier, so is suitable for use in MRI. 
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The ARF475FL is a common source push–pull pair with two N-type metal-ox-
ide-semiconductor (NMOS) devices in a single package, as shown in Figure 6.29. 
The design equations that have been formulated are for a single ended device, 
and push–pull, so they cannot be directly applied. Fortunately, a straightforward 
conversion can be used to transform a single-ended network design into a bal-
anced design.17 This allows the design of one-half of the matching network with 
the device matched to 25 Ω instead of 50 Ω. This difference accounts for the con-
version from balanced to unbalanced in the matching network.

The data sheet for the MOSFET specifies the optimum load impedance 
at 120 MHz (a negligible difference from 128 MHz) as 10 − j20 Ω measured 

Figure 6.28  ��The basic matching network for a coil designed to work with LOI 
amplifiers. This is identical to the network used with low input imped-
ance preamplifiers. The matching network forms a high impedance 
tank across the coil, preventing current from being induced.

Figure 6.29  ��The ARF475FL is built as a push–pull device, with two separate NMOS 
devices in the package. The source pins are bonded together, so a com-
mon-source amplifier architecture is needed for this device.
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between the drains of the two devices, so it has a single-ended impedance of 
5 − j10 Ω. The value of L1 that resonates with Cos is 15.5 nH, and the imped-
ance becomes 25 + j0 Ω. This means that ROL is 25 Ω, which is needed for 
calculating the component values in the T-network. Substituting ROL and the 
25 Ω system impedance into eqn (6.27) gives values for C and L as:
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Of the two choices of series element, the more practical one is the 49.7 pF 

capacitor since an inductor of 1.25 nH is difficult to obtain. The shunt ele-
ment must now be an inductor that resonates with the capacitor:
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The design can be converted to a balanced network by doubling the value 

of the shunt inductors, and replicating the series elements in the other 
branch. The conversion takes advantage of the virtual ground between the 
two halves of the circuit, which is why the inductor value is doubled (shunt 
capacitances would be halved). The full matching network is shown in Figure 
6.30. The final component values are L1 = 31 nH, C = 50 pF and L = 31 nH.

Figure 6.30  ��Matching network for the ARF475FL device.
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The computed values for the matching network will be close to what is 
needed, but manufacturing tolerances mean that fine-tuning the ampli-
fier will result in improved performance. Additionally, there will be some 
amount of parasitics and phase delay owing to the circuit board that needs 
to be compensated. There are too many degrees of freedom in the network 
to simply vary the values of all of the components, so a systematic method of 
measuring and tuning the amplifier is needed.

Figure 6.30 shows the matching network as well as a balun and a sec-
tion of transmission line. The balun converts the 25 Ω balanced imped-
ance to 50 Ω unbalanced, while the transmission line comprises a section 
of microstrip on a PC board and an output connector. This delay line is not 
needed from a matching network perspective, but is needed for a physical 
connection to the amplifier. The phase delay introduced must be accounted 
for when tuning the network. Tuning involves measuring the phase delay, 
adjusting the Tee network to have a minimum impedance, and finally con-
necting the amplifier to a test RF coil and setting L1 to maximize isolation. 
The four series capacitors need to be exactly the same value, so it would 
be inconvenient to have to tune by adjusting all four elements. The tuning 
process is greatly simplified, and still achieves good results, when limiting 
tuning to the shunt elements.

With this basic strategy in mind, the first step is to measure the delay of 
the microstrip and output connector because any phase delay will affect the 
measured values of “later”components and propagate errors into the tun-
ing procedure. This is done by taking a S11 measurement in the form of |Γ| 
− θ looking into the board with the balun detached from the microstrip. The 
value of the phase delay will vary depending on the exact board layout and 
construction: for the board shown in Figure 6.30 the phase delay was mea-
sured to be 23°.

Next, the Tee network is installed. The calculated value of the shunt induc-
tor is 31 nH, however a tunable inductor of approximately that value should 
be used. The balun should also be fully connected at this point. The S11 mea-
surement is repeated and L adjusted to obtain a |Γ| − θ that corresponds to a 
short circuit phase, shifted by the previously measured amount (in our case 
|Γ| = 0.995 and θ = 157°). The Tee network should be fully tuned at this point, 
so the MOSFET and L1 can be added to the circuit. L1 is also a tunable induc-
tor that will be adjusted in the next step.

L1 should be adjusted to resonate with Cos, but direct measurements of 
the output of the amplifier are difficult to make safely, so an indirect tech-
nique is used. The isolation provided by the amplifier is a good indicator of 
whether or not L1 is tuned correctly, since the Tee-network is also tuned. This 
measurement involves connecting the amplifier to a tuned RF coil with a 
cable between the matching network and the coil of electrical length of nλ/2, 
shortened to compensate for the electrical length on the amplifier board. 
The isolation measurement is made as an |S21| measurement through a pair 
of decoupled pickup loops that are positioned near to the RF coil. The ampli-
fier drain is biased and L1 is adjusted until maximum decoupling (minimum 
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|S21|) is seen. This is indicated by a “dog-ear” in the |S21| curve at the fre-
quency of interest, as shown in Figure 6.31.

The matching network should be fully tuned after this process. The power 
output, gain, and isolation of the amplifier can now be measured.

6.8  �Testing and Comparison of Amplifiers 
Architectures

Evaluation of the RF amplifier designs is as important as understanding 
their operation. By measuring the performance both in test fixtures and by 
performing magnetic resonance experiments one can better understand 
their relative merits. An understanding of the test fixtures is important prior 
to discussing the actual results.

6.8.1  �Amplifier Bench Measurements
The primary bench measurements that can be performed are the power deliv-
ered to the load and, in the case of multiple transmit elements, the intrinsic 
isolation provided by the amplifier. Conceptually, both of the measurements 
are fairly straightforward.

Figure 6.31  ��The |S21| measurement between the probes shows a distinct dip, 
or “dog-ear”, with the isolating amplifier attached. The difference 
between the |S21| with the amplifier and a 50 Ω termination is the iso-
lation that the amplifier provides.
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For the standard amplifier and LOI amplifier, the power delivered to the 
load can be measured using a through-line power meter, with a tuned coil 
acting as the load. It should be noted that it is important to measure the 
power while a series of RF pulses are being transmitted. Measuring the out-
put of the current source amplifier requires a calibrated pickup loop. A basic 
calibration can be accomplished by positioning the pickup loop over an RF 
coil that is excited by a standard amplifier. The pickup loop reading can be 
taken with an oscilloscope, while power measurements are made with a 
through-line power meter, as shown in Figure 6.32(a). A lookup table is con-
structed by taking measurements at a number of different power levels. The 
pickup loop and calibration table can then be used for power measurements 
of the current source amplifier. This requires that the calibration fixture and 
the test fixture be as close to identical as possible.

Directly measuring the isolation provided by an amplifier is difficult, so 
instead it is measured via the |S21| between two pickup loops positioned over 
a tuned RF coil, as shown in Figure 6.32(b). Two measurements are needed in 
order to extract the degree of isolation. The first measurement corresponds 
to the case of the coil being connected to the amplifier. The amplifier is set 
up for normal operation, but the input is terminated in 50 Ω and the gate bias 
line grounded to prevent any possibility of high power being transmitted. 
The second measurement is performed with the coil connected to a 50 Ω ter-
mination. In both cases, the coil must be tuned and connected as it would be 
in normal operation. Two separate pickup loops are positioned near the coil 
so that they are isolated from each other, and are connected to the network 
analyzer for the |S21| measurement. It is important that the pickup loops not 
be moved between these two measurements. The difference between these 
two values (in dB) is the amount of decoupling provided by the amplifier.

Figure 6.32  ��(a) Power measurements can be performed using a through-line watt 
meter for the standard and LOI amplifiers. For the current source 
amplifier, a calibrated pickup loop is needed. The basic calibration 
can be accomplished using this setup to generate a lookup table. Care 
must be taken in the location of the pickup loop to achieve accurate 
results. (b) The basic isolation measurement setup involves a S21 mea-
surement via isolated pickup loops placed near the coil.
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6.8.2  �Amplifier Testing Using MRI
In addition to testing the delivered power and inter-element isolation on 
the bench, these performance metrics can also be gauged in the magnet 
using MR measurements. This has the advantage of including other effects 
such as potential coupling of the RF coil elements to the RF shield and 
gradients, and represents of course the ultimate performance test. One 
example of this testing is shown in Figure 6.33 with different designs of 
eight channel transmit array coils.48 For the standard amplifier, a single 
channel of the coil was excited and all other channels were connected to 
50 Ω terminations. The resulting image shows that there is significant cou-
pling between the single excited element of the array and many of the other 
elements, particularly the one geometrically directly opposite. For the LOI 
amplifier test, one channel was excited, with each channel connected to its 
respective LOI. The images show that the maximum power delivered is very 
similar to a standard amplifier, but that the coupling to other elements is 
significantly reduced. Finally, the experiment was repeated for the current 
source amplifiers. In this case, a different transmit array structure was used 
because the maximum power that could be delivered is much less than for 
the other two forms of amplifier. The images show that there is an even 
higher isolation between the elements.

An additional performance test is to use all eight amplifiers at once, with 
a B1-shimming routine using the transmit array to synthesize a uniform exci-
tation profile. Each of the eight channels of a transmit system using the low 
output impedance amplifiers was used, with a set of complex weights applied 

Figure 6.33  ��MRI-based performance tests of the different types of amplifiers. The 
isolation of the standard amplifier is defined as zero as the reference 
point. The power output of the current source amplifier is limited by 
the device current rating. Each image is overlaid with a basic display 
of the coil used. Blue represents the current path of the imaging ele-
ment, and green the return/shield path. The active element of the 
array is shown in a yellow box.
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to the phase and magnitude of the driving signal applied to each individual 
channel. The high degree of inter-channel isolation and intrinsic load-inde-
pendence allow the signals to be combined in a simple, linear fashion and 
thereby to synthesize a nearly-uniform excitation pattern shown in Figure 6.34.

6.9  �Selection of Amplifier Architecture
Three different types of amplifier have been described in detail in this chapter: 
the “standard” power amplifier, the current source amplifier and the low out-
put impedance amplifier. Each of these architectures has different advantages 
and disadvantages. There is no single clear choice that is best for all situa-
tions. Instead, different amplifiers might be considered for different applica-
tions. The selection between architectures is summarized in Figure 6.35.

Standard power amplifiers are still the best option when broadband or 
very high powers are needed. This is the relevant operating mode for high 
resolution NMR systems and single and dual channel MRI systems. The stan-
dard amplifier becomes less desirable as the channel count, i.e. the number 
of independent transmit elements, increases.

Current source amplifiers are limited to a few hundred watts in the amount 
of power they can produce, but can isolate elements of a transmit array to 
−30 dB or better. This makes them useful for arrays with a large number of 
elements that are spaced relatively close together (e.g. a 32-channel trans-
mit head array). These types of arrays have high intrinsic coupling between 

Figure 6.34  ��The signal from the channels of a transmit array were combined using 
B1 shimming in order to generate a uniform excitation.
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elements that is hard to compensate for in other ways, and each individual 
channel does not require large amounts of power.

Low output impedance amplifiers can produce powers at the kilowatt level 
(the rating of the device used), and also provide around 14 dB of isolation 
for the array. This makes the LOI amp well suited to cases where a moderate 
number of channels are needed, with the elements spaced well apart (e.g. an 
eight channel transmit head array). Higher density arrays tend to have higher 
coupling between elements that the LOI cannot adequately mitigate, as well 
as lower power requirements.
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Chapter 7

The MR Receiver Chain
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7.1  �Introduction
A block diagram of an MR receiver1 is shown in Figure 7.1. For high-resolution  
NMR spectroscopy, the same coil is used for transmitting the RF pulses 
and receiving the MR signal: as seen in Chapters 1 and 3, the experiments 
may require RF pulse transmission at many different frequencies. Recent 
advances have also allowed simultaneous acquisition from different nuclei 
on high resolution NMR systems.2 In MRI, typically one coil is used to trans-
mit, whereas a large number of separate coils are used to receive the signal.

The key parameters determining the design of the MR receiver are:
  
	 (i)	�T he transmit/receive (T/R) switch must provide very high isolation 

between the high power input from the RF power amplifier and the 
low power output connected to the preamplifier and remainder of the 
receive chain. The switch must also have a very fast response time on 
the order of tens of microseconds.

	 (ii)	�T he preamplifier must provide a high degree of amplification while 
adding as small a noise contribution as possible. The dynamic range 
of the MR signal can be as high as 60–80 dB and so the entire receiver 
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Figure 7.1  ��Block diagrams of the MR receiver for (a) a single transmit/receive coil, and (b) separate transmit and receive coils. A high 
power signal is produced from the RF power amplifier (RFPA) and the transmit/receive switch must ideally direct this power 
exclusively to the RF (transmit) coil without any power passing through the receiver. During signal acquisition, the transmit/
receive switch directs the signal from the RF coil to an impedance matched preamplifier. The signal can be further amplified 
and may be demodulated to match the optimal input range of the analogue-to-digital converter.
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chain must be able to cover this large range. The preamplifier must be 
protected from any signals that pass through the T/R switch. Matching 
networks must be constructed both for the input and the output of the 
preamplifier to maximize performance.

	 (iii)	�A dditional variable gain amplification is provided by the combination 
of a fixed-gain amplifier and variable attenuator. In many MR experi-
ments, the signal intensity varies significantly during the experiment, 
and therefore in order to capture the full dynamic range of the signal 
a time-varying amplification factor can be applied.

	 (iv)	�T he Larmor frequency for most MR experiments is in the range of tens 
to hundreds of MHz, whereas the spectral bandwidth of the MR signal 
is several orders of magnitude lower. In order to minimize the noise in 
the recorded signal, the bandwidth of the measurement should match 
that of the MR signal itself. This can be achieved by demodulating 
the MR signal to a much lower frequency before digitization. Various 
methods of performing this are discussed later in this chapter.

	 (v)	�T he signal is digitized by an analogue-to-digital converter (ADC), 
which should have as high a resolution as possible. Digital filtering, 
noise shaping and other signal processing methods are typically inte-
grated into modern ADCs.

7.2  �Signal Levels and Dynamic Ranges of MR Data
As covered in Chapter 3, for a passive system such as the MR coil plus sam-
ple, the root-mean-square Johnson (thermal)3 noise voltage, Ns, is given by:
  
	 s 4N kT fR  	 (7.1)
  
where T is the temperature of the RF coil and sample in kelvin, R is resistance, 
Δf is the bandwidth of the digitizer in Hz (i.e. the sampling frequency), and k 
is the Boltzmann constant. For an MR system with a sampling frequency of 
1 MHz, the RF coil impedance-matched to 50 Ω, and a sample temperature 
of 310 K, the value of Ns is ∼1 µV. Note that the noise level of the imped-
ance-matched RF coil is independent of the RF coil geometry or sample size.

The signal, S, detected in an MR experiment based on inductive coupling 
of the spins with a pickup coil can be expressed by the classic formula of 
Hoult and Richards:4

  
	  
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  	 (7.2)
  
where Vs is the sample volume, k0 is a constant that accounts for spatial inho-
mogeneities in the B1 field, I is the spin angular momentum quantum num-
ber, γ is the gyromagnetic ratio, N is the spin density (number of spins per unit 
volume), and h is Planck’s constant. The factor B1/I, the magnetic field per 
unit current, is defined to be the coil sensitivity, and is inversely proportional 
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to the diameter of the coil. In high resolution NMR, the maximum signal 
might arise from, for example, a protein solution in water using a cryogenic 
RF probe. In MRI, the corresponding situation might be a three-dimensional 
proton image of the human body. In both cases, signals in the tens of mV are 
produced. However, there are many MR measurements for which the signal 
is actually below the noise level, e.g. for a low concentration of a low gyro-
magnetic ratio nucleus such as 13C. In this case, signal averaging must be 
used in order to obtain a useable SNR. Assuming that the noise is random, 
the SNR is proportional to the square root of the number of co-summed sig-
nal averages. It is therefore important to note that, in this latter case, the 
dynamic range of the MR signal may actually be greater than the difference 
between the highest signal and the thermal noise. The dynamic range of MR 
signals can easily span 80 dB.

Another consideration is that the dynamic range of the signal in an MR 
experiment may depend on exactly how the data are acquired. As seen in 
Chapter 1, in MRI the signal intensity is highest at zero and near-zero val-
ues of k-space and becomes much smaller at higher k-space values, e.g. as 
the strength of the phase encoding gradient increases. In such cases, the 
receiver gain can be modulated as the inverse of the expected magnitude of 
the k-space signal, as shown in Figure 7.2.4 This process is known as signal 
compression since it effectively compresses the dynamic range of the signal, 
and is well known in other imaging fields, such as ultrasonic imaging. Simi-
lar situations may occur in high resolution NMR, where for example the max-
imum signal varies as a function of t1-increments in 2D NMR spectroscopy.

As shown in Figure 7.1, signal compression is usually performed using a 
fixed gain amplifier and a variable attenuator, rather than using a variable gain 
amplifier. An alternative method of achieving variable gain is to have a num-
ber of different amplifiers with different gain factors available, and route the 
signal to the particular amplifier depending upon the expected signal inten-
sity. Any variable gain applied during the course of data acquisition must be 

Figure 7.2  ��Illustration of variable gain applied during MRI data acquisition in 
order to compress the dynamic range of the MR signal. (a) The signal 
strength is highest at values of kx and ky close to zero, (b) applying a 
gain factor that is approximately inversely proportional to the signal 
strength leads to compression of the signal dynamic range.
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accompanied by an associated pre-processing of the data before image recon-
struction. For example, in the case of variable gain as a function of k-space 
acquisition, the magnitude and phase of the signals can be corrected by a 
look-up normalization table that characterizes the performance of the variable 
attenuator. Signal compression performed in this way is also useful in wireless 
transmission of MR data,5 covered in the final section of this chapter, since the 
transmission process often has a limited dynamic range that it can cover.

7.3  �Overall Noise Figure of the Receive Chain
Having determined that the receive chain must be able to deal with an input 
dynamic range of ∼80 dB, the next general step is to determine which are 
the most critical components in defining the final SNR of the digitized MR 
signal. Each component in the receive chain adds noise, and one can define 
the reduction in SNR produced by each component in the chain in terms of a 
noise figure (NF) defined as:
  

	   in

out

SNR
NF dB 20 log

SNR
 

  
 

	 (7.3)

  
Typical values of NF for each component are shown in Figure 7.3, as well 

as the gain factors G.
The overall NF for the receive chain can be calculated from:

  

	
 cable amp attenator

total preamp
preamp preamp cable preamp cable amp

NF 1 NF NF
NF NF

G G G G G G


    	 (7.4)

  
Using the numbers in Figure 7.3, the overall NF is 0.51 dB, which is very 

close to the NF of the first-stage amplifier. Indeed, eqn (7.4) shows that the 
critical component in terms of the overall NF of the receiver is the first stage, 

Figure 7.3  ��Example of an MR receiver chain used to assess the overall noise figure. 
Starting from the impedance matched RF coil, the preamplifier ampli-
fies the signal by 25 dB, but adds 0.5 dB of noise. The cable attenuates 
the signal by 1 dB, corresponding to a noise figure of 1 dB since the 
cable is a passive device. The next stage amplifier has a gain factor of 40 
dB with a noise figure of 4 dB, after which the signal is attenuated by a 
suitable amount (in this example by 10 dB) to reach a level commensu-
rate with the dynamic range of the ADC.
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which should have as low an NF and as high a gain as possible. As an exam-
ple of how important this is, if the RF cable with a 1 dB loss were inserted 
between the RF coil and preamplifier rather than after the preamplifier, the 
noise figure of the receive chain would increase by 1 dB. As a result, for max-
imum SNR it is important to connect the preamplifier as close to the RF coil 
as possible: this is particularly true for high frequency operation in which 
cable losses increase significantly compared to lower frequencies.

Having determined the overall performance of the receive chain, the fol-
lowing sections consider the design of specific components of the receive 
chain in the order, left-to-right, shown in Figure 7.1.

7.4  �Design of Transmit/Receive Switches
The role of the T/R switch is to provide a rapidly switchable high isolation 
between the transmit and receive chains of the RF system, with a very low 
loss. In transmit mode, the several kW of power from the RFPA must be sent 
to the RF coil with as low a loss and as high an isolation from the receive 
chain as possible. In receive mode, the maximum SNR is achieved with as low 
a loss and as high an isolation from the transmit chain as possible. Typical 
specifications are an insertion loss between 0.1 and 0.3 dB, and an isolation 
between the preamplifier and the RF power amplifier of greater than 60 dB.

Although mechanical switches can provide very high isolation, they 
cannot be switched on the microsecond timescale, which is necessary for 
MR operation. Therefore, all MR T/R switches are based on electronically 
switched PIN diodes. As covered in Chapter 3, a PIN diode can be switched 
from its “on-state” (forward-biased with a positive driving DC voltage above 
0.7 volts, acts as a small resistor) to its “off-state” (reverse-biased with a neg-
ative driving DC voltage, acts as a very high impedance). There are a number 
of different designs,6–8 the basic structure of which is given in Figure 7.4, and 
consists of a shorted quarter-wavelength transmission line, or its lumped 
element equivalent circuit.

As shown in Section 3.5, the input impedance, Zin, of a transmission line of 
length L and characteristic impedance Z0, which is terminated in an imped-
ance Zload, is given by:
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where β = 2π/λ. In Figure 7.4(a), during transmission of the RF pulses, 

diodes D1 and D2 are both on. The value of Zload is therefore zero (a short 
circuit) and so from eqn (7.5) the value of Zin is very high, ideally infinite, 
preventing any signal from entering the receive chain. During signal recep-
tion, both diodes are switched off, Zload is 50 Ω, and the quarter-wavelength 
cable simply appears as an additional length of transmission line. Since D1 
appears as a very high impedance, all of the MR signal passes to the receiver.
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Figure 7.4(b) shows an electrically identical circuit using a pi-network that 
is equivalent to the quarter-wavelength transmission line. There are many 
reasons why the lumped element circuit might be preferred, including much 
smaller physical dimensions (particularly at low frequencies), lower inter-
actions between cables if multiple receive coils are used, and reduced loss 
which may arise from RF radiation from the cables (particularly at high fre-
quencies). The values of the capacitors, C1, and inductor, L1, are given by:
  
	 1 1

50 1
,

50
L C

 
  	 (7.6)

  
In practice (depending on the RF frequency, the particular PIN diode used, 

and the PIN-diode driving current), a single pi-network can attenuate the RF 
pulse by approximately 30 dB and has an insertion loss of less than 0.1 dB. 
Many designs, such as that shown in Figure 7.4(c), therefore contain two 
or more pi-networks. The circuit in Figure 7.4(c) is also designed with the 

Figure 7.4  ��Three variations of T/R switch based on a quarter-wavelength transmis-
sion line (a) and its lumped element pi-section equivalent (b) and (c). In 
(c) two pi-sections are used for additional isolation between transmitter 
and receiver. Capacitors Cb have very high values to provide a DC-block 
for the diode-driving voltage, and present essentially a short circuit at 
RF frequencies.
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following criteria in mind: when a PIN diode is turned on (i.e. when a positive 
driving voltage above 0.7 V is applied to the diode), the device does not act as 
a perfect short (i.e. it contains resistive losses), and therefore may increase 
the noise level entering the receiver chain. When the PIN diode is turned off 
(i.e. when a reverse voltage is applied to the diode), the impedance can be 
very high and the noise floor remains essentially unchanged. Consequently, 
an electrical circuit is preferred that passes the RF when the diode is reverse 
biased, and blocks the RF when the diode is forward biased, as shown in 
Figure 7.4(c).

At high frequencies one has to be very aware of the connections between 
different components, and connections to ground. For example, a pin-di-
ode connected to ground via a wire, which is meant to behave as a short 
circuit, may have significant impedance owing to the finite inductance 
(Z = jωL) of the connecting wire. In this case, a series capacitance can 
be added to resonate out the additional inductance and achieve a true 
short circuit. Similarly, the capacitance in the negatively biased PIN-di-
ode can be on the order of 1–2 pF, which may not be sufficiently high at 
high frequencies to completely block current flow: a parallel inductor can 
be added to increase the impedance. A photograph of an assembled T/R 
switch is shown in Figure 7.5.

There are several other forms of T/R switches that are suitable for MR 
purposes. One is shown in Figure 7.6, consisting of two series quadrature 
hybrids. In transmit mode, the diodes are turned on and transmit power is 
transmitted from the RFPA to the coil and the preamplifier is protected. In 
receive mode the RFPA is isolated from the coil and the coil receive signal is 
split between the two ouputs of the first quadrature hybrid. These signals are 
then recombined at the output of the second quadrature hybrid before enter-
ing the preamplifier. This design has been tested using 2 kW input power, 
giving −0.26 dB transmit loss and 42 dB receive isolation, with a total noise 
figure of 0.67 dB.9

Figure 7.5  ��Photograph of a T/R switch assembled on a PC board.
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7.5  �Low-Noise Preamplifiers
The first and most critical component of the receiver chain is the pream-
plifier, which must have a high gain and low noise figure, as described 
earlier. The preamplifier is ideally incorporated into the coil design to 
minimize cable losses between the coil and preamplifier, but this means 
that it must be able to operate in a strong magnetic field. This is com-
monly performed for clinical MRI systems, but in high resolution NMR 
and animal imaging systems the preamplifier is usually placed outside 
the magnet.

The preamplifier most commonly used in MR is based on a gallium  
arsenide field effect transistor (GaAs-FET), although variations using 
high-electron-mobility-transistors (HEMTs) are also available. GaAs-FETs 
have low noise figures (∼0.5 dB) and operate linearly over the signal range 
from the thermal noise level to several tens or hundreds of mV. If the signal 
level is greater than this, the FET can be damaged or else becomes saturated; 
this results in reduced gain and an increased noise figure, and therefore the 
isolation provided by the T/R switch is critical. The input impedance of FETs 
is very high, several tens of kΩ up to MΩ. The performance of FETs as ampli-
fiers is critically dependent upon the impedance of the input circuitry, as 
shown in Chapter 6. The gain and noise figure, in particular, vary signifi-
cantly as a function of the input impedance, and it is not possible to optimize 
both of these parameters simultaneously. A schematic diagram of a pream-
plifier assembly, consisting of input and output matching networks, as well 
as the FET itself, and associated impedances is shown in Figure 7.7. If Zin is 
matched to 50 Ω this gives the maximum gain, but a higher noise figure than 
desired. For optimal noise matching the condition is that Zs = Zopt, where Zopt 
is the input impedance that minimizes the noise figure of the particular FET. 
The output matching network is used to match the output impedance of the 
FET to the 50 Ω cable.

Figure 7.6  ��Schematic of a high-frequency (300 MHz) T/R switch based on two back-
to-back commercial quadrature hybrids. The overall package can be 
made extremely small.
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In practice, the input matching network is almost always designed to be 
noise matched, i.e. to minimize the noise figure. The required impedance 
is usually orders of magnitude less than the intrinsic input impedance 
of the FET. A general circuit for performing noise matching is shown in 
Figure 7.8.10,11 In practice, the DC bias voltage VDD is provided by a cir-
cuit comprising a voltage regulator, with associated filter capacitors, con-
nected to the drain via a high inductance (>1 µH).

As an example, suppose the RF input impedance of a FET is 50 kΩ, while 
the optimal NF occurs for an input impedance of 1 kΩ. Considering an RF 
coil that is matched to 50 Ω at a Larmor frequency of 300 MHz, the circuit 

Figure 7.7  ��Block diagram of a FET-based preamplifier connected on the input side 
to an RF coil impedance matched to 50 Ω, and on the output side to a 
50 Ω cable.

Figure 7.8  ��Schematics of the circuits used for the input and output matching cir-
cuits for the preamplifier, and the DC bias, VDD.
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used in Figure 7.9 can be used for noise matching to 1 kΩ. Assuming an input 
impedance of 50 kΩ at the input of the FET, the noise matching circuitry 
transforms this into 1 Ω at the input of the matching network (seen by the 
RF coil).

An important design criterion for the preamplifier is to ensure that it is 
unconditionally stable, i.e. that it satisfies Rollett’s stability criterion12 for a 
wide range of frequencies, not only those close to the frequency for which it 
is designed. Detailed derivation of this formula can be found in most text-
books on amplifiers. In terms of the measured S-parameters, the value of 
Rollett’s stability constant, K, is given by:
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The condition that K > 1 corresponds to stability.
As mentioned earlier, the preamplifiers should ideally be placed as close 

as possible to the coil to minimize the noise figure of the receiver chain. 
This means that they must operate within a very strong magnetic field. 
However, when strong magnetic fields (≫1 tesla) are aligned perpendicu-
lar to the surface of the FET, the Hall effect causes the noise figure of the 
preamplifier to increase significantly. Therefore care must be taken in the 
orientation of the preamplifier with respect to the main magnetic field. In 
addition, when preamplifiers are installed directly at the RF coil port, care 
must be taken that the output of the preamplifier is not coupled to the 
RF coil. Any RF coupling should be less than the inverse of the gain of the 
preamplifier or else oscillations can occur, i.e. it can become unstable. If 
the frequency of the oscillations is within the MR acquisition bandwidth 
then artifacts will occur in the spectrum or image. If these oscillations 
occur outside the acquisition bandwidth they can still can cause saturation 
of the preamplifier, which reduces its gain and increases the noise figure 
substantially.

Figure 7.9  ��Example of a matching circuit for optimal noise figure of the preampli-
fier. The 50 Ω input impedance of the RF coil at 300 MHz is transformed 
to the noise matched impedance of 1 kΩ using a capacitor of 2.5 pF and 
an inductor of 120 nH. The input impedance of the preamplifier (FET) 
is 50 kΩ, and is transformed into a 1 Ω impedance seen by the RF coil.
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7.6  �Data Sampling
The Nyquist–Shannon sampling theory states that in order to correctly sam-
ple a signal with frequency f, the sampling rate must be at least 2/f, i.e. two 
samples per period must be acquired. So for an MR signal with a bandwidth 
of 20 kHz, the sampling rate should be at least 40 kHz, i.e. the time between 
samples must be less than or equal to 2.5 ms. If this criterion is not fulfilled, 
then aliasing of the signal occurs: this is shown in Figure 7.10.

Figure 7.10  ��Schematic showing the principle of Nyquist sampling and signal alias-
ing. The figure shows three analogue signals, each with a different 
frequency and amplitude. The total bandwidth of the signals is given 
by Δf as shown in (a). In (b) the signals are sampled according to the 
Nyquist criterion every Δt1 seconds. If the digitized sampled signal is 
Fourier transformed the spectrum shows all three components at the 
correct frequencies. In (c), the sampling time Δt2 is twice Δt1, mean-
ing that the highest frequency signal is sampled less than twice per 
sine-wave. The highest frequency (red) is now aliased back into the 
spectrum at an incorrect lower frequency.
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Typical bandwidths of MR signals are in the tens of kHz for NMR spec-
troscopy and hundreds of kHz for MRI. The Larmor frequency is, in most 
cases, several orders of magnitude higher than the required bandwidth. 
In principle, the MR signal could be sampled directly at the Larmor fre-
quency; however, as will be shown later, the dynamic range and resolution 
of the analogue-to-digital converter decrease at higher sampling rates, and 
would be too low to capture the full dynamic range of the MR signal for 
most situations. There are a number of different approaches that can be 
used to overcome this limitation. Some of these are discussed in the fol-
lowing sections.

7.6.1  �Frequency Demodulation
The most common method of reducing the carrier frequency of the NMR 
signal is via frequency demodulation. This can occur in one or two steps, as 
described below. In a single-step demodulation, two phase-sensitive detec-
tors (PSDs) are used to produce real and imaginary outputs centred at a lower 
intermediate frequency, ωIF. Each PSD contains a mixer and low pass filter, as 
shown in Figure 7.11.

In Figure 7.11, the input MR signal from a linear coil is given by:
  
	 s1(t) = A(t) cos [(ω0 + Δω)t]	 (7.8)

where Δω represents the different frequency components produced by the 
frequency-encoding gradient in imaging or chemical shift in spectroscopy. 
The mixer or demodulator can be modeled most simply as a multiplier, and 
so the output signal is given by:

	 s2(t) = A(t) cos [(ω0 + Δω)t] cos ωLOt	 (7.9)
  

Figure 7.11  ��(a) Schematic of a mixer. (b) The combination of two mixers with 
a bandpass filter in-between constitutes the basis of a two-stage 
demodulator.



321The MR Receiver Chain

Re-arranging the cosine product:
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The low-pass filter removes the right hand term in eqn (7.10), leaving 

just a term at an intermediate frequency, ωIF, where ωIF is given by ω0 − ωLO. 
Although it is possible to set ωLO to be exactly equal to ωO, thus giving a sig-
nal that has no carrier frequency, it is well-known from receiver design that 
this is undesirable since the local oscillator frequency lies within the band-
width of the MR signal, and breakthrough can lead to signal contamination. 
Typical values for the intermediate frequency are 10–20 MHz. Single-stage 
demodulation works well for cases in which the Larmor frequency is not too 
many multiples of the intermediate frequency. However, one can see that for 
very high frequencies, the higher and lower frequencies in eqn (7.10) would 
require a very sharp filter in order to achieve good suppression of the higher 
frequencies. In this case, a two-stage demodulation is often used, as shown 
in Figure 7.11(b), using a circuit very similar to a double conversion super-
heterodyne receiver used in many high frequency RF circuits. This type of 
circuit is also useful in the case that, for example, a 7 tesla human system can 
be based upon the electronics in a 3 tesla system, simply with one extra stage 
of signal demodulation.

7.6.2  �Direct Detection Using Undersampling
A second method to sample the MR signals is to use direct detection based 
on undersampling.13–15 As an example, consider the case of using a sampling 
frequency of 40 MHz to detect the proton MR signals from a 1.5 T imaging 
system. The Larmor frequency is 64 MHz and in Figure 7.12 a frequency 
bandwidth of the MR signal of 1 MHz is assumed, corresponding perhaps 
to a high bandwidth echo planar imaging scan. According to Nyquist theory, 
the 40 MHz detector cannot distinguish between signals of 64 MHz and sig-
nals of 24 MHz (64–40 MHz), which are superimposed on top of one another. 
However, if signal amplification is applied to signals at 64 MHz, and a band-
pass filter implemented at the same frequency, then any signal or noise com-
ponents at 24 MHz have a very small contribution to the signal that passes to 
the next stage of the receiver. In this way undersampling is effectively acting 
as a single-stage demodulator.

The same principle can be applied for frequency bands even further away 
from the sampling frequency. In Figure 7.13, a digitizer with a sampling fre-
quency of 38 MHz is used to detect the proton signals on a 7 T MR system 
that operates at 298 MHz.

Band-pass filters are used to exclude the noise from all frequency bands 
that can be aliased inside the frequency band of the digitizer. However, the 
further the carrier frequency is from the sampling frequency, the higher the 
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order of filter required. The example in Figure 7.13 requires a very sharp fil-
ter. One filter that has excellent bandpass characteristics is a surface acoustic 
wave (SAW) filter, whose characteristics are shown in Figure 7.14: for com-
parison, the properties of a third order conventional lumped element filter 
are also shown.

7.7  �Analogue-to-Digital Converters
The final component in the receive chain is the analogue-to-digital con-
verter (ADC), which not only digitizes the signal but also implements a 
number of digital signal processing and filtering steps. Important speci-
fications of an ADC include the dynamic range (number of bits), voltage 
range (maximum-to-minimum), maximum sampling frequency (Hz), and 
frequency bandwidth (Hz). For an N-bit ADC, the number of different out-
put values is given by 2N. For example, a 16-bit ADC can output values from 
1 to 65 535. The voltage difference between these levels is called the res-
olution, and its value is given by the voltage range of the ADC divided by 
the number of levels. This is shown in Table 7.1, which assumes that the 
maximum voltage of the ADC is 1 volt. The least significant bit (LSB) is 
defined as one-half the maximum voltage divided by the number of levels. 

Figure 7.12  ��Demonstration of the principle of undersampling. The MR signal con-
sists of a 1 MHz bandwidth signal centred at 64 MHz. (a) Using a 40 
MHz ADC gives an aliased signal centred at 24 MHz. Any noise or sig-
nal components at 24 MHz will be added to the desired signal. (b) In 
undersampling, the bandpass filter is designed to remove all signal 
and noise components at 24 MHz.



323
The M

R Receiver C
hain

Figure 7.13  ��Example of using a 38 MHz ADC to detect the MR signals at 298 MHz (7 T). A total of 19 frequency bands (red and green 
arrows) are displayed, which all fold into the acquisition band of the ADC. To ensure that only the 298 MHz band is 
acquired without adding noise from the other bands, a band pass filter needs to be applied. The bandwidth of the filter 
needs to be sufficiently narrow to suppress those sidebands most closely positioned to the 298 MHz band (i.e. 272 MHz 
and 310 MHz).
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Figure 7.14  ��A comparison of output versus input response of a third order band pass filter (black) and a SAW filter (red and blue) mea-
sured with a network analyzer. The third order band pass filter would suppress the closest sidebands in Figure 7.13 by only 
approximately 5 dB causing a substantial noise amplification. In comparison, the SAW filter suppresses these side bands 
by more than 60 dB. Note that the SAW filter attenuates the MR signal by 10 dB, which needs to be taken into consideration 
when optimizing the overall receiver gain and dynamic range of the ADC.
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The most significant bit (MSB) is one-half of the maximum voltage. The 
resolution in dB is calculated as:
  
	   1

Resolution dB 20log
LSB

   
 

	 (7.11)
  

Even ADCs with very high resolution cannot reproduce the analogue signal 
perfectly. The difference between the real analogue input signal and the dig-
itized output is called the quantization error or quantization noise, and this 
error is smaller the greater the number of bits, as shown in Figure 7.15. It 
can also been seen that the values of the quantization error lie between 0 and 
±1/2 of the ADC resolution. In order to minimize the relative contribution of 
the quantization errors, therefore, the input voltage to the ADC should be as 
large as possible, without “saturating”, i.e., going above the maximum value 
of the ADC, which leads to distorted signals.

The root mean square (RMS) quantization noise, erms
2, is given by:

  
	

2
2
rms,Nyquist 12
e


 	 (7.12)

  
where Δ is the ADC resolution. In ADCs there are two other measures of 

error that are typically quoted, the differential non-linearity (DNL) and inte-
grated non-linearity (INL), both of which are shown in Figure 7.16. For an 

Table 7.1  ��Properties of a 1 volt ADC.

Number of bits Number of levels
Least significant bit  
1 volt full scale Resolution (dB)

8 256 3.91 mV 48.2
10 1024 977 µV 60.2
12 4096 244 µV 72.3
14 16 384 61 µV 84.3
16 65 536 15.3 µV 96.3
20 1 048 576 954 nV 120.4
24 16 777 216 59.5 nV 144.5

Figure 7.15  ��The effects of the number of bits on the quantization error of a dig-
itized signal. Blue indicates the analogue signal, red the quantized 
approximation, and green the quantization error between the two.
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ideal ADC, the output is divided into 2N uniform steps, each with a constant 
width. Any deviation from the ideal step width is called differential non- lin-
earity (DNL) and is measured in number of LSBs. For an ideal ADC, the DNL 
is 0 LSB. INL is a measure of how closely the ADC output matches its ideal 
response. INL can be defined as the deviation in LSBs of the actual transfer 
function of the ADC from the ideal transfer curve.

In general, there is a trade-off between the resolution of the ADC and the 
maximum sampling rate, as shown in Figure 7.17.

The most commonly used ADC for MR applications is the Δ–Σ. Oversam-
pling, decimation, noise shaping and digital filters are also integrated into a 
standard Δ–Σ package. In front of the ADC itself is a low-pass filter, as shown 
in Figure 7.18. Using the example introduced in Section 7.6.2 of using a 

Figure 7.16  ��(left) The differential non-linearity, and (right) the integrated non- 
linearity of an ADC.

Figure 7.17  ��Approximate relationship between resolution, samples per second, 
and the architecture of different types of ADC.
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40 MHz sampling rate ADC for a 1 MHz bandwidth MR signal centred at  
64 MHz, one can see that the requirements for the low-pass filter in front of 
the ADC are relatively benign. This is one of the major advantages of “over-
sampling”, i.e. sampling a larger bandwidth than is occupied by the actual 
MR signals.

A digital filter is then applied to the sampled data to select only the band-
width of interest: a digital filter can be designed to have an extremely sharp 
transition.16 At this stage, the filtered data has N-times as many data points 
(where N is the oversampling factor) as would have been acquired without 
oversampling, and the final step is to “decimate” the data, in which succes-
sive data points are averaged together, as shown in Figure 7.18. Since the 
quantization error in alternate data points is assumed to be random, the 
quantization noise in the decimated data set is reduced with respect to that 
of a Nyquist sampled signal by a factor of √M, where M is the oversampling 
factor, i.e.
  
	

2
2
rms,oversampled 12
e

M
Δ

= 	 (7.13)

  
In other words, for every factor-of-four in oversampling, the equivalent res-

olution of the ADC increases by 1-bit.
Digital filters are generally programmed in dedicated digital signal pro-

cessors (DSPs). These DSPs use weighted averaging of the data input that is 
shifted over a certain time kernel. The frequency response of the digital filter 
depends on the weighting factors and time kernel, both of which can be set 
as a controllable parameter to the DSP. Many different sorts of filter types can 
be defined, of which Butterworth and Chebychev are most commonly used. 
Depending on the acceptable level of time response and frequency response, 

Figure 7.18  ��Illustration of oversampling, digital filtering and decimation.
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the order and type of the filter can be chosen. A simple first order Butter-
worth filter for proton imaging at 1.5 T with a 100 kHz bandwidth and an 
ADC with 40 MHz sampling frequency can be calculated to be of the form:
  
	 y[n] = −x[n − 2] + x[n] − 0.984y[n − 2] − 1.605y[n − 1]	 (7.14)
  

where x[n] is the input to the DSP, y[n] the output, and n the index of the 
data obtained in time. The frequency response of this filter is shown in  
Figure 7.19. Note that the DSPs in MR systems in practice use filters with 
much higher orders than represented in eqn (7.14).

7.8  �Optical and Wireless Data Transmission
As mentioned many times, MRI systems are generally equipped with mul-
tiple receive coils and multiple receiver channels. With an ever-increasing 
number of receiver coils and independent receivers, the RF infrastructure 
of the receiver chain becomes very complicated. Crosstalk between receive 
channels degrades some of the benefits of parallel acquisition (i.e. in terms 

Figure 7.19  ��Example of the frequency response function of the simple digital fil-
ter from eqn (7.14). Both amplitude (left axis) and phase (right axis) 
are plotted over the relative frequency range compared to the sample 
frequency. With a 40 MHz sample frequency, the filter selects the 24 
MHz band that matches to the aliased frequency of 64 MHz on a 1.5 
T MR system.
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of acceleration factors in data acquisition and SNR) or can even cause oscil-
lations in the amplifiers in each channel. Crosstalk can be reduced with 
well-shielded coaxial cables and plugs, but nevertheless the issue of avail-
able space within the magnet bore with the patient in place remains. The 
optimal solution would be to amplify, filter and digitize the signal from each 
coil as close to that coil as possible, and then to transfer the signal out of 
the magnet either via thin optical fiber17 or wirelessly. Currently, most com-
mercial systems have fewer receiver channels than the number of receiver 
coils, which means that the signals from multiple coils must be combined 
for each receive channel. Direct digitization would also remove this restric-
tion. If digitization is to be performed separately for every coil in an array, 
then some form of signal lock is needed to tie together each of the separate 
local clock oscillators that are used for each receiver. The digital system can 
be used to send signals from a single central system clock to phase-lock each 
of the local receivers together: this “pilot tone” signal can either be optical or 
electrical. The digital link can also be used to send signals to tune or detune 
the coils, again either electrically or optically. The easiest method to convert 
from electrical to optical signals is to use a directly modulated semiconduc-
tor laser diode, in which the light intensity is modulated by the current at its 
input. Alternative methods for high data rates include incorporating a Mach–
Zehnder optical modulator or similar device. The bandwidth of optical data 
transfer can be very high. MR signals from many receiver elements can be 
transported over a single fiber optic line particularly when digital filtering or 
decimation is incorporated prior to data transmission, i.e. the ADC is situ-
ated very close to the coil itself.

The alternative strategy of wireless transmission has been shown to 
be feasible using a digital wireless transmission link based on 802.11b.18 
There are 14 standard channels defined for 802.11b from 2.400 to 2.487 
GHz. All channels are evenly spaced at 5 MHz intervals and each chan-
nel has a bandwidth of 22 MHz. To transmit many MRI signals simulta-
neously, frequency division multiplexing (FDM) has to be applied, which 
makes it possible for each transmission channel defined by 802.11b to 
carry multi-channel MR signals modulated at different frequencies. A dif-
ferential quadrature phase shift keyed (DQPSK) modulation method has 
been shown to be capable of data transmission rates of 2 megabytes per 
second and a bandwidth of 2 MHz. Despite a significant amount of work 
in the period 2000–2010, this technology has not been widely adopted for 
commercial MRI systems, with the balance swinging heavily in favour of 
fibre-optic data transfer.
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8.1  �Introduction
As described in the preceding chapters, MRI involves the application of three 
different magnetic fields (static B0, radiofrequency B1 and gradient G) to the 
object being imaged. These fields interact in fundamentally different ways 
with materials, including biological tissue. Many of these interactions are 
necessary for the imaging process, such as the precessional motion described 
by the Bloch equations, which allows manipulation of magnetization as a 
function of time and space via RF pulses and gradients. Other interactions 
are less desirable, such as static and RF magnetic field inhomogeneities 
potentially resulting in image artifacts, and strong electric fields, which can 
produce tissue heating.
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In the design process for MR hardware and associated software in terms 
of imaging protocols, calculations of the interactions between the applied 
fields and the human body can be performed to optimize data quality and 
understand image characteristics (including image contrast, SNR, and the 
origin of image artifacts). In addition, these calculations can be used to pre-
dict the behaviour of SNR as a function of B0, and ensure the safety of the 
human subjects and imaging staff. Electromagnetic simulations for simple 
geometries and low magnetic fields can often be performed analytically, or 
at least semi-analytically, giving valuable insights into the imaging process. 
As operating frequencies increase, however, the quasi-static approximations 
become less valid and full numerical simulations become necessary. As an 
example, simulated RF magnetic fields from a birdcage coil at 4 tesla and 7 
tesla loaded with the human head, are shown in Figure 8.1.1

This chapter gives an overview of the many purposes, methods, and appli-
cations of EM field calculations for MRI, with specific examples and numer-
ous references to works in the literature.

Figure 8.1  ��Experimental and calculated magnetic fields in the head at two differ-
ent field strengths, 4 tesla (170 MHz) and 7 tesla (300 MHz). The field is 
significantly less homogeneous at the higher frequency owing to wave-
length effects. Reproduced from ref. 1 with permission from Wiley © 
2001 Wiley-Liss, Inc.
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8.2  �Simulating Electromagnetic Fields for Magnetic 
Resonance

To first gain some context for the requirements for calculations involving the 
different fields applied in MRI, consider the Maxwell equations, which can 
be written in differential or integral form, and contain everything needed for 
computing fields pertinent to MRI.

Differential form Integral form

Gauss’ law vε ρ∇ ⋅ =E d dvs v
s vε ρ⋅ =∫∫ ∫∫∫E

Gauss’ law for magnetism 0∇⋅ =B d 0
s

s⋅ =∫∫ B

Faraday’s law

t
∂

∇× = −
∂

E B d d
l s

l s
t
∂

⋅ = − ⋅
∂∫ ∫∫E B

Ampere’s law with  
Maxwell’s addition

1
t

σ ε
μ

∂⎛ ⎞∇× = +⎜ ⎟∂⎝ ⎠
B E E

1
d

d d

l

s s

l

s s
t

μ

σ ε

⋅

∂⎛ ⎞= ⋅ + ⋅⎜ ⎟∂⎝ ⎠

∫

∫∫ ∫∫

B

E E

Here bold variables indicate three-dimensional vectors, B is the magnetic 
flux density, E the electrical field strength, l a line, s a surface, v a volume, t is 
time, ρv is electric charge density, and µ, σ, and ε are the material properties 
of magnetic susceptibility, electrical conductivity, and electric permittivity, 
respectively. µ and ε are often expressed as the products of their values in free 
space (µ0 and ε0) and their relative values in any given material (µr and εr).

These equations are hopefully somewhat familiar to the reader, even if 
only from an undergraduate physics course. Nonetheless, written all together 
they can be somewhat intimidating. Fortunately, in simulating any one of 
the fields applied in MRI and its interactions with tissue, typically only one 
sub-group of these equations needs to be considered. For example, in calcu-
lating the magnetic fields produced by electrical currents in the static-to-low 
radiofrequency range for the purpose of designing gradient coils and static 
magnets, all that is needed is Ampere’s law without the time-varying term 
(Maxwell’s addition) since wavelengths are all extremely long in comparison 
to the dimensions of the human body. Similarly, for calculating the pertur-
bations of the B0 field caused by the sample, only Gauss’s law for magnetism 
is required.

In practice, different methods are used for simulating B0, gradient, and 
RF magnetic (B1) fields to the necessary degree of accuracy. In the following 
sections, the most common methods used for simulating these fields in the 
presence of the human body, or a representation of it, are described. Most 
attention is devoted to RF fields, which are the vast majority of simulations 
performed for MRI today.
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8.2.1  �Static Magnetic (B0) Fields
Static magnetic fields, including the fields from the shim coils, have been 
simulated for the purposes of magnet design, predicting the effects of field/
tissue interactions on MR images, and understanding the potential biolog-
ical effects of these fields. The particular method used for simulating the B0 
field depends very much on the specific application.

As covered in Chapter 2, in simulations and calculations of the design of 
the magnet to produce the B0 field it is common to ignore the effects of the 
sample on the field distribution and use only the Biot–Savart law or spherical 
harmonic expansion approach. The perturbations of the applied field caused 
by the presence of the sample are typically very small (on the order of a few 
parts per million) and have a different distribution for every sample or sub-
ject being imaged. Thus, while these perturbations can cause notable effects 
on some MR images, in magnet design it is often not practical or valuable to 
consider these effects explicitly.

The same is true for the design of conventional shim coils based on spher-
ical harmonics, as covered in detail in Chapter 4. However, it was also shown 
that to estimate the number of shims (which varies with field strength, sam-
ple size and sample geometry) required for B0 field homogenization, as well 
as to design new types of shim coils, it is necessary to be able to calculate B0 
field distributions in an arbitrary geometry with arbitrary magnetic suscep-
tibility distribution: for this it is necessary to turn to numerical methods of 
solution. The fundamental equation is Gauss’ law for magnetism with the 
definition B = µH. One approach to solving this equation for arbitrary objects 
involves defining a magnetic scalar potential φ such that H = −∇φ. Gauss’ law 
for magnetism can be written as:
  
	 ( )r 0μ ϕ∇⋅ ∇ = 	 (8.1)
  

To solve this with finite difference approximations for an arbitrary spatial 
distribution of µr starting with a reasonable initial guess for the spatial dis-
tribution of φ and assuming one eventually converges to a final solution for 
φ via iteration, one can write:
  

	 ( )r
d
dT
ϕ μ ϕ=∇⋅ ∇ 	 (8.2)

  
where T is pseudo-time, increasing incrementally by ΔT with iteration number.

With finite difference approximations, a first derivative of some function f 
with respect to location (x, y, z) or time (t) is approximated as the difference 
in f over the corresponding difference in the other, i.e. the first derivative can 
be approximated as the rise over the run of a line over a region where the line 
is approximately straight. It is thus important to ensure that steps in space 
(Δx, Δy, and Δz) and time (ΔT) are suitably small.
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With this knowledge and with some mathematical manipulation eqn (8.2) 
can be approximated as:2,3
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(8.3)
  

where i, j, k, and n are indices in x, y, z, and T, respectively, and where only 
deviations from (i, j, k, n) are shown in the parenthesis following each occur-
rence of µr and φ. Given an initial guess for φ and a pre-defined arbitrary dis-
tribution for µr, all values on the right hand side of the equation are known 
for all interior locations on the grid, and we need merely to step through all 
locations in space and forward in pseudo-time performing algebraic oper-
ations until φ no longer changes with T at each location. Eqn (8.3) can be 
simplified considerably for efficient computation, but is written here for 
ease of derivation from eqn (8.2). For MRI with only diamagnetic and para-
magnetic materials (including air and all biological tissues), a reasonable 
first guess for φ corresponds to a perfectly homogeneous B field, or a perfect 
one-dimensional gradient in φ. Accurate results with a reasonable grid size 
may require additional steps, but it should be possible to see here how, with 
use of finite difference approximations, an equation involving vector calcu-
lus can be approximated as one requiring only algebra that can be solved 
readily with a computer. For reference, biological tissues tend to be slightly 
diamagnetic, with µr having values between that of a vacuum (exactly 1.0) 
and water (0.9999909), and air is slightly paramagnetic, with µr of 1.0000004. 
Also, while much faster methods of solving for static magnetic field distri-
butions have been developed with use of Fourier-transform-based methods, 
as discussed in Chapter 4,4 for the purposes of this chapter introducing a 
finite difference method to solve the functional equations directly is more 
instructive.

Importantly, in MRI we are interested not in the magnetic flux density (B) 
experienced in the bulk material but in that experienced by the nuclei, Bnuc. 
Calculation of this quantity from the bulk magnetic susceptibility requires 
the Lorentz correction.5

  
	 ( )nuc r

2
1 1

3
μ⎛ ⎞= − −⎜ ⎟

⎝ ⎠
B B 	 (8.4)
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As an example, Figure 8.2 shows a numerically calculated B0 field in the 
brain at a static magnetic field of 7 tesla.3

8.2.2  �Switched Gradient Fields (Gx, Gy, Gz)
As with the design of homogeneous B0 fields, the presence of the human 
body has negligible effect on the gradient magnetic fields (which are much 
weaker than B0) and the switching frequencies are so low that fields through-
out the imaging region are in the quasi-static regime, with the result that 
evaluation of the fields produced by gradient coil designs can be performed 
with the Biot–Savart law, as covered in Chapter 5.

As will be discussed later in this chapter, the gradient-induced electrical 
currents in the subject and the forces/vibrations resulting from gradient coil 
operation in the B0 field are very important for the safety and comfort of the 
patient. Numerical simulations have been used to calculate the electric fields 
and currents through the human body,6,7 and to calculate the acoustic vibra-
tions caused by pulsing gradient coils. For calculating electrical currents 
induced in the subject, one approach is to use finite difference formulations 
of a simplified set of Maxwell’s curl equations that does not include the 
time-dependent displacement term in the modified Ampere’s law. Another 
approach is to recognize that, as long as wavelengths are always much longer 
than the dimensions of the problem region so that this displacement con-
tribution is negligible, simulation results calculated at one frequency can be 
scaled to make predictions at another frequency with the assumption from 

Figure 8.2  ��Numerically calculated B0 field magnitudes in ppm deviation from 
applied field on an axial plane. Deviations occur owing to difference in 
susceptibility between materials including a variety of tissues and air. 
Reproduced from C. M. Collins, B. Yang, Q. X. Yang and M. B. Smith, 
Numerical calculations of the static magnetic field in three-dimen-
sional multi-tissue models of the human head, Magn. Reson. Imaging, 
2002, 20, 413–424. Copyright (2002) with permission from Elsevier.3
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Faraday’s law that ‖E‖/‖B‖ will be proportional to the frequency of excitation. 
This is especially useful when the Finite Difference Time Domain (FDTD) 
method (described in the next section) is used, because with FDTD the steady 
state solution is usually achieved more rapidly at a high frequency than at a 
low one. This approach to determining gradient-induced electrical fields and 
currents in complicated samples is called “frequency scaling”.

8.2.3  �Radiofrequency Magnetic (B1) Fields
As covered in Chapter 1, all magnetic resonance experiments require an RF 

magnetic (B1) field to be applied to the sample to excite the nuclei to produce 
coherent precessing magnetization. The RF field typically has a frequency 
in the hundreds of MHz range, and from Faraday’s law, the rapid change of 
the RF field with respect to time is associated with significant electric fields. 
During transmission of the RF pulses these electrical fields can cause tissue 
heating. During signal reception these electric fields in conductive materials 
couple to random thermal motion of charges, such as the physical transla-
tion of ions, rotations of dipoles, and other effects, resulting in noise. There 
is a wide range of methods to calculate the RF fields (both magnetic and 
electric) in MR. Here, a summary of the most common methods is presented 
with references to MR-relevant simulations in the literature.

8.2.3.1 � Analytically Based Methods
As in other fields, much insight in MR can be gained from the use of analyt-
ical treatments of important problems, even if they provide a limited repre-
sentation of reality. Analytical methods of approximating the RF fields in MR 
have been very useful in exploring, for example, the trends in tissue heating 
and SNR with increased B0 field strength and the corresponding increase in 
B1 frequency.8–16

At B0 field strengths where the B1 frequency is low enough that the electrical 
wavelength in tissue is very large compared to the imaging region, simple quasi- 
static methods, including the Biot–Savart law, can be used to model magnetic 
and electric fields. Determining when this criterion is valid simply involves con-
sideration of the relevant electrical wavelength. For example, the wavelength in 
free space at 300 MHz is almost exactly 1 metre. For MRI applications, tissues 
within the human body have a range of relative permittivity values, with the 
highest ones approaching that of water, approximately 78 across the spectrum of 
frequencies used in MRI of human subjects. As outlined in Chapter 3, the wave-
length is inversely proportional to the square root of the relative permittivity, εr:
  
	

r

v
f

λ
ε

= 	 (8.5)

  
For example, the smallest wavelength we might expect in the human body at 

21 MHz (i.e. a 0.5 T MRI system) is ∼162 cm (in practice the wavelength is longer 
since most human tissues have a permittivity lower than that of water). As a 
rule-of-thumb one can say that the quasi-static regime works reasonably well for 
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all MRI up to 1.5 tesla, and for head and extremity imaging up to 3 tesla. It starts 
to break down for abdominal imaging at 3 tesla or neuroimaging at 7 tesla.  
In terms of high resolution NMR, the maximum sample sizes are tubes with 20 
mm diameter, and therefore even with the highest current operating frequen-
cies ∼1 GHz, quasi-static approximations are still very accurate.

Examples of quasi-static methods for RF field calculation include the Biot–
Savart law for coil design,17,18 and estimation of the behaviour of absorbed 
power with respect to sample size and B1 frequency up to 3 T.8–10 The results 
from the latter investigations led to predictions that SNR should increase 
roughly linearly with the B0 field strength (covered in more detail later in this 
chapter) and that SAR should increase approximately as the square of the 
B0 field strength. For power absorbed by the sample as a function of B0 field 
strength in the quasi-static regime, Faraday’s law dictates that the E-field 
amplitudes increase proportionally to the B1 frequency (and thus proportion-
ally to the B0 field strength). The total power dissipated in the sample, Pdiss, is
  

	 diss dH

v
P vσ= ∫ Ê Ê 	 (8.6)

  
where Ê is a 3 × 1 column vector, whose complex components are the phasors 
of the three orthogonal components of the electric field (Ex, Ey and Ez), and the 
superscript H denotes the complex conjugate transpose of the vector. Eqn (8.6) 
leads to the prediction that the total power dissipated increases as the square 
of the B0 field strength for a given sample and coil in the quasi-static regime.

More advanced analytically-based methods also find great utility in the quasi- 
static regime.15–18 For example, with the use of Dyadic Green’s functions, it is 
possible to find the ultimate SNR and lowest possible SAR as well as their corre-
sponding current patterns, i.e. the corresponding RF coil geometry, or one can 
also compare different RF coil designs in terms of their SNR and SAR in spe-
cific locations or regions within spherical or cylindrical samples, which can be 
treated as very simple models for the human head and torso, respectively.17,18

When quasi-static approximations cannot be applied, then sophisticated 
numerical simulation tools must be employed. From an MRI perspective, 
this occurs when the presence of the body changes the distributions of the 
magnetic and electric fields from those that are produced in an empty coil. 
Since the body contains many complicated structures with different relative 
permittivity and conductivity values, one of the most important aspects is to 
have an accurate body model available for the simulations. The three most 
common simulation methods are detailed in the following sections.

8.2.3.2 � Finite Difference Time Domain (FDTD) Method
The FDTD method21 gained popularity in MRI research and safety assurance 
when voxel-based high-resolution computer models of the human body first 
became available several years ago. Most commonly the method involves rep-
resentation of the imaging subject as well as the RF coil(s) on a rectilinear 
grid, though grid dimensions can often vary considerably through space. This 
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so-called “adaptive gridding” allows areas containing very fine structures to be 
gridded more finely than other areas that have only relatively coarse structures.

An understanding of how the method works can be gained by considering 
Maxwell’s curl equations in differential form, but written with the time deriv-
ative on the left hand side, i.e.
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Rewriting these two equations in terms of their orthogonal components in 

rectilinear equations and applying the curl operators yields:
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By separating terms according to the orthogonal components, both parts 

of eqn (8.8) can now each be separated into three equations, producing:
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These six equations are each composed of scalar components and first 

derivatives with respect to space and time. Before applying finite difference 
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approximations, it is useful to take advantage of the symmetry of the system 
by strategically staggering reference locations for electrical and magnetic 
fields as defined by the Yee cell19 in order to maximize numerical accuracy for 
a given grid resolution. The structure of the Yee cell is shown in Figure 8.3.

This method of staggering in space plus staggering reference times allows 
for central difference approximations to the first derivatives to be taken with 
one-half the time step-size and grid spacing that would be otherwise pos-
sible. Substituting these central difference approximations for the first and 
fourth of the six separate equations (8.9) gives:
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Figure 8.3  ��Yee cell: strategic staggering of reference locations for electric and mag-
netic field components to maximize the accuracy for a given grid reso-
lution with the FDTD method.
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Figure 8.4  ��(left) Simulation set up for analyzing the EM fields produced by a bird-
cage coil in the human head. (right) Details of the rectilinear meshing 
(isotropic in this case) through one slice of the human head. The dif-
ferent colours indicate different tissues, each of which is specified in 
terms of a relative permittivity and conductivity.

By starting with no fields anywhere at time zero and assigning known exci-
tations at specific locations through time, it is possible to rewrite these two 
and the other four equations so that there is only one unknown—the value at 
a future time point, e.g.:
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and after solving for Bx, By, and Bz over all space at time step n + 1/2 the E-field 
components at the time step n + 1 can be calculated as:
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As before, only departures from (i, j, k, n) are shown here in the parenthesis 

following the E and B field components. Using this method, all electromag-
netic fields as a function of time and space can be calculated for arbitrary spa-
tial distributions of different materials and arbitrary excitation time courses.

FDTD is an intuitive technique, easy to use and understand, which allows 
a natural and easy modelling of materials. This is reflected in the fact that 
most available numerical models of the human body are essentially designed 
for the FDTD method, as shown in Figure 8.4.
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A very fine discretization of the numerical domain is possible; nowadays 
numerical domains with up to 100 million mesh cells can be solved with 
graphical processor unit (GPU)-based accelerator technology. The EM fields 
at multiple frequencies can be solved with only one simulation run, which is 
useful for the design and evaluation of, for example, double-tuned RF coils 
and designs of coils that have multiple resonances. With the FDTD method, 
the most common method of evaluating the frequency response of a struc-
ture is to first excite the structure with a brief excitation pulse (often Gauss 
shaped) and then perform a Fourier Transform of the time-domain response.

On the other hand, FDTD has difficulties in simulating resonant structures 
with a high quality factor, such as unloaded RF coils. Imperfect boundary 
conditions can result in more energy remaining in the computational domain 
than should occur, leading to long computation times, a poor power balance, 
or even numerical instabilities and erroneous solutions. Geometrical features 
that do not lie along Cartesian directions cannot be modelled accurately by 
a rectilinear grid (an effect called “stair-casing”), and a fine discretization in 
a particular part of a numerical domain leads to a very large number of grid 
cells throughout, unless advanced sub-gridding techniques are used.

8.2.3.3 � Finite Element Method (FEM)
The finite element method (FEM) is a numerical method that approximates 
the solution to boundary value problems, i.e. those that are defined both by 
a differential equation:
  
	 Lφ = f	 (8.14)
  
and also by specific boundary conditions with respect to the computational 
domain. Here L is a linear differential operator, φ the unknown function, 
and f the excitation function. FEM has been used since the 1940s and has 
a wide range of applications in engineering and mathematics. In FEM the 
numerical domain is truncated by appropriate boundary conditions, and 
subdivided into smaller, simple shaped, subdomains, called finite elements. 
Within each of the subdomains the unknown quantity is expanded in simple 
basis functions (usually polynomials) with unknown coefficients. The Galer-
kin method of weighted residuals, or the Ritz method, is used to set up a 
system of equations. The resulting system matrix, which is a square sparse 
matrix, has to be inverted to solve for the unknown coefficients.20 The main 
advantage of FEM over FDTD is that the staircase effect is overcome by the 
use of an unstructured tetrahedral (usually) mesh. An example of a tetrahe-
dral mesh of the human head is shown in Figure 8.5, as well as an alternative 
hexahedral meshing scheme.21

In 3D FEM full wave electromagnetic simulations the EM fields are typi-
cally solved in the frequency domain. To reduce the number of unknowns, 
the vector wave equation for the E-field is used to set up the system equa-
tion. After solving for the electric field the magnetic field can be obtained 
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by Faraday’s law. The basis functions are usually tetrahedral shapes of 
varying size, which are well-suited to model complex structures and mate-
rials, although currently there are not many human models that have been 
meshed in an appropriate way for FEM analysis. The simulation time for 
FEM frequency domain solvers is independent of the number of exci-
tations, which is beneficial for coil arrays with a large number of channels. 
In most EM simulations for MRI the EM behaviour of the coil array is of 
interest only at the Larmor frequency, and therefore a frequency sweep is 
not needed. A disadvantage of the FEM is the high memory requirement 
owing to the required inversion of the large system matrix. Nevertheless, 
nowadays modern PCs can handle the computational burden of simulating 
a human body model with a fine enough discretization.

To understand the concept of the finite element method a simple one 
dimensional example is given to solve for the scalar electric potential φ 
between the plates of a parallel-plate capacitor. The governing differential 
equation is the Poisson equation:
  
	 −Δ(εΔφ) = ρ	 (8.15)

where ε is the permittivity of the material and ρ is the linear charge den-
sity. The capacitor is modeled as two infinite, perfectly conducting parallel 
planes. The dielectric in between the parallel plates is constant and the mate-
rial has a varying linear charge density of ρ = 3xε. The plates are separated by 
a distance of 1 m, which yields:

	 [ ]
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Figure 8.5  ��Tetrahedral/hexahedral meshes of the human head model: (a and b) 
show adaptive tetrahedral meshes and (c and d) show the hexahedral 
meshes. (a) The tetrahedralization of the volume inside the head; (b) a 
cross-section of (a); (c) the hexahedralization of the volume between the 
human head and a sphere boundary; (d) the hexahedralization of the 
volume inside the head. Reproduced from Y. Zhang, C. Bajaj and B.-S. 
Sohn, 3D finite element meshing from imaging data, Comput. Meth. 
Appl. Mech. Eng., 2005, 194, 5083–5106. Copyright (2005) with permis-
sion from Elsevier.21
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The boundary conditions for the problem are defined by the value of the 
potential on both plates:
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This boundary value problem can be solved analytically. By taking the 

Ansatz of a cubic polynomial for the potential:
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This exact solution can be used to validate the numerical approximation 

using the FEM. One can rewrite the problem in the weak form by multiplying 
the equation with an arbitrary test-function v and integrating over the whole 
domain:
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Integration by parts yields:
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Dividing the domain into two subdomains of equal size, and defining basis 

functions vi for each of the subdomains:
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with x1 = 0, x2 = 0.5, and x3 = 1. Now, the unknown potential φ can be approx-
imated by φ̂  as a superposition of the basis functions in each of the subdo-
mains with unknown coefficients ci:
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The basis function v1 can be excluded, owing to the boundary condition 

φ(0) = 0. Therefore, only the basis functions v2 and v3 need to be considered: 
these are plotted in Figure 8.6.
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To solve for the unknown coefficients ci, eqn (8.21) and (8.22) are inserted 
into eqn (8.19) to produce the set of equations:
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One can now rewrite this set of equations as a matrix equation:
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Now we can solve for the unknown coefficients by inverting the matrix to 

obtain c2 = 11/16 and c3 = 1. The exact solution φ and the numerical approxi-
mation φ̂  are plotted in Figure 8.7.

8.2.3.4 � Method of Moments
The Method of Moments (MoM) has been used since the 1960s to solve elec-
tromagnetic problems in the frequency domain in free space. The unknown 
quantity in the MoM is the surface current present on metallic surfaces. 
Homogeneous dielectric materials are modelled by the “Surface Equivalence 
Principle” as electric and magnetic equivalent surface currents enclosing the 
dielectric. In this way, inhomogeneous dielectric objects can be modelled by 
defining a magnetic and electric surface current on the dielectric boundar-
ies. The dielectric boundaries and metallic surfaces are discretized in the 
form of surface triangles. The electric and magnetic surface currents are 

Figure 8.6  ��Basis functions used in the FEM simulation of the scalar potential for a 
parallel-plate capacitor.
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then developed in basis functions with unknown coefficients within the sur-
face triangles. The Electric Field Integral Equation (EFIE) is written in terms 
of these discretized surface currents. The equation is then weighted by the 
basis functions to obtain a set of equations. The resulting system matrix is 
a full matrix that has to be inverted to solve for the unknown coefficients of 
the basis functions for the electric and magnetic currents. A more detailed 
description of the method can be found elsewhere.22

MoM is a very powerful simulation tool for the numerical analysis of 
antenna structures in free space. In MRI it can be used for the simulation 
of RF coil arrays when unloaded or loaded by simple homogeneous phan-
toms. The main advantages of MoM over the FDTD and FEM methods are 
that it is not necessary to discretize the free-space region that surrounds 
the coil/shield, which reduces the number of unknowns, and since it uses 
a free-space Green’s function it does not require any mesh truncation using 
perfectly absorbing boundaries, and so does not suffer from truncation 
errors. However, the MoM is intrinsically not very well-suited for the sim-
ulation of large inhomogeneous dielectrics, such as the human body. The 
complicated geometry and the large surface of dielectric boundaries results 
in an extremely large system matrix that is not possible to solve on current 
computers. However, as covered in the next section, for the simulation of the 
human body, hybrid simulation methods can be used, in which the MoM is 
used to model the RF coil and FDTD or FEM are used to calculate the EM 
fields inside the human body model.

8.2.3.5 � Hybrid Simulation Methods
As described previously, the FDTD method has the advantage of being able to 
represent a heterogeneous object in high resolution, but “staircasing effects” 
resulting from representing objects on a rectilinear grid can significantly reduce 
the accuracy when modelling conductive surfaces, such as RF coils, with arbitrary 

Figure 8.7  ��Exact solution and numerical FEM-based approximation of the paral-
lel-plate capacitor example, showing the very close agreement between 
the two approaches.
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orientation. In contrast, other methods, such as FEM or MoM, are capable of 
modelling conductors with surfaces oriented in arbitrary directions and are thus 
preferable for accurate modelling of RF coils but require extensive memory and/
or computational time if numerous different volume units are required—such 
as in the representation of the heterogeneous human body in high resolution.

Given the different strengths of the different methods in simulating RF 
fields for MRI, some research groups have combined methods to take advan-
tage of their respective strengths in different portions of the problem. Often 
this involves using the FDTD method in the region of the complex human 
body and a method more suited for modeling conductors, such as MoM or 
FEM, in the region of the coil.23,24 A common approach is to first perform a 
MoM or FEM simulation with a realistic coil and a homogeneous phantom 
with an external surface similar to the geometry of the body and with elec-
trical properties representing a global average of the tissue permittivity and 
conductivity. Then the fields from the MoM or FEM simulation, especially at 
the surface of the body model, serve as the input for the FDTD simulation. An 
example of such an approach is shown in Figure 8.8.

8.2.3.6 � Approaches Using Multiple “Ideal” Current or Voltage 
Sources

In the methods described above, the RF coil(s) can be excited or driven in a 
number of possible ways. In analytical methods, coils often have a defined 
spatially-dependent current distribution with no physical gaps corresponding 

Figure 8.8  ��An example of a hybrid MoM/FEM approach to simulating EM fields 
within the human head. On the left, an MoM approach is used to sim-
ulate the RF fields from an empty birdcage coil. These act as the inputs 
for an FEM simulation which contains the human head, shown on the 
right, with corresponding calculated SAR values.



Chapter 8348

to the locations of capacitors or the driving voltage sources. With numerical 
methods, it is possible to explicitly model lumped element components (as 
will be described further in the next section), and while this may provide an 
accurate representation of specific RF coils and how their current distribu-
tion may be affected by coupling to a lossy sample, or provide guidance in 
tuning, matching, and decoupling a coil in reality, in other cases adding this 
level of complexity may not be necessary to obtain the desired results.8–15,25–30

In cases where the desired current pattern is known, or where the coil 
behaviour is well understood, it is possible to perform very efficient and 
rapid calculations (avoiding an iterative tuning process) with the use of 
multiple “ideal” voltage or current sources. In the simulated coil a sin-
gle source is placed across a gap in the conductor, at the location of each 
capacitor in the actual physical coil. For example, in the case of a circular 
surface coil, the number of gaps in the conductor is often defined such 
that no conductor length exceeds about one-tenth of a wavelength in free 
space. Use of ideal current or voltage distributions requires, of course, 
first knowing the current distribution to be modelled, placing conductors 
along the route of those current distributions, and then placing gaps in the 
conductors as needed to achieve the desired current distribution with a 
number of sources. Consider the case of a simple loop coil with four gaps. 
Assuming that the physical coil has equal value capacitors across each gap, 
each of these capacitors has the same current with the same phase pass-
ing through them. The resulting voltage across each capacitor is simply  
I/( jωC), so that these capacitors, as far as the conductive segments of the 
coil are concerned, can be represented by four voltage sources oriented in 
the same direction azimuthally, and having the same amplitude and phase. 
As another example, simulating a quadrature low-pass birdcage coil with N 
rungs with this method is fairly straightforward, as the voltage sources in 
all rungs are oriented in the same direction (typically +z), and are driven 
with the same amplitude but with phase equal to the azimuthal location of 
the given rung, such that the phases of the sources in one rung are in phase 
with each other, but ±360/N degrees out of phase with the sources in neigh-
boring rungs, as required to produce a circularly polarized field that rotates 
in the same direction as the nuclear precession.26

Figure 8.9 shows the setup for simulating a quadrature high-pass birdcage 
coil in ideal mode 1 resonance. The physical setup requires gaps in both end 
rings between each set of rungs. The sources in opposite end rings have oppo-
site azimuthal directions and those between the same pair of rungs have the 
same phase as each other, and (consistent with the azimuthal location) are 
±360/N degrees out of phase with the sources in neighboring rungs.30

The use of an ideal voltage or current distribution is not appropriate in all 
cases, particularly when the body interacts strongly with the coil, i.e. is in very 
close proximity or very closely coupled, and/or when the coil is very asymmet-
rically loaded. Nevertheless ideal sources can be used in cases where deter-
mining the exact voltage or current distribution is not necessary.25–30 This 
approach has been shown to provide very similar results to those acquired 
experimentally,28 and also similar to more complicated methods of driving 
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the coil which include tuning with multiple capacitors modelled exactly as 
for an actual experiment,29 even for a body-sized birdcage coil at 3 T. Indeed, 
the appropriate use of ideal voltage or current distributions can be used to 
compute the values of capacitors required for experimental coils using either 
analytical31 or numerical32 methods.

Exactly how voltage sources or current sources are represented in numeri-
cal simulations depends on the particular method being used. For example, 
in the simplest case a potential difference (voltage) between two points can 
be represented as an electric field between them where, in the case where 
the two points are separated by a distance Δx, |Ex(t)| = V(t)/Δx where V(t) is 
the desired voltage. This voltage could also be chosen so as to implement a 

Figure 8.9  ��An example of the model used, and input parameters, for simulating 
the EM fields produced by a sixteen rung high pass birdcage coil. The 
copper conductors are displayed in red, with the ideal voltage sources 
in green. Gaps are introduced into the conductors and the sources 
placed in these gaps. Each current source is defined by an amplitude 
and phase, as well as an orientation.
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current source, where the current is calculated by evaluating a line integral 
of the magnetic fields immediately encircling the source. In most commer-
cial software simulation packages, voltage and current sources are associated 
with resistances in series or in parallel to present a characteristic imped-
ance so that meaningful modeling of impedance matching circuits can be 
performed.

In the case that a more complicated coil model is necessary, it is possi-
ble with both the FDTD and FEM methods to model lumped element com-
ponents in the coil and associated circuitry as in the actual physical coils. 
While, in principle, this could be done by explicitly modeling a capacitor (for 
example) as a material with a high dielectric constant between two conduc-
tive plates33 or modeling an inductor as a wire wound into a solenoid, these 
approaches can result in extremely inefficient simulations owing to the high 
resolution requirements to obtain accurate field distributions in these struc-
tures. More practically, it is possible to model lumped-element inductors, 
capacitors, and resistors with simple equations based on the voltages across, 
and currents through, the locations associated with these elements.20,34 
Simulating circuit components as in a real coil typically requires tuning the 
resonant circuit including the coil to the desired frequency, (depending on 
needs) impedance matching the coil to the source by means of a suitable 
circuit, and (when necessary) also adding inductive or capacitive circuits to 
decouple coils from each other.

8.2.3.7 � Circuit Co-Simulation
The traditional way to incorporate lumped elements in a 3D full wave EM sim-
ulation includes fixing and embedding them in the numerical domain, such 
that the lumped elements chosen ahead of time determine the calculated 
EM fields. This method requires no post-processing, but is only practical if 
the lumped element values are already known. Changing their impedance 
would then require an additional full wave simulation. In the design process 
of an RF coil array, for example, the lumped element values are not known in 
advance, and many iterations would be necessary in order to tune and match 
the coil array, or achieve a desired field distribution, owing to the complex 
coupling behaviour within the array.35 Each iteration involves a full wave 3D 
EM simulation, and can take several hours of computation time for complex 
loads such as human models.

An alternative approach allows rapid evaluation of variable lumped ele-
ments in combination with any full wave 3D EM-field simulation. The method 
was first published for MRI by Kozlov et al.36 and by Paska et al.,37 and later by 
Lemdiasov et al.38 The RF setup is divided into a 3D EM field domain and a net-
work domain containing the lumped elements and ports, which are replaced 
by sources in the 3D full wave simulation. The corresponding EM fields and the 
relation between these sources in the form of a scattering matrix are needed. 
The actual lumped element distribution can then be added in a post-process-
ing step to the results obtained by the 3D simulation. The resulting scattering 
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matrix of the coil array with the actual lumped element distribution can be 
computed using network theory. The corresponding 3D EM field solution can 
be obtained simultaneously by superimposing the EM fields in a way such that 
the boundary conditions at all sources are maintained. The solution for a given 
set of lumped elements is obtained within seconds, as compared to hours for 
a 3D EM full wave simulation. In this way, only one full wave 3D simulation is 
required (for time-domain methods a simulation refers to N simulation runs, 
with N being the number of sources in the EM domain; for frequency domain 
methods only one simulation run is required for N sources). The entire process 
is summarized in Figure 8.10.

The formulation for this approach has been described for fields as a 
function of lumped elements in terms of either currents and voltages36 or 
scattering parameters.37 Lemdiasov et al. derive it in terms of scattering 
parameters,38 but without explicit expression of the EM fields as a function 
of the lumped elements. In the following analysis, the relationship of the 
EM field domain and the network domain is derived in terms of scattering 
parameters. The formulae derived in this chapter can be easily implemented 
in e.g. Matlab or Python, to avoid the cumbersome scripting languages of 

Figure 8.10  ��A schematic of the setup for circuit co-simulation. The solid line is 
used for operations and paths that are executed only once for a coil 
design investigated, the dotted line is used for operations and paths 
that can be executed repeatedly to obtain data corresponding to dif-
ferent tune and feed conditions. Reproduced from M. Kozlov and  
R. Turner, Fast MRI coil analysis based on 3-D electromagnetic and RF 
circuit co-simulation, J. Magn. Reson., 2009, 200, 147–152. Copyright 
(2009) with permission from Elsevier.36
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commercially available 3D full wave solvers, and to implement efficient opti-
mization procedures. The proposed tools are demonstrated in the design 
process of an eight element transmit stripline RF coil array, similar to that 
described in Chapter 3, for neuroimaging at 7 T. The lumped element distri-
bution of the array is optimized for operation with eight transmit channels 
driven in “quadrature mode”. Different figures-of-merit at the network level, 
as well as at the EM-field level, in different regions of interest (whole volume, 
transverse and sagittal slices only) are investigated.

Lumped elements are replaced in the numerical domain by ports and 
the values of the lumped elements are added in a postprocessing step. The 
EM fields and the scattering matrix of the original EM simulation are trans-
formed in a post-processing step by establishing boundary conditions at the 
ports. The post-processing step is very fast, making it highly suitable for the 
design of RF coil arrays. The transformation of the original scattering matrix 
S at the reference plane 0, computed in the EM domain through an RF net-
work represented by the junction scattering matrix Sj can be found by apply-
ing the boundary conditions at the reference plane 0 (see Figure 8.11).

The resulting scattering matrix S1 at the reference plane 1 can be com-
puted as:
  
	   1

1 ,11 ,12 0 ,22 0 ,21j j j jS S S S I S SS S


   	 (8.25)

where I is the identity matrix. Sj,kl are block-matrices of the junction scatter-
ing matrix:
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b a
b a

	 (8.26)

with ak and bk being the forward- and backward-traveling wave vectors 
at the kth reference plane (k = 0, 1), and the forward direction is defined 

Figure 8.11  ��After performing simulation(s) required to determine all fields 
and S-parameters at the desired frequency for a network where all 
lumped-element circuit components and sources are treated as ports 
(left), subsequent simulations can be performed rapidly with any 
desired combination of lumped element circuit components and 
ports defined in the “RF-Domain” of an RF circuit co-simulator, where 
these lumped elements and ports can be either positioned across gap 
locations individually (centre) or by defining a general matrix for more 
flexible and complete simultaneous matching of all coils (right).
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as being towards the junction matrix. The block-matrix Sj,11 has dimen-
sions M × M and describes the reflection and coupling between the 
ports at reference plane 1. The block-matrix Sj,22 has dimensions N × N 
and describes the reflection and coupling between the ports at reference 
plane 0. The block-matrix Sj,12 has dimensions M × N and describes the 
coupling between ports at reference plane 1 to ports at reference plane 
0. Finally, the block-matrix Sj,21 has dimensions N × M and describes the 
coupling between ports at reference plane 0 to ports at reference plane 
1. The EM fields can be transformed from reference plane 0 to reference 
plane 1 according to:

	 ( ) 1

1 0 ,22 0 ,21

−
= − j jE E I S S S 	 (8.27)

  
where E0 = [E0,1…E0,N], and E1 = [E1,1…E1,M] are electric field vectors at refer-
ence planes 0 or 1. The ith component of either vector is the electric field 
that is excited selectively by the forward wave with unit amplitude at the ith 
port, at the respective reference plane. The magnetic fields are transformed 
in the same way.

Each element of the eight-element array39,40 consists of a strip, length 250 
mm, above a ground plane. The strip is divided into four equal parts with 
three gaps. Strip capacitors Cstrip are inserted into the two outer gaps, and a 
matching circuit followed by an excitation port is inserted into the central 
gap. The strip is connected at both ends to the groundplane through two 
equal-valued capacitors Cend. At both ends of the ground planes, decoupling 
capacitors Cdec are placed between the elements. The eight elements are cov-
ered by an octogonal copper shield. The coil array is loaded by a cylindrical 
phantom with a diameter of 20 cm and a length of 30 cm, a relative permit-
tivity of 80 and a conductivity of 0.5 S m−1. Each of the lumped elements are 
replaced by lumped ports in the 3D full wave simulation, resulting in 56 exci-
tation ports. The 3D full wave finite element solver HFSS version 14.0 (Ansys, 
PA, USA) was used for the simulation, using first-order basis functions. The 
RF bore was included as a cylinder with the outer shell simulated by a perfect 
electrical conductor boundary condition and the two faces were terminated 
with a radiation boundary condition. The simulation setup excluding the RF 
bore is shown in Figure 8.12.

The optimal lumped element distribution is investigated for the eight 
channel RF coil array in quadrature drive, i.e. with equal phase increments 
of 45° for adjacent elements. The position of the excitation is chosen in the 
center of each of the eight stripline elements. The values of the end capacitor 
Cend and the decoupling capacitor Cdec were used to optimize the fields and 
network behaviour of the coil array. To reduce the number of variables the 
two strip capacitors Cstrip on each of the stripline elements were short-cir-
cuited. It was found that the value of the strip capacitor alone did not have a 
big influence on the field distribution, only the combined capacitance of the 
strip capacitor Cstrip and the end capacitor Cend, which allows the simplifica-
tion of (initially) short-circuiting the strip capacitor.
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Figure 8.13 shows the mean B+
1 and normalized standard deviation sn in 

the entire phantom for quadrature drive and an input power of 1 kW plot-
ted versus the value of Cdec for varying end capacitor values. Each channel 
of the array was matched with a single channel network to 50 Ω, the charac-
teristic impedance of the coaxial cables. The array shows the highest power 
efficiency for an end capacitor of Cend = 1 pF. For this value, the power effi-
ciency as well as the normalized standard deviation remain relatively con-
stant as a function of Cdec, except for a value of Cdec ≈ 6 pF, where both show 
a sharp minimum. However, the high degree of power sensitivity of the array 
to the decoupling capacitor for Cend = 1 pF comes at the cost of a high field 

Figure 8.12  ��Geometry of an 8-channel stripline coil array. Locations of ports for 
simulation (including all lumped element components and all drive 
points in the actual coil) are indicated in green.

Figure 8.13  ��Mean B+
1 and normalized standard deviation sn in the phantom pro-

duced by the coil operated with quadrature drive for an input power 
of 1 kW with respect to the value of the decoupling capacitor Cdec for 
different end capacitors Cend in the entire phantom. 
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non-uniformity, as shown in Figure 8.13. A good trade-off is to choose a higher 
value of Cend = 5 pF, which shows a global maximum in power sensitivity for 
a decoupling capacitor of Cdec ≈ 6.2 pF, and a high field uniformity. After 
selecting this end capacitor value, further optimizations can be performed to 
determine the other parameters.41 Optimizations can also be performed for 
driving each coil individually with a general matching network.41 Since these 
optimizations require no new field calculations, they can be completed in 
seconds. Attempting to perform such optimizations using lumped element 
circuit components in the field simulation directly would easily require many 
months of simulation!

8.3  �The Role of Simulations in Assessing MR Safety 
and Bioeffects

The strong fields (static, gradient, and high frequency RF) utilized in MRI 
create an environment in which a number of precautions must be taken to 
ensure the safety both of subjects and operating personnel. The greatest con-
cerns are best addressed with diligent management of the MRI environment, 
various aspects of which are discussed at the end of this section. In addition, 
field simulations play an important role in understanding the interactions 
and hazards, as well as setting limits on the RF power and gradient wave-
forms that can be used safely during MRI.

In the following sections we concentrate on how field simulations can be 
used to understand and evaluate potential bioeffects and ensure safety in 
the MRI environment. It is important to note that not all bioeffects present 
safety hazards. For example, the sense of vertigo or of metallic taste that can be 
experienced while moving in a strong B0 field, or peripheral nerve stimulation 
potentially caused by gradient field pulses, should ideally be avoided owing to 
the discomfort they cause, but in general this discomfort is transitory with no 
implications for the long-term health of the subject or staff.

Having performed meaningful simulations of the fields in MRI, a good 
understanding of the processes involved in image formation and the under-
lying physics are required to interpret these results in a meaningful way with 
respect to safety and bioeffects. For example, it is possible to find examples 
in the literature where researchers report the effects of different RF coil 
designs on SAR for a given input power with no corresponding information 
on the effects on the B1 field as a function of the same input power. Of course, 
in a practical MRI examination, if the B1 is increased by a factor equal to 
the square of the SAR value, the measured increase in SAR for one coil com-
pared to the other would not indicate a less safe situation, since maintaining 
a given B1 field strength in the ROI would result in exactly the same SAR. 
This simple example shows that the link between EM simulations and MR 
physics is absolutely necessary for meaningful interpretation of the data. In 
the remainder of this section, different methods of interpreting field distri-
butions pertaining to their effects in MRI are presented.
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8.3.1  �Static Field Effects
Although there are no known harmful effects for humans from static magnetic 
fields of any strength used for MRI now or in the foreseeable future, motion 
within these strong fields can cause sensations of dizziness or vertigo or a “metal-
lic taste” on the tongue. These effects become more pronounced at higher mag-
netic fields, and as a result, a number of qualitative survey studies have been 
performed recently, particularly with the aim of determining subjects’ reactions 
to 7 tesla human systems compared to lower clinical field strengths.42,43

In the case of vertigo, the fluid in the inner ear that is normally pulled down-
wards by gravity and, by contacting innervated cilia, indicates which way is 
“down,” is electrically conductive, such that the ions in the fluid experience 
forces other than gravity when moving in a magnetic field. This results in disori-
entation and vertigo in the subject moving in the magnetic field.44 In addition, 
a subject who lies still in a high magnetic field (typically a whole body 7 tesla 
magnet) experiences persistent nystagmus, i.e. motion of the eyes. This occurs 
owing to the magnetic field interacting with the spontaneous ionic current flow-
ing in labyrinthine endolymph (extracellular fluid with a high concentration of 
potassium ions, which fills the internal chamber of the labyrinth and bathes the 
apical surface of the vestibular hair cells), which induces Lorentz forces strong 
enough to deflect semicircular canal cupulae.45 These forces are given by:
  
	 F = LI × B	 (8.28)
  
where F is the Lorentz force in newtons and L is the relevant distance in 
metres. The mechanisms of vertigo and nystagmus have recently been linked 
by Mian et al.46

The mechanism causing metallic taste also requires motion in the mag-
netic field, resulting in electrical currents being induced, via Faraday’s law, 
across the surface of the tongue (which is conductive by nature) stimulating 
the very sensitive neurons that are located near the surface of the tongue.

Using a finite difference-based solution to Faraday’s law and the known 
B0 field distribution for a self-shielded MRI system, Liu et al. calculated the 
induced electrical currents through the human head and body both for a 
patient moving into the magnet bore and for a patient voluntarily moving 
their head in the magnetic field.47 The method was based on the following 
considerations. Applying Faraday’s law, the electric field generated in the 
body by the time-varying magnetic field can be expressed as:
  
	

t
Φ∂

= − −∇
∂
A

E 	 (8.29)

where A is the vector magnetic potential and Φ the scalar electric potential. 
In conductive samples such as the body, changes in the magnetic field cause 
a current, with the current density J1 being given by:

	 1 t
σ ∂

= −
∂
A

J 	 (8.30)
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Differences in tissue conductivity along the current path give rise to a sca-
lar potential Φ, which in turn causes a secondary current, the density J2 of 
which is given by:
  
	 J2 = −σΔΦ	 (8.31)
  

The continuity equation dictates the conservation of current density:
  
	 ( ) 0σ∇⋅ = ∇ ⋅ =J E 	 (8.32)
  

This equation can be solved in integral form, and then converted from a 
volume integral into a closed surface integral:
  

	 ( ) d d
s s

s s
t

σ Φ σ ∂⎛ ⎞∇ ⋅ = ⋅⎜ ⎟∂⎝ ⎠∫ ∫
A

	 (8.33)

  
The relevant boundary condition is that the E-field normal to the surface 

of the conductive tissue is zero. The scalar potential can now be evaluated 
by a finite difference method as outlined earlier in this chapter, using a suit-
ably discretized human body model. The electric field components are then 
derived from the scalar potential. Figures 8.14 and 8.15 show simulated plots 
of the current densities in transverse and coronal views of the body for a 
patient bed moving at 0.5 m s−1 in a 4 tesla magnet.47

There are other known effects of the static magnetic fields on the human 
body that are not sensed by the subject and have no known adverse effects, 
but have been studied to ensure safety. The most notable of these has to do 
with the forces associated with blood flowing through the magnetic field. 
It is well-known that the electrocardiogram of a subject in a strong mag-
netic field appears different than it does in the absence of a field. This is not 
owing to any change in cardiac function, but rather the fact that (as with 
the fluid in the inner ear) opposite charges experience forces in opposite 
directions when a conductive fluid moves through a magnetic field. This sets 
up a polarization within large arteries that can affect the electrical potential 
sensed at the surface of the body. Investigative calculations regarding poten-
tial impediment of blood flow itself owing to these forces have determined 
that only a 0.2% increase in blood pressure would be necessary to maintain 
flow for a human subject in a 10 T magnetic field, and thus this effect poses 
no risk.48

8.3.2  �Gradient-Induced Peripheral Nerve Stimulation (PNS)
The rapidly switched magnetic field gradients can have a wide range of wave-
forms (e.g. trapezoidal, bipolar, spiral) in MRI. Depending on the thickness of 
the excitation slice, its orientation, the desired image contrast (determining 



Figure 8.14  ��The distribution of current densities in a transverse section at the 
level of the chest for three positions: (a) −2 m; (b) −1.55 m; and  
(c) −0.8 m with respect to the 4 T magnet center. The patient velocity 
was 0.5 m s−1. The greyscale shows the magnitude of the induced cur-
rent densities (A m−2). Reproduced from F. Liu, H. W. Zhao and S. Cro-
zier, Calculations of electric fields induced by body and head motion 
in high-field MRI, J. Magn. Reson., 2003, 161, 99–107. Copyright (2003) 
with permission from Elsevier.47
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the TR and TE values), the number of slices or volumes being imaged at once, 
whether inversion or saturation pulses are to be used, and numerous other 
considerations, the three primary gradient coils can be put through an effec-
tively infinite variety of pulse shapes and durations. As is clear from Faraday’s 
law, a time-varying magnetic field within the body induces an associated elec-
tric field. In the presence of the conductive human body, these electric fields 
produce electric currents and can result in the stimulation of peripheral 
nerves, which occurs owing to cellular electrical depolarization. Experiments 
have shown that, fortunately, it is very difficult to stimulate nerves in deep-
er-lying tissues that might affect respiratory or cardiac function.49 As such, 
PNS is therefore more of an issue of patient discomfort than safety. Never-
theless, it is still important to avoid PNS to ensure as relaxing an experience 
as possible for the patient, as well as to minimize potential motion of the 
subject during image acquisition.

Current FDA guidelines do not define any limits on gradient strengths or 
time-rates of change of gradient strength, and do not “disallow” PNS in gen-
eral during MRI, but do recommend avoiding painful stimulation.50 Current 
IEC guidelines, in contrast, do place a limit on dB/dt, or the maximum rate of 
change of magnetic fields that can be experienced in the body during MRI, to 
20 T s−1.51 While the early rationale for limiting dB/dt invoked calculations of 
currents induced in a conductive body by a time-varying homogeneous field, 

Figure 8.15  ��The distribution of the current densities in a cross-section at y = 0.05 m  
for three positions: (a) −2 m; (b) −1.55 m; and (c) −0.8 m with respect 
to the centre of the magnet. Reproduced from F. Liu, H. W. Zhao and 
S. Crozier, Calculations of electric fields induced by body and head 
motion in high-field MRI, J. Magn. Reson., 2003, 161, 99–107. Copy-
right (2003) with permission from Elsevier.47
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this methodology is clearly flawed in the sense that, by definition, gradient 
fields are not even remotely homogeneous! Nonetheless, between these cal-
culations and experience in practice, limits have been instituted on commer-
cial systems that seemed to work (i.e. do not produce painful stimulation) 
most of the time. Based on the physiology of nerve stimulation, Chronik and 
Rutt noted that it would probably be more meaningful to limit a combination 
of maximum slew rate and maximum gradient strength, rather than con-
centrating on the individual contributions.52 A few authors have also inves-
tigated electric fields and currents induced by more realistic gradient field 
distributions in numerical models of the human body.6,7

The most commonly used model for PNS is given by the convolution of 
the slew rate, SRi(t), of the particular gradient Gi(t), together with the nerve 
response:
  
	 ( ) ( )

( )20
min

1
d

SR
t i

i

SR c
R t

c t
θ

θ
θ

=
+ −∫ 	 (8.34)

where i = (x, y, z) is the gradient axis, R is the response, c is the chronaxie time 
of the gradient coil, and SRmin is the stimulation slew rate, i.e. the threshold 
value at which an infinitely long ramp with this slew rate leads to a detectable 
stimulation for 50% of the subjects studied. In terms of gradient coil charac-
teristics the value of SRmin is given by:

	 minSR
r
α

= 	 (8.35)

where α is the effective gradient coil length with rheobase r. The overall PNS 
threshold in percentage for all the gradient axes combined is given by:

	 2 22
thresh 100 y zx R RRP = + + 	 (8.36)

  
The allowed maximum value is Pthresh = 80% for normal, and Pthresh = 100% 

for first- and second-controlled modes. These modes (also used for SAR) are 
defined as: first level mode of operation of the MR equipment in which one 
or more outputs reach a value that may cause physiological stress to patients, 
which needs to be controlled by medical supervision, and second level mode 
of operation of the MR equipment in which one or more outputs reach a 
value that may produce significant risk for patients, for which explicit ethical 
approval is required.

8.3.3  �RF-Induced Heating in the Human Body
RF heating of the human body can potentially cause both systemic increases 
in temperature resulting in discomfort for the subject (and, eventually, ther-
moregulatory distress), and local heating to the point of causing actual tissue 
burns. Since RF power is readily monitored during MRI, the most commonly 
regulated quantity related to RF heating is the specific energy absorption 
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rate, or SAR, defined as the time- and volume-averaged power absorbed in 
the whole body (SARwb), head (SARhead), partial body (SARpb), or 10 g of con-
tiguous tissue (SAR10g), each quantity being divided by the mass (in kg) of 
the corresponding volume. While the first three of these measures can be 
estimated with knowledge of the RF input power (derived from the power 
delivered by the amplifier, the power reflected from the coil, and thereby 
the power absorbed by the body) and the mass of the exposed region of the 
body, estimates of local SAR such as SAR10g have been shown to vary greatly 
depending on the morphology of the subject.29,53,54 For this reason, numer-
ical methods of calculation with representations of anatomically-accurate 
human geometries have become increasingly common in the estimation of 
local SAR. An example is shown in Figure 8.16 for a 3 tesla scan of the brain.

An interesting example of the insights afforded by EM simulations is the 
very different SAR patterns that are obtained when a subject places their 
arms in different positions within the magnet, as illustrated in Figure 8.17.55 
The results show that there is a very significant decrease in the torso SAR 
when the arms are placed above the head.

Since the temperature in the human body depends on numerous factors, 
including the rate of perfusion of tissue by blood, thermal conduction, respira-
tion, and perspiration, SAR has only a limited direct correspondence to actual 
tissue temperature.56–59 For this reason, other quantities have also been pro-
posed for limiting exposure to RF energy in MRI. The current IEC guidelines 
provide limits on core body temperature and maximum local temperature 

Figure 8.16  ��SAR distribution in a transverse plane through the human head at 
125 MHz. The dependence of SAR on tissue conductivity is apparent, 
with low SAR in non-conductive tissues such as cortical bone and fat. 
The effects on SAR of even smaller differences in conductivity, such as 
those between white and gray matter, are also apparent. Reproduced 
from ref. 55 by permission. Copyright © 2011 Wiley-Liss, Inc.
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depending on the particular region of the body.59 Perhaps the simplest starting 
point for temperature calculations is the Pennes Bioheat Equation56

  

	 ( ) ( )blood blood core
d

SAR
d m
T

c k T wc T T Q
t

ρ ρ ρ=∇ ⋅ ∇ + − − + +⎡ ⎤⎣ ⎦ 	 (8.37)

  
where T is temperature, t is time, ρ is mass density, c is heat capacity, Qm is 
rate of metabolic heat generation, and w is rate of blood perfusion in tis-
sue. A number of groups have developed methods for simulating tempera-
ture throughout the human body during MRI experiments starting with this 
or other similar relationships that consider SAR, thermal conduction, local 
perfusion by blood, and convective heat loss to the environment.56–59 Some 
implementations also include simple methods for incorporating the effects 

Figure 8.17  ��Geometry of a human body model in various postures (top) and corre-
sponding SAR distribution (bottom). The colour scale corresponds to 
a single-cell (5 mm)3 SAR. Whole-body average SAR is also given below 
for each case. In all cases the fields are driven to produce a 2 µT B+

1 at 
the center of the heart. All SAR values are in W kg−1. Reproduced from 
ref. 55 by permission. Copyright © 2011 Wiley-Liss, Inc.
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of respiration and other mechanisms of heat exchange with the environ-
ment.60 Figure 8.18 shows an example of simulated B+

1, unaveraged SAR, and 
temperature increase for a human body in a body coil driven at the maxi-
mum allowable whole-body average SAR for an extended period of time, with 
consideration of whole-body temperature increase and heat exchange with 
the environment through a number of mechanisms.60 This simulation was 
performed with a 5 mm isometric grid.

The FDA guidelines for staying within heating limits are currently: 4 W 
kg−1 for whole body averaged over 15 minutes, 3 W kg−1 averaged over the 
head for 10 minutes, and 8 W kg−1 in any 1 gram of tissue in the head or torso 
averaged over 15 minutes, and 12 W kg−1 in the extremities averaged over 15 
minutes. However, since the likelihood of causing tissue damage depends on 
the temperature over a period of time and because different tissues have dif-
ferent tolerances for temperature rises of different durations, some authors 
use the concept of thermal dose to evaluate MR safety.61–63 The thermal dose 
is derived by integrating a temperature-weighted function over time. The 
most common model uses cumulative equivalent minutes at 43 °C (CEM43) 
in order to calculate accumulated temperatures above 39 °C. The CEM43 is 
given by:
  
	    final

0

43 ( )CEM43 d
t T t

t
t R t  	 (8.38)

  
where t0 and tfinal are the beginning and end of the heating period, and R  

is a constant equal to 0.5 for T > 43 °C, 0.25 for 39 °C < T < 43 °C, and 0 for  
T < 39 °C. It is certainly possible that future MR safety guidelines will incor-
porate thermal dose concepts.61

Figure 8.18  ��Calculated B+
1, SAR, and temperature distributions for a human body 

in a commercial 3 T body coil.
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8.3.4  �Safety of Devices and Implants
Recent years have seen an increasing interest and significant progress in 
modeling implants in the human body, as well as situations in which con-
ductive materials are in contact with the body during MRI scans.64–67 In 
the simplest-to-model cases, these objects or devices are fairly large and 
are composed of regular shapes such that they can be represented fairly 
realistically in a numerical model, and simulations have been performed 
as described in many previous examples in this chapter.64 In other cases, 
the implants have fine structures and complex shapes that require more 
advanced and specialized modeling methods. One example of such a spe-
cialized method is the concept of the Huygen’s Box to model pacemaker 
or deep brain stimulator leads.67 In order to minimize potential heating 
in MRI, these types of implanted metallic leads have increasingly complex 
shapes to reduce the amount of RF current that can be induced in them 
during scanning. In some cases, this can be thought of as making the struc-
ture highly inductive in order to impede high-frequency currents. Model-
ing these very fine structures inside a large volume containing a human 
body and RF coil(s) can result in extremely large meshes and impractica-
ble memory or time requirements for solution. Applying the Huygen’s Box 
principle,67 the whole volume is first simulated without the device present, 
and then a smaller volume containing the device, the “box”, is simulated 
with the fields obtained at the location of the outer surface of the box from 
the first simulation then used as the input for the second simulation. An 
example of this approach to model the temperature increase at the end of a 
pacemaker lead is shown in Figure 8.19.

Figure 8.19  ��The temperature rise at the tip of a cardiac pacemaker lead, simulated 
with Sim4Life, using the principle of Huygen’s Box.
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8.3.5  �MR Safety in Practice
A wide range of simulations for understanding safety and bioeffects in MRI 
have been discussed in this section. In some cases, these types of simula-
tions can be used to set limits on RF energy (SAR) or gradient switching rates 
to ensure the safety and comfort of subjects. In general, it is very important 
to recognize that no matter what simulations are performed for the design of 
systems, RF pulses, and imaging sequences concerning safety and bioeffects, 
it is the everyday diligence of the personnel running the MR system and han-
dling the human subjects that ensures safety in practice.

The most serious injuries in MRI occur when a ferromagnetic object 
(potentially a device implanted within the patient’s body) is introduced into 
the magnet room, or when conductive objects, such as loose wires or an 
unconnected RF coil, are placed on the patient inappropriately during an 
MR examination. For these reasons, MR technologists query human sub-
jects thoroughly about medical history, including any possible implants 
and/or history working with metal that may have led to small metal filings 
in the patient’s eyes. At most sites, all implants are initially considered 
“MR Unsafe” and preclude continuation of the examination unless they are 
found to be “MR Conditional” or “MR Safe.” Implants are studied exten-
sively to determine under what circumstances the patient can be imaged 
safely, and are now even designed with MRI safety in mind. If an implant 
can be identified as “MR conditional,” the study may continue with certain  
precautions and limitations to avoid any damage to the subject. It is rare 
for any metallic implants to be considered “MR Safe”: indeed, this designa-
tion is used to distinguish equipment (oxygen tanks, tools, etc.) that can be 
brought safely into the magnet room, from those that are “MR Unsafe” and 
must not be brought inside.

As discussed earlier, the switching of the gradient fields in the presence 
of the B0 field results in very large forces and strong vibrations resulting in 
significant acoustic noise. In general, these forces are greater at higher B0 
field strengths, such that great engineering effort is applied to minimize 
the acoustic noise created in high field systems. Because of the high lev-
els of acoustic noise, patients and anyone else in the magnet room must 
wear ear protection in the form of earplugs or protective headgear. Fig-
ure 8.20 shows the sound pressure levels (SPL) typically produced by MRI 
scanners.68

Under certain circumstances, skin-to-skin contact between different limbs 
of the patient allows current loops to form with regions of high heating result-
ing in burns. Contact with the bore of the magnet or other system components 
can potentially result in high SAR regions, also potentially resulting in injury.69 
For these reasons, MR system manufacturers typically specify that patients be 
positioned so that no such skin-to-skin contact or skin-to-bore contact occurs, 
and that nothing can be in contact with the subject during MRI that was not 
either specifically designed for that purpose, e.g. electrocardiogram leads, or 
necessary for the study, for example contrast agent infusion pumps.
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8.4  �Calculating the Effects of Electromagnetic Fields 
on MR Images

Being able to simulate the interactions between the magnet/gradients/RF 
coil and the patient, and indeed also between the three hardware elements 
themselves, is obviously very important in terms of characterizing RF fields, 
both magnetic and electric, within the patient, as well as enabling safe oper-
ation of the MR scanner. However, an important additional step in the entire 
simulation process is to be able to translate these interactions into being 
able to predict actual MR data, i.e. their effects on the reconstructed MR 
images. Two examples of this type of extension are shown in the following 
sections: the first concentrates on quantifying the intrinsic SNR of any type 
of MR experiment, and the second on integrating EM simulations with Bloch 
equation simulations of the nuclear spin system to provide a full package to 
determine the effects of hardware on image appearance.

8.4.1  �Calculation of the Intrinsic Signal-to-Noise Ratio (ISNR)
The SNR in MR images depends on a very large number of tissue-dependent 
factors, such as proton density, T1-, T2- and T*

2 relaxation times, magnetic sus-
ceptibility, permittivity, conductivity, in relation/addition to sequence-depen-
dent factors such as relaxation delays, the extent and geometry of the k-space 
coverage, tip angles used and so on. Rather than trying to cover this enormous 

Figure 8.20  ��SPL (dB) levels vs. imager field strength for 15 MRI systems running 
fast imaging sequences. The legend describes the pulse sequence 
parameters as follows: sequence type, TR (ms), TE (ms), slice thick-
ness (mm), and matrix size (phase encoding × frequency encoding). 
All pulse sequences were run in a transverse orientation with a FOV of 
250 mm. Reproduced from ref. 68 by permission from Wiley © 2001 
Wiley-Liss, Inc.68
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parameter space, estimating what is called the “intrinsic” SNR (iSNR) allows for 
a more direct focus on the fields alone.9 Here the concept of iSNR is introduced 
and considered with respect to, in particular, the effects of the B0 field strength.

Random thermal motions of charges and dipoles in the coil and sample 
induce currents in the RF coil. As covered in Chapter 3, in order to utilize 
Nyquist’s equation for the thermal noise70 measured at the coil terminals, 

noise 4V kT Rν= Δ  (where Δν is the MR receiver bandwidth), it is necessary to 
find effective resistance values for both the coil and sample, Rcoil and Rsam-

ple, respectively. Knowing that the dissipated power P is equal to the square 
of the coil current I times the resistance R (P = I2R), one can state that R ∝ 
P, defining P as the dissipated power when I = 1 A. This uses an argument 
based on reciprocity—calculating power lost when the coil is driven in order 
to indicate the noise voltage induced in the coil by thermal motion at the 
location of power loss. Treating the coil and sample as two resistors in series:
  
	 noise coil coil sample sample coil sample4 4V kT P kT P P Pν ν∝ Δ + Δ ∝ + 	 (8.39)
  
assuming that the sample and coil are at approximately the same tempera-
ture on an absolute scale. To proceed further requires analysis of Pcoil and 
Psample as functions of B0. This analysis requires different approaches depend-
ing upon whether quasi-static approximations can be applied, or whether 
there are appreciable wavelength effects in the coil and sample.

Alternating electrical current in a “good” conductor tends to flow along 
the outer surface. The exact current distribution depends on the shape of the 
conductor, as well as the electromagnetic fields around it,71–73 but for a round 
wire one can approximate the cross-sectional area across which the current 
flows as 2πρδ where ρ is the wire radius and δ is the skin depth. For a good 
conductor:
  
	

c c

2
2π


 

 	 (8.40)

where µc and σc are the magnetic permeability and electrical conductivity of 
the conductor. The wire resistance R is given by:

	
1
2length

~
2π

R v
ρδ

≈ ∝ 	 (8.41)
  

For a current of 1 A:
  
	

1 1
2 20coil ~ BP v∝ ∝ 	 (8.42)

  
Referring to Faraday’s law in time-harmonic form:

  
	 d j2π d

l s
l sν⋅ = − ⋅∫ ∫E B 	 (8.43)

  



Chapter 8368

For a B-field that is independent of frequency, i.e. under quasi-static con-
ditions, then E ∝ ν. Since at each location P = σE2, the integrated power dissi-
pated throughout the sample is given by:
  
	 22

0sample ~ ~ BP v∝ ∝ 	 (8.44)
  

Allowing all of the B0-independent, experiment-specific factors (e.g., coil 
and sample geometries and temperatures) that determine the exact rela-
tionship between P and B0 to be absorbed into factors a and b, one can now 
write:12

  
	

2
signal 0

1 2 2
noise 0 0

V B
V B Ba b

∝
+

	 (8.45)

  
As B0 approaches zero, aB0

1/2 (the contribution from coil noise) will become 
much greater than bB0

2 (the contribution from sample noise), indicating that 
the noise will be dominated by the contribution of the coil. Thus, in the low-
field limit we can expect:74

  

	
2

signal 7 40
01 2

noise 0

V B
B

V Ba
∝ ∝ 	 (8.46)

  
Assuming well-designed coils, the contribution of sample noise becomes 

dominant as B0 is increased above only a fraction of 1 tesla, depending on the 
coil being used and the anatomy being imaged. If one makes the assumption 
that wavelength effects do not become important until B0 is at least 1.5 tesla 
in human MRI, then for magnetic fields between very low field and 1.5 tesla 
the SNR is given by:10

  
	

2
signal 0

02
noise 0

V B
B

V Bb
∝ ∝ 	 (8.47)

  
In high field MRI, sample noise is still dominant, but the B1 field distribu-

tion varies with frequency, precluding the use of quasi-static assumptions 
and the approximations for B+

1, B−
1, and Psample, which are appropriate in low- 

and mid-field MRI. This means that at high field the expression for SNR at a 
single location is more complicated and is given by:75

  

	
2

signal 00 0 1 1 1 1

noise samplesample sample

sin( ) sin( )
4

V BB VB B VB B
V PkT P

ω γ τ γ τ
ν

+ − + −

∝ ∝
Δ

	 (8.48)

  
Since in MRI we are typically interested not in a single location, but in a 

three-dimensional volume, it is often more appropriate to use an expression 
such as:14,30

  

	
2

0 1 1signal VOI

noise sample

sin( ) dB W VB B vV
V P

γ τ+ −

∝ ∫ 	 (8.49)
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where the integration is performed over the volume-of-interest (VOI) and 
W is a weighting factor accounting for tissue-specific and sequence-specific  
factors affecting signal intensity, such as T1, T2, proton density, TE, and TR. 
Further complicating the matter, the signal before Fourier reconstruction 
also has phase-related terms so that:14,30

  

	
( ) ( )*12 i

0 1 1signal VOI

noise sample

ˆsin e dB W VB B vV
V P

βγ τ
++ −

∝ ∫ 	 (8.50)

  
where the circumflex indicates that 1̂B

− is complex and β+
1 is the phase of 1̂B

+.
Occasionally, for simplification and discussion purposes, it may be desir-

able to consider the maximum SNR at one particular location, assuming a tip 
angle of 90° at that location. In this case, the SNR can be expressed as:
  
	 signal 2 1

0
noise sample

ˆV B
B

V P



 	 (8.51)

  
The series of expressions above are presented to give some insight into 

the various considerations in comparing SNR in different situations, such 
as studying the effects of B0 or to compare SNR for simulations of different 
single-channel or quadrature coils.

For multi-channel receive coils it is necessary to consider also the noise 
correlation between the different channels. This is often calculated consider-
ing the electric field distributions from the coils such that:76

  
	 1

1 1
ˆ ˆ ˆSNR H− − −∝ B R B 	 (8.52)

  
where 1̂

−B  is a 1D array containing complex values from all N coils at the loca-
tion of interest, the superscript H indicates the Hermitian, and 1ˆ−R  is the N × 
N noise resistance matrix with ˆ dˆ

îj i jR E E vσ= ⋅∫  for coils i and j with the inte-
gration taken over the entire sample, when the noise is sample-dominated. 
In the case where other noise sources become non-negligible (e.g. noise  
due to losses in the coil conductors, in the RF shield, or the shielding wall of 
the magnet room) the integration has to be expanded accordingly.

Considering that the noise resistance matrix describes power loss by a coil 
array, an equivalent and faster way of computing the noise resistance matrix 
is possible if the impedance matrix Z for the coil array is available. By using 
the relations in the network domain, instead of integrating over the electrical 
fields in the EM domain, the noise resistance matrix can be computed as the 
real part of the impedance matrix rea { }ˆ l=R Z .

8.4.2  �Simulating MR Images
In many cases, it would be desirable to extend the simulations of B0, B+

1 and B−
1 

fields by integrating simulations of the Bloch equations (including gradients) 
in order to completely simulate how MR images appear when using different 
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pulse sequences, data acquisition parameters, gradient readouts etc. Different 
sequences have very different characteristics with respect to the degree of B+

1 
or B0 inhomogeneity. As an example, for gradient echo sequences, the image 
contrast depends on TE, TR, and flip angle, and short TRs combined with low 
flip angles are often used for speed. For this type of low tip angle sequence, 
an inhomogeneous B+

1 results in non-uniform image contrast since the signal 
intensity is essentially linearly proportional to the local value of B+

1. However, 
other types of sequence that use tip angles closer to 90° may be close to being 
immune to the value of B+

1, and so the distribution of image contrast would be 
quite different.

By combining field simulations with the Bloch equations it is possible to sim-
ulate a wide array of effects on MR images, including chemical shift displace-
ments (i.e. a water/fat shift), signal loss and spatial misregistration owing to 
B0 inhomogeneity, and effects of inhomogeneous B+

1 field or flip angle on the 
distribution of signal intensity, SNR, and tissue contrast. This can be done by 
defining magnetization vectors (M) throughout space, with the strength of the 
initial resting state vectors (M0) being proportional to local proton density and 
local B0 field strength; then tracking M through time at each location consider-
ing local B+

1, gradient field strengths, chemical shift, and relaxation effects (T1, 
T2, and T*

2) by using the Bloch equations. The signal strength detected by each 
coil at each point in time during acquisition can then be calculated by summing 
the local complex transverse component MT of the magnetization weighted by 
the local complex receive coil sensitivity B−

1 at all locations in the sample
  
	 ( )*

0 T 1
sample

Signal x y z B M Bγ −= Δ Δ Δ × ∑ 	 (8.53)
  

Depending on the spatial resolution of the numerical model and that of 
the simulated image, it may be necessary to use several discrete magnetiza-
tion vectors, or “isochromats”, distributed within each voxel. However, this 
can be very time- and memory-intensive. In some cases it is possible rather to 
consider the effect of a continuum of magnetization vectors across each voxel 
in the model with analytical methods to avoid aliasing effects.77

To simulate realistic noise, including noise coupling between coils, it is 
necessary to generate random numbers for each coil appropriately weighted 
by the electric field E of each receive coil and the sample conductivity σ 
throughout space. For example, for an N-coil receive matrix, an N × N noise 
matrix φi,j can be calculated as
  
	 ( )*

,
sample

i j i jx y z E Eϕ σ= Δ Δ Δ ∑ 	 (8.54)

where i and j both vary from 1 to N. Using this noise matrix and N complex 
random numbers ζ (having Gaussian distribution with zero mean and unit 
variance) generated for each coil at each acquisition time, the noise voltage in 
the ith coil at each point in time during the acquisition can be calculated as:77

	 1/2
noise, ,

1:

4i i j j
j N

V kT BW ϕ
=

⎛ ⎞
= × ζ⎜ ⎟

⎝ ⎠
∑ 	 (8.55)
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Models of the head and cylindrical phantoms with different RF coils have 
been used to simulate results for many different pulse sequences. Figure 8.21 
shows some of these effects generated with such an MR simulator.77,78

Figure 8.22 shows different brain images simulated either with an array 
receive coil or a volume transmit/receive coil at different field strengths.

By additionally considering the electric field distributions, it is also possi-
ble to simulate images with realistic noise distributions for different acqui-
sition and reconstruction algorithms, including realistic quantitative SNR 
levels, as shown in Figure 8.23.77

Figure 8.21  ��Simulated MR images with (a and b) ΔB0 and (c) chemical shift arti-
facts. Image distortion and signal loss artifacts occur due to in-plane 
and through-plane B0 inhomogeneity with (a) GRE-EPI, (b) long TE 
GRE, and (c) chemical shift artifact in a simulated phantom consisting 
of oil surrounded by cerebrospinal fluid. Reproduced from ref. 77 by 
permission from Wiley © 2013 Wiley Periodicals, Inc.77

Figure 8.22  ��Simulated images for a quadrature transmit/receive volume coil (top) and 
8-channel transmit-receive coil array (bottom) at different field strengths. 
B1 inhomogeneity effects are much less apparent with the array.
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8.5  �Methods for Validating Simulations
In the early stages of gaining experience with EM simulations (especially with 
complicated commercial software packages), there are numerous ways to 
make errors in the setup of the simulations and in the processing of results. 
It is therefore critical to validate simulation results in order to confirm cor-
rect modeling of coils, subjects, and samples, as well as correct manipulation 
of data after simulation for proper interpretation of results.

Figure 8.23  ��Experimental and simulated SNR distribution of a phantom imaged 
with a birdcage coil and the posterior two elements of a neck matrix. 
Reproduced from ref. 77 by permission from Wiley © 2013 Wiley Peri-
odicals, Inc.77
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Depending on the particular purpose of the simulation, the preferred 
method for validation will vary. In general, validation of simulated quan-
tities can be performed by comparison to analytical solutions,3 actual MR 
images,27 and/or experimentally measured quantities such as the B+

1 field.77 
For validation of safety-related simulations in particular, which are most 
commonly performed for RF fields, it is important to compare the simulated 
results to experimentally measured B1 fields, electrical fields, and/or tem-
perature increases within phantoms for similar driving conditions using a 
particular coil or array. The experimental measurements can be performed 
with probes in a benchtop situation, or utilizing established MR-based field 
or temperature mapping techniques.79–85 The easiest experimental MR-based 
comparison method is probably to map the B+

1 field, using any number of 
available techniques, and then to compare this with the simulations. Elec-
tric fields are more difficult to measure, but if one obtains good agreement 
between the B+

1 simulations and experiments then there is a high degree of 
probability that the E-field simulations are also accurate provided that tissue 
conductivity values used in the simulation are accurate. One example that 
shows extremely good agreement between quite complicated B+

1 patterns is 
shown in Figure 8.24.

A second example, in which temperature changes measured using the  
proton reference frequency method are compared with simulations, is 
shown in Figure 8.25. Again the excellent agreement gives a high degree of 
confidence in the accuracy of the simulations.

Figure 8.24  ��Gradient echo axial images (a–d) and corresponding simulated (e–h) 
images using a quadrature surface coil at 7 tesla with different trans-
mission power levels. There is a 6 dB power increment for each sub-
sequent column of images from left to right. The signal intensity 
distribution becomes more asymmetric about the vertical centerline 
of the sample as the transmission power level increases.
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