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PREFACE 

Although tlie fundamentals of radar have changed little since the publication of the first 
edition, there has been continual development of new radar capabilities and continual im- 
provements to the technology and practice of radar. This growth has necessitated extensive 
revisions arid tlie introduction of topics not found in the original. 

One of the major changes is in the treatment of MTI (moving target indication) radar 
(Chap. 4). Most of the basic MTI concepts Gat have been added were known at the time of tlie 
first edition, but they had not appeared in the open literature nor were they widely used i11 

practice. Inclusion in the first edition would have'been largely academic since the analog 
delay-line technology available at that time did not make it practical to build the sophisticated 
signal processors that were theoretically possible. However, subsequent advances in digital 
technology, originally developed for applications other than radar, have allowed the practical 
implementation of the multiple delay-line cancelers and multiple pulse-repetition-frequency 
MTI radars indicated by the basic MTI theory. 

Automatic detection and tracking, or ADT (Secs. 5.10 and 10.7). is another important 
evelopment whose basic theory was known for some time, but whose practical realization 
ad to await advances in digital technology. The principle of ADT was demonstrated in the 

early 1950s. using vacuum-tube technology, as part .of the United States Air Force's SAGE 
air-defense system developed by MIT Lincoln Laboratory. In this form ADT was physically 
large, expensive, and difficult to maintain. The commercial availability in the late 1960s of the 
solid-slate minicomputer, however, permitted ADT to be relatively inexpensive, reliable, and 
of sniall size so that i t  can be used with almost any surveillance radar that requires it. 

Anotl\cr radar area that has seen much development is that of the electronically steered 
ptiased-array antenna. In tlie first edition, the radar antenna was the subject of a single 
cliaptcr. I11 tliis edition, one chapter covers the conventional radar antenna (Chap. 7) and a 
separate chapter covers the phased-array antenna (Chap. 8). Devoting a single chapter to the 
array antenria is inore a reflection of interest rather than recognition of extensive application. 

The chapter o ~ i  radar clutter (Ctiap. 13) has been reorganized to include methods for the 
detection of targets in the presence of clutter. Generally, the design techniques necessary for 
ttie detection of targets in a clutter, background are considerably different from.those necessary 
for detection in a noise background. Other subjects that are new or which have seen significant 
cliaiiges in the current edition include low-angle tracking, " on-axis" tracking, solid-state RF 
ources, the mirror-scan antet~na, antenna stabilization, computer control of phased arrays, 
olid-state duplexers, CFAR, pulse compression, target classification, synthetic-aperture radar, 
ver-the-horizon radar, air-surveillance radar, height-finder and 3D radar, and ECCM. The 

bistatic radar and millimeter-wave radar are also included even though their applications have 
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X PREFACE 

been limited. Omitted from this second edition is the chapter on Radar Astronomy since 
interest in this sub.ject has dccrcascti with tltc i~vi~ilithility o f  space prolws t l l i i l  cilll explore ttlc 
planets at close range. The basic material of the first edition that covers the radar equation, 
the detection of signals in noise, the extraction of information, and the propagation of radar 
waves has not changed significantly. The reader, ttowcvcl., wilt find only a fcw pagcs of 
the original edition that have not been modified in some manner. 

One  of the features of the first edition which Ilas hcen contintled is the inclt~sion of 
extensive references at the end of each chapter. These are provided to acknowlcdgc the sources 
of material used in the preparation of the book, as well as to permit the interested reader to 
learn more about some particular subject. Some references that appeared in the first edition 
have been omitted since they have been replaced by more current references or appear in 
publications that are increasingly difficult to find. The references included in the first edition 
represented a large fraction of those available at the time. I t  woilld have been difficult to add to 
them extensively or  to include many additional topics. This is not so with the second edition. 
The current literature is quite large; and, because of the limitations of.space, only a milch 
smaller proportion of what is available could be cited. 

In addition to changes in radar technology, there have been changes also in style and 
nomenclature. For example, d b  has been changed to dB, and Mc is replaced by M i  i ~ .  Also, t he 
letter-band nomenclature widely employed by the radar engineer for designating the common 
radar frequency bands (such as L, S,  and X)  has been officially adopted as a standard by the 
IEEE. 

The material in this book has been used as the basis for a graduate course in radar taught 
by the author at the Johns Hopkins .University Evening College and, before that, at several 
other institutions. This course is different from those usually found in most graduate electrical 
engineering programs. Typical EE courses cover topics related to  circuits, components, de- 
vices, and techniques that might make up an electrical o r  electronic system; but seldom is the 
student exposed to the system itself. It is the system application (whether radar, communica- 
tions, navigation, control, information processing, or  energy) that is the raison d'itre for the 
electrical engineer. The course on which this book is based is a proven method for introducing 
the student to the subject of electronic systems. It integrates and applies the basic concepts 
found in the student's other courses and permits the inclusion of material important to 
the practice of electrical engineering not usually found in the traditional curriculum. 

Instructors of engineering courses like to use texts that contain a variety of problems that 
can be assigned to  students. Problems are not included in this book. Althoirgh the author 
assigns problems when using this book as a text, they are not considered a major learning 
technique. Instead, the comprehensive term paper, usually involving a radar design problem o r  
a study in depth of some particular radar technology, has been found to be a better means for 
having the student reinforce what is covered in class and in the text. Even more important, i t  
allows the student to  research the literature and to be a bit more creative than is possible by 
simply solving standard problems. 

A book of this type which covers a wide variety of topics cannot be written in isolation. I t  
would not have been possible,without'the many contributions on radar that have appeared in 
the open literature and which have been used here as the basic source -material. A large 
measure of gratitude must be expressed to  those radar engineers who have taken the time anci 
energy to  ensure that the results :of their work were made available by publication i l l  

recognized journals. I .  

O n  a more personal note, neither edition of this book could have been written without the 
complete support and patience of my wife Judith and my entire family who allowed me tllc 
time necessary to  undertake this work. 

Merrill 1. Skolrlik 
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CHAPTER 

ONE 
THE NATURE RADAR 

1.1 INTRODUCTION 

Radar is an  electromagnetic system for the detection and location of objects. It operates by 
transmitting a particular type of waveform, a pulse-modulated sine wave for example, and 
detects the nature of the echo signal. Radar is used to  extend the capability of one's senses for 
observing the environment, especially the sense of vision. The value of radar lies not in being a 
si~hstitute for the eye, but in doing what the eye cannot do-Radar cannot resolve detail as well 

the eye, nor is i t  capable of recognizing the "color" of objects to the degree of sophistication 
which the eye is capable. However, radar can be designed to see through those conditions 

irnpervioris to  normal human vision, such as darkness, haze, fog, rain, and snow. In addition, 
radar has the advantage of being able to measure the distance or range to  the object. This is 
probably its most important attribute. 

An elementary form of radar consists of a transmitting antenna emitting electromagnetic 
radiation generated by an oscilIator of some sort, a receiving antenna, and an energy-detecting 
device. or  receiver. A portion of the transmitted signal is intercepted by a reflecting object 
(target) and is reradiated in all directions. 1.t is the energy reradiated in the back direction that 
is of prime interest to the radar. The receiving antenna collects the returned energy and 
delivers it to  a receiver, where it is processed t o  detect the presence of the target and to  extract 
its location a n d  relative velocity. The distance to  the target is determined by measuring the 
time taken for the radar signal to travel to  the target and back. The direction, or angular 
position, of the target may be determined from the direction of arrival of the reflected wave- 
front. The usual method of measuring the direction of arrival is with narrow antenna beams. If 
relative motion exists between target and radar, the shift in the carrier frequency of the 
reflected wave (doppler effect) is a measure of the target's relative (radial) velocity and may be 
used to distinguish moving targets from stationary objects. In radars which continuously track 
the movement of a target, a continuous indication of the rate of change of target position is 
also available. 
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CHAPTER

ONE

THE NATURE OF RADAR

1.1 INTRODUCTION

Radar is an electromagnetic system for the detection and location of objects. It operates by
transmitting a particular type of waveform, a pulse-modulated sine wave for example, and
detects the nature of the echo signal. Radar is used to extend the capability of one's senses for
observing the environment, especially the sense of vision. The value of radar lies not in being a
substitute for the eye, but in doing what the eye cannot do...Radar cannot resolve detail as well
as the eye, nor is it capable of recognizing the" color" of objects to the degree of sophistication
of which the eye is capable. However, radar can be designed to see through those conditions
impervious to normal human vision, such as darkness, haze, fog, rairi, and snow. In addition,
radar has the advantage of being able to measure the distance or range to the object. This is
probably its most important attribute.

An elementary form of radar consists of a transmitting antenna emitting electromagnetic
radiation generated by an oscillator of some sort, a receiving antenna, ~nd an energy-detecting
device, or receiver. A portion of the transmitted signal is intercepted by a reRecting object
(target) and is reradiated in all directions. I.t is the energy reradiated in the back direction that
is of prime interest to the radar. The receiving antenna collects the returned energy and
delivers it to a receiver, where it is processed to detect the presence of the target and to extract
its location and relative velocity. The distance to the target is determined by measuring the
time taken for the radar signal to travel to the target and back. The direction, or angular
position, of the target may be determined from the direction of arrival of the reflected wave­
front. The usual method of measuring the direction of arrival is with narrow antenna beams. If
relative motion exists between target and radar, the shift in the carrier frequency of the
reflected wave (doppler elTect) is a measure of the target's relative (radial) velocity and may be
used to distinguish moving targets from stationary objects. In radars which continuously track
the movement of a target, a continuous indication of the rate of change of target position is
also available.



2 INTRODUCTION TO RADAR SYSTEMS 

The name radar reflects the emphasis placed by the early experimenters on a device to 
detect the presence of a target and measure its range. Radar is a contraction of the words radio 
detection and ranging. It was first developed as a detection device to warn of the approach of 
hostile aircraft and for directing antiaircraft weapons. Although a well-designed modern radar 
can usually extract more information from the target signal than merely range, the measure- 
ment of range is still one of radar's most important functions. There seem to be no other 
competitive techniques which can measure range as well or as rapidly as can a radar. 

The most common radar waveform is a train of narrow, rectangular-shape pulses modu- 
lating a sinewave carrier. The distance, or  range, to the target is determined by measuring the 
time TR taken by the pulse to travel to the target and return. Since electromagnetic energy 
propagates at the speed of light c = 3 x 10' m/s, the range R is 

The factor 2 appears in the denominator because of  the two-way propagation of radar. With 
the range in kilometers or  nautical miles, and TR in microseconds, E q .  (1.1) becomes 

Each microsecond of round-trip travel time corresponds to a distance of 0.081 nautical mile, 
0.093 statute mile, 150 meters, 164 yards, or 492. feet. 

Once the transmitted pulse is emitted by the radar, a sufficient length of time must elapse 
to allow any echo signals to  return and be detected before the next pulse may be transmitted. 
Therefore the rate at which the pulses may be transmitted is determined by the longest range at 
which targets are expected. If the pulse repetition frequency is too high, echo signals from some 
targets might arrive after the transmission of the next pulse, and ambiguities in measuring 

I I . . . 

Pulse repetition' frequency, Hz 

Figure 1.1 Plot of maximum unambiguous range as a function of the pulse repetition frequency. 

(1.1 )

2 INTRODUCTION TO RADAR SYSTEMS

The name radar reflects the emphasis placed by the early experimenters on a device to
detect the presence of a target and measure its range. Radar is a contraction of the words radio
detection and ranging. It was first developed as a detection device to warn of the approach of
hostile aircraft and for directing antiaircraft weapons. Although a well-designed modern radar
can usually extract more information from the target signal than merely range, the measure­
ment of range is still one of radar's most important functions. There seem to be no other
competitive techniques which can measure range as well or as rapidly as can a radar.

The most common radar waveform is a train of narrow, rectangular-shape pulses modu­
lating a sinewave carrier. The distance, or range, to the target is determined by measuring the
time TR taken by the pulse to travel to the target and return. Since electromagnetic energy
propagates at the speed of light e = 3 x 108 mis, the range R is

R = eTR

2

The factor 2 appears in the denominator because of the two-way propagation of radar. With
the range in kilometers or nautical miles, and TR in microseconds, Eq. (1.1) becomes'

or

Each microsecond of round-trip travel time corresponds to a distance of 0.081 nautical mile,
0.093 statute mile, 150 meters, 164 yards, or 492· feet.

Once the transmitted pulse is emitted by the radar, a sufficient length of time must elapse
to allow any echo signals to return and be detected before the next pulse may be transmitted.
Therefore the rate at which the pulses may be transmitted is determined by the longest range at
which targets are expected. If the pulse repetition frequency is too high, echo signals from some
targets might arrive after the transmission of the next pulse, and ambiguities in measuring
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range might result. Echoes that arrive after the transmission of the next pulse are called 
secorrd-tinte-arotrrtd (or multiple-time-around) echoes. Such an echo would appear to be at a 
much shorter range than the actual and could be misleading if it were not known to be a 
second-time-around echo. The range beyond which targets appear as second-time-around 
echoes is called the rna.uintttrn trr~arnhigtrous rattge and is 

where./, = pulse repetition frequency, in Hz. A plot of the maximum unambiguous range as a 
function of pulse repetition frequency is shown in Fig. 1.1. 

Although the typical radar transmits a simple pulse-modulated waveform, there are a 
number of other suitable modulations that might be used. The pulse carrier might be 
frequency- or phase-modulated to permit the echo signals to be compressed in time after 
reception. This achieves the benefits of high range-resolution without the need to  resort to a 

. short pulse. The technique of using a long, modulated pulse to obtain the resolution of a short 
pulse, but with the energy of a long pulse, is known as pulse compression. Continuous 
waveforms ( C W )  also can be used by taking advantage of the doppler frequency shift to 
separate the received echo from the transmitted signal and the echoes from stationary clutter. 
Unmodulated CW waveforms d o  not measure range, but a range measurement can be made 
by applying either frequency- or phase-modulation. 

1.2 THE SIMPLE FORM OF THE RADAR EQUATION 

The radar equation relates the range of a radar to the characteristics of the transmitter, 
receiver, antenna, target, and environment. It is useful not just as a means for determining the 
maximum distance from the radar to the target, but it can serve both as a tool for under- 
standing radar operation and as a basis for radar design. In this section, the simple form of 
the radar equation is derived. 

I f  the power of the radar transmitter is denoted by P, ,  and if an isotropic antenna 
is used (one which radiates uniformly in all directions), the power density (watts per unit area) 
at a distance R from the radar is equal to the transmitter power divided by the surface area 
4nR2 of an imaginary sphere of rapius R, or 

pt Power density from isotropic antenna = - 
4nR2 

Radars employ directive antennas to channel, or  direct, the radiated power Pt into some 
particular direction. The gain G of an antenna is a measure of the increased power radiated in 
the direction of the target as compared with the power that would have been radiated from an 
isotropic antenna. It may be defined as the ratio of the maximum radiation intensity from the 
subject antenna to the radiation intensity from a lossless, isotropic antenna with the same 
power input. (The radiation intensity is the power radiated per unit solid angle in a given 
direction.) The power density at the target from an antenna with a transmitting gain G is 

Pt G Power density from directive antenna = - 
4nR2 

The target intercepts a portion of the incident power and reradiates it in vqrious directions. 
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range might result. Echoes that arrive after the transmission of the next pulse are called
second-time-arOlmd (or multiple-time-around) echoes. Such an echo would appear to be at a
much shorter range than the actual and could be misleading if it were not known to be a
second-time-around echo. The range beyond which targets appear as second-time-around
echoes is called the maximum unambiguous range and is

c
Runamb = 2fp (1.2)

where fp = pulse repetition frequency, in Hz. A plot of the maximum unambiguous range as a
function of pulse repetition frequency is shown in Fig. 1.1.

Although the typical radar transmits a simple pulse-modulated waveform, there are a
number of other suitable modulations that might be used. The pulse carrier might be
frequency- or phase-modulated to permit the echo signals to be compressed in time after
reception. This achieves the benefits of high range-resolution without the need to resort to a
short pulse. The technique of using a long, modulated pulse to obtain the resolution of a short
pulse, but with the energy of a long pulse, is known as pulse compression. Continuous
waveforms (CW) also can be used by taking advantage of the doppler frequency shift to
separate the received echo from the transmitted signal and the echoes from stationary clutter.
Unmodulated CW waveforms do not measure range, but a range measurement can be made
by applying either frequency- or phase-modulation.

1.2 THE SIMPLE FORM OF THE RADAR EQUATION

The radar equation relates the range of a radar to the characteristics of the transmitter,
receiver. antenna, target, and environment. It is useful not just as a means for determining the
maximum distance from the radar to the target, but it can serve both as a tool for under­
standing radar operation and as a basis for radar design. In this section, the simple form of
the radar equation is derived.

If the power of the radar transmitter is denoted by P" and if an isotropic antenna
is used (one which radiates uniformly in all directions), the power density (watts per unit area)
at a distance R from the radar is equal to the transmitter power divided by the surface area
4n:R 2 of an imaginary sphere of radius R, or

I

Power density from isotropic antenna = 4 P, 2
n:R

(1.3)

Radars employ directive antennas to channel, or direct, the radiated power P, into some
particular direction. The gain G of an antenna is a measure of the increased power radiated in
the direction of the target as compared with the power that would have been radiated from an
isotropic antenna. It may be defined as the ratio of the maximum radiation intensity from the
subject antenna to the radiation intensity from a lossless, isotropic antenna with the same
power input. (The radiation intensity is the power radiated per unit solid angle in a given
direction.) The power density at the target from an antenna with a transmitting gain G is

Power density from directive antenna = :::~2 (1.4)

The target intercepts a portion of the incident power and reradiates it in v~rious directions.
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The measure of the amount of incident power intercepted by the target and reradiated back in 
the direction of the radar is denoted as the radar cross section a, and is defined by the relation 

P,G a 
Power density of echo signal at radar = ---- - 

4nR2 4nR2 

The radar cross section a has units of area. It is a characteristic of the particular target and is a 
measure of its size as seen by the radar. The radar antenna captures a portion of the echo 
power. If  the effective area of the receiving antenna is denoted A.,  the power P,  received by the 
radar is 

The maximum radar range Rmax is the distance beyond which the target cannot be detected. I t  
occurs when the received echo signal power P, just equals the minimum detectable signal S,,,  . 
Therefore 1 

This is the fundamental form of the radar equation. Note that the important antenna par- 
ameters are the transmitting gain and the receiving effective area. 

Antenna theory gives the relationship between the transmitting gain and the receiving 
effective area of an antenna as 

Since radars generally use the same antenna for both transmission and reception, Eq. (1.8) can 
be substituted into Eq. (1.7), first for A, then for G, to give two other forms of the radar 
equation 

These three forms (Eqs. 1.7, 1.9, and 1.10) illustrate the need to be careful in the inter- 
pretation of the radar equation. For example, from Eq. (1.9) it might be thought that the range 
of a radar varies as All2, but Eq. (1.10) indicates a 1- '12 relationship, and Eq. (1.7) shows the 
range to be independent of 1. The correct relationship depends on whether it is assumed the 
gain is constant or  the effective area is constant with wavelength. Furthermore, the introduc- 
tion of other constraints, such as the requirement to scan a specified volume in a given time, 
can yield a different wavelength dependence. 

These simplified versions of the radar equation d o  not adequately describe the perfor- 
mance of practical radar. Many important factors that affect range are not explicitly included. 
In practice, the observed maximum radar ranges are usually much smaller than what would be 
predicted by the above equations, sometimes by as much as a factor of two. There are many 
reasons for the failure of the simple radar equation to correlate with actual performance, as 
discussed in Chap. 2. _ , 9 ,  1 1  ' . 

4 INTRODUCTION TO RADAR SYSTEMS

The measure of the amount of incident power intercepted by the target and reradiated back in
the direction of the radar is denoted as the radar cross section (J, and is defined by the relation

Power density of echo signal at radar = P, G2~4rrR 4n:R
(1.5)

The radar cross section (J has units of area. It is a characteristic of the particular target and is a
measure of its size as seen by the radar. The radar antenna captures a portion of the echo
power. If the effective area of the receiving antenna is denoted A", the power P, received by the
radar is

(1.6)

The maximum radar range Rmax is the distance beyond which the target cannot be detected. It
occurs when the received echo signal power P,just equals the minimum detectable signal Smin'
Therefore

[
P GA (J ]1/4

Rmax = (4~)2S:in (1.7)

This is the fundamental form of the radar equation. Note that the important antenna par~

ameters are the transmitting gain and the receiving effective area.
Antenna theory gives the relationship between the transmitting gain and the receiving

effective area of an antenna as

(1.8)

Since radars generally use the same antenna for both transmission and reception, Eq. (1.8) can
be substituted into Eq. (1.7),' first for Ae then for G, to give two other forms of the radar
equation

Rmax = [P I G:A2

(J r/4

(1.9)
(4n:) Smin

Rmax =
[ P, A;O' ] 1/4

(1.10)
4rrA.2Smln

These three forms (Eqs.·1.7, 1.9, and 1.10) illustrate the need to be careful in the inter­
pretation of the radar equation. For example, from Eq. (1.9) it might be thought that the range
of a radar varies as A. 1/2 , but Eq. (1.10) indicates a A. - 1/2 relationship, and Eq. (1.7) shows the
range to be independent of A.. The correct relationship depends on whether it is assumed the
gain is constant or the effective area is constant with wavelength. Furthermore, the introduc~

tion of other constraints, such as the requirement to scan a specified volume in a given time,
can yield a different wavelength dependence.

These simplified versions of the .radar equation do not adequately describe the perfor­
mance of practical radar. Many important factors that affect range are not explicitly included.
In practice, the observed maximum radar ranges are usually much smaller than what would be
predicted by the above equations, sometimes by as much as a factor of two. There are many
reasons for the' failure of the simple radar equation to correlate with actual performance, as
discussed in Chap. 2. . . ...... · .
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1.3 RADAR BLOCK DIAGRAM AND OPERATION 

Ttle operation of a typical pulse radar may be described with the aid of the block diagram 
shown in  Fig. 1.2. Tlle transtnitter may be an oscillator, such as a magnetron, that is " pulsed" 
(turned on and o n )  by the rnodulator to generate a repetitive train of pulses. The magnetron 
has prohnhly been the most widely used of the various microwave generators for radar. A 
typicrtl radar for tile dctcction of aircraft at ranges of 100 or  200 nmi might employ a peak 
power of the order of a megawatt, an average power of several kilowatts, a pulse width of 
several microseconds, and a pulse repetition frequency of several hundred pulses per second. 
The waveform generated by the transmitter travels via a transmission line to the antenna, 
where it is radiated into space. A single antenna is generally used for both transmitting and 
receiving. The receiver must be protected from damage caused by the high power of the 
transmitter. This is the function of the duplexer. The duplexer also serves to  channel the 
returned echo signals to the receiver and not to the transmitter. The duplexer might consist of 
two gas-discharge devices, one known as a TR (transmit-receive) and the other an ATR 
(anti-transmit-receive). The TR protects the receiver during transmission and the ATR directs 
the echo signal to the receiver during reception. Solid-state ferrite circulators and receiver 
protectors with gas-plasma TR devices and/or diode limiters are also employed as duplexers. 

The receiver is usually of the superheterodyne type. The first stage might be a low-noise 
RF amplifier, such as a parametric amplifier or a low-noise transistor. However, it is not 
always desirable to employ a low-noise first stage in radar. The receiver input can simply be 
the mixer stage, especially in military radars that must operate in a noisy environment. 
Although a receiver with a low-noise front-end will be more sensitive, the mixer input can 
have greater dynamic range, less susceptibility to overload, and less vulnerability to electronic 
interference. 

The mixer and local oscillator (LO) convert the RF  signal to an intermediate frequency 
(IF). A " typical" IF  amplifier for an air-surveillance radar might have a center frequency of 30 
or 60 MHz and a bandwidth of the order of one megahertz. The IF amplifier should be 
designed as a n~atclted filter; i.e., its frequency-response function H ( f )  should maximize the 
peak-sigtial-to-mean-noise-power ratio at the output. This occurs when the magnitude of the 
frequency-response function 1 H ( f ) (  is equal to the magnitude of the echo signal spectrum 
I S(.f') 1 ,  and the phase spectrum of the matched filter is the negative of the phase spectrum of 
the echo signal (Sec. 10.2). In a radar whose signal waveform approximates a rectangular 
pulse, the conventional IF filter bandpass characteristic approximates a matched filter when 
the product of the IF  bandwidth B and the pulse width r is of the order of unity, that is, Bt - 1. 

After maximizing the signal-to-noise ratio in the IF amplifier, the pulse modulation is 
extracted by the second detector acd amplified by the video amplifier to a level where it can be 

Tronsrnitler Pulse 
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4 
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Figure 1.2 Block diagram of a pulse radar. 
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1.3 RADAR BLOCK DIAGRAM AND OPERATION

The operation of a typical pulse radar may be described with the aid of the block diagram
shown in Fig. 1.2. The transmitter may be an oscillator. such as a magnetron. that is "pulsed"
(turned on and off) by the modulator to generate a repetitive train of pulses. The magnetron
has prohahly heen the most widely used of the various microwave generators for radar. A
typical radar for the detection of aircraft at ranges of 100 or 200 nmi might employ a peak
power of the order of a megawatt. an average power of several kilowatts, a pulse width of
several microseconds. and a pulse repetition frequency of several hundred pulses per second.
The waveform generated by the transmitter travels via a transmission line to the antenna.
where it is radiated into space. A single antenna is generally used for both transmitting and
receiving. The receiver must be pro~ected from damage caused by the high power of the
transmitter. This is the function of the duplexer. The duplexer also serves to channel the
returned echo signals to the receiver and not to the transmitter. The duplexer might consist of
two gas-discharge devices. one known as a TR (transmit-receive) and the other an ATR
(anti-transmit-receive). The TR protects the receiver during transmission and the ATR directs
the echo signal to the receiver during reception. Solid-state ferrite circulators and receiver
protectors with gas-plasma TR devices and/or diode limiters are also employed as duplexers.

The receiver is usually of the superheterodyne type. The first stage might be a low-noise
RF amplifier. such as a parametric amplifier or a low-noise transistor. However. it is not
always desirable to employ a low-noise first stage in radar. The receiver input can simply be
the mixer stage. especially in military radars that must operate in a noisy environment.
Although a receiver with a low-noise front-end will be more sensitive, the mixer input can
have greater dynamic range. less susceptibility to overload, and less vulnerability to electronic
interference.

The mixer and local oscillator (LO) convert the RF signal to an intermediate frequency
(IF). /\ "typical" IF amplifier for an air-surveillance radar might have a center frequency of 30
or 60 MHz and a bandwidth of the order of one megahertz. The IF amplifier should be
designed as a matc/ted filter; i.e., its frequency-response function H(f) should maximize the
peak-signal-to-mean-noise-power ratio at the output. This occurs when the magnitude of the
frequency-response function [H(f) I is equal to the magnitude of the echo signal spectrum
IS(f) I. and the phase spectrum of the matched filter is the negative of the phase spectrum of
the echo signal (Sec. 10.2). In a radar whose signal waveform approximates a rectangular
pulse. the conventional IF filter bandpass characteristic approximates a matched filter when
the product of the IF bandwidth B and the pulse width t is of the order of unity, that is, Bt ~ 1.

After maximizing the signal-to-noise ratio in the IF amplifier, the pulse modulation is
extracted by the second detector and amplified by the video amplifier to a level where it can be
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Figure 1.2 Block diagram of a pulse radar.



Figure 1.3 (a) PPI presentation displaying range vs. angle (intensity modulation); ( h )  A-scope presenta- 
tion displaying amplitude vs. range (deflection modulation). 
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properly displayed, usually on a cathode-ray tube (CRT). Timing signals are also supplied to 
the indicator to provide the range zero. Angle information is obtained from the pointing 
direction of the antenna. The most common form of cathode-ray tube display is the plan 
position indicator, or PPI (Fig. 1.3a), which maps in polar coordinates the location of the 
target in azimuth and range. This is an intensity-modulated display in which the amplitude of 
the receiver output modulates the electron-beam intensity (z axis) as the electron beam is made 
to sweep outward from the center of the tube. The beam rotates in angle in response to the 
antenna position. A B-scope display is similar to the PPI except that it utilizes rectangular, 
rather than polar, coordinates to display range vs. angle. Both the B-scope and the PPI, being 
intensity modulated, have limited dynamic range. Another form of display is the A-scope, 
shown in Fig. 1.3b, which plots target .amplitude (y axis) vs. range (x axis), for some fixed 
direction. This is a deflection-modulated display. It is more suited for tracking-radar applica- 
tion than for surveillance radar. 

The block diagram of Fig. 1.2 is a simplified version that omits many details. I t  does not 
include several devices often found in radar, such as means for automatically compensating the 
receiver for changes in frequency (AFC) or gain (AGC), receiver circuits for reducing interfer- 
ence from other radars and from unwanted signals, rotary joints in the transmission lines to 
allow movement of the antenna, circuitry for discriminating between moving targets and 
unwanted stationary objects (MTI), and pulse compression for achieving the resolution benefits 
of a short pulse but with the energy of a 'long pulse. If the radar is used for tracking, some 
means are necessary for sensing the angular location of a moving target and allowing the 
antenna automatically to lock-on and to track the target. Monitoring devices are usually 
included to ensure that the transmitter is delivering the proper shape pulse at the proper 
power level and that the receiver sensitivity has not degraded. Provisions may also be in- 
corporated in the radar for locating equipment failures so that faulty circuits can be easily 
found and replaced. 

Instead of displaying the " raw-video" output of a surveillance radar directly on the CRT, 
it  might first be processed by an'autornaticdetection and tracking (ADT) device that quantizes 
the radar coverage into range-azimuth resolution cells, adds (or integrates) all the echo pulses 
received within each cell, establishes a threshold (on the basis of these integrated pulses) that 
permits only the strong outputs due to target echoes to pass while rejecting noise, establishes 
and maintains the tracks (trajectories) of each target, and displays the processed information 
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Figure 1.3 (a) PPI presentation displaying range vs. angle (intensity modulation); (0) A-scop~ pr~senta­

tion displaying amplitude vs. range (deflection modulation).

properly displayed, usually on a cathode-ray tube (CRT). Timing signals are also supplied to
the indicator to provide the range zero. Angle information is obtained from the pointing
direction of the antenna. The most common form of cathode-ray tube display is the plan
position indicator, or PPI (Fig. 1.3a), which maps in polar coordinates the location of the
target in azimuth and range. This is an intensity-modulated display in which the amplitude of
the receiver output modulates the electron-beam intensity (z axis) as the electron beam is made
to sweep outward from the center of the tube. The beam rotates in angle in response to the
antenna position. A B-scope display is similar to the PPI except that it utilizes rectangular,
rather than polar, coordinates to display range vs. angle. Both the B-scope and the PPI, being
intensity modulated, have limited dynamic range. Another form of display is the A-scope,
shown in Fig. 1.3b, which plots target amplitude (y axis) vs. range (x axis), for some fixed
direction. This is a deftectiort':inodulated display. It is more suited for tracking-radar applica­
tion than for surveillance radar.

The block diagram of Fig. 1.2 is a simplified version that omits many details. I t does not
include several devices often found in radar, such as means for automatically compensating the
receiver for changes in frequency (AFC) or gain (AGe), receiver circuits for reducing interfer­
ence from other radars and from unwanted signals, rotary joints in the transmission lines to
allow movement of the antenna, circuitry for discriminating between moving targets and
unwanted stationary objects (MTn and pulse compression for achieving the resolution benefits
of a short pulse but with the energy of along pulse. If the radar is used for tracking, some
means are necessary for sensing the angular location of a moving target and allowing the
antenna automatically to lock-on and to track the target. Monitoring devices are usually
included to ensure that the transmitter is delivering the proper shape pulse at the proper
power level and that the receiver sensitivity has not degraded. Provisions may also be in­
corporated in the radar for locating equipment failures so that faulty circuits can be easily
found and replaced.

Instead of displaying the" raw·video" output of a surveillance radar directly on the CRT,
it might first be processed by an automatic 'detection and tracking (ADT) device that quantizes
the radar coverage into range-azimuth resolution cells, adds (or integrates) all the echo pulses
received within each cell, establishes a threshold (on the basis of these integrated pulses) that
permits only the strong outputs due to target echoes to pass while rejecting noise, establishes
and maintains the tracks (trajectories) of each target, and displays the processed information
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to the operator. These operations of an ADT are usually implemented with digital computer 
techriology. 

A common form of radar antenna is a reflector with a parabolic shape, fed (illuminated) 
from a point source at its focus. The parabolic reflector focuses the energy into a narrow beam, 
just as does a searchlight or an automobile headlamp. The beam may be scanned in space by 
mechanical pointing of the antenna. Phased-array antennas have also been used for radar. In a 
pllascd array, tllc bcam is scanned by electronically varying the phase of the currents across 
the aperture. 

1.4 RADAR FREQUENCIES 

Conventional radars generally have been operated at frequencies extending from about 
220 MHz to 35 GHz, a spread of more than seven octaves. These are not necessarily the limits, 

. , since radars can be, and have been, operated at frequencies outside either end of this range. 
Skywave H F  over-the-horizon (OTH) radar might be at frequencies as low as 4 or  5 MHz, and 
groundwave H F  radars as low as 2 MHz. At the other end of the spectrum, millimeter radars 
have operated at 94 GHz. Laser radars operate at even higher frequencies. 

The place of radar frequencies in the electromagnetic spectrum is shown in Fig. 1.4. Some 
of the nomenclature employed to designate the various frequency regions is also shown. 

Early in the development of radar, a letter code such as S, X, L, etc., was employed to 
desigr~ate radar frequency bands. Although its original purpose was to guard military secrecy, 
the designations were maintained, probably out of habit as well as the need for some conven- 
ient short nomenclature. This usage has continued and is now an accepted practice of radar 
engineers. Table 1.1 lists the radar-frequency letter-band nomenclature adopted by the 
IEEE.' These are related to  the specific bands assigned by the International Telecommunica- 
tions Union for radar. For example, although the nominal frequency range for L band is 1000 
to 2000 MHz, an L-band radar is thought of as  being confined within the region from 1215 to 
1400 MHz since that is the extent of the assigned band. Letter-band nomenclature is not a 
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Figure 1.4 Radar frequencies and the electromagnetic spectrum. 
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to the operator. These operations of an ADT are usually implemented with digital computer
technology.

A common form of radar antenna is a reflector with a parabolic shape, fed (illuminated)
from a point source at its focus. The parabolic reflector focuses the energy into a narrow beam,
just as does a searchlight or an automobile headlamp. The beam may be scanned in space by
mechanical pointing of the antenna. Phased-array antennas have also been used for radar. In a
phased array. the beam is scanned by electronically varying the phase of the currents across
the aperture.

1.4 RADAR FREQUENCIES

Conventional radars generally have been operated at frequencies extending from about
220 M Hz to 35 G Hz, a spread of more than seven octaves. These are not necessarily the limits,
since radars can be, and have been, operated at frequencies outside either end of this range.
Skywave HF over-the-horizon (OTH) radar might be at frequencies as low as 4 or 5 MHz, and
groundwave HF radars as low as 2 MHz. At the other end of the spectrum, millimeter radars
have operated at 94 GHz. Laser radars operate at even higher frequencies.

The place of radar frequencies in the electromagnetic spectrum is shown in Fig. 1.4. Some
of the nomenclature employed to designate the various frequency regions is also shown.

Early in the development of radar, a letter code such as S, X, L, etc., was employed to
designate radar frequency bands. Although its original purpose was to guard military secrecy,
the designations were maintained, probably out of habit as well as the need for some conven­
ient short nomenclature. This usage has continued and is now an accepted practice of radar
engineers. Table 1.1 lists the radar-frequency letter-band nomenclature adopted by the
IEEE. 15 These are related to the specific bands assigned by the International Telecommunica­
tions Union for radar. For example, although the nominal frequency range for L band is 1000
to 2000 MHz, an L-band radar is thought of as being confined within the region from 1215 to
1400 MHz since that is the extent of the assigned band. Letter-band nomenclature is not a
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Figure 1.4 Radar frequencies and the electromagnetic spectrum.
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Table 1.1 Standard radar-frequency letter-band nomenclature 

Specific radiolocatio~l 
Band Nominal (radar) bands based on 
designation frequency range ITU assignments for region 2 

H F  
VHF 

U H F  

K 
K ,  
rnrn 

138-144 MHz 
2 16-225 
420-450 MHz 
890-942 

1215-1400 MHz 
2300-2500 MHz 
2 700-3 700 
5250-5925 MHz 
8500- 10,680 MHz 
13.4-14.0 GHz 
15.7- 17.7 

24.05-24.25 GHz 
33.4-36.0 GHz 

substitute for the actual numerical frequency limits of radars. The specific numerical frequency 
limits should be used whenever appropriate, but the letter designations of Table 1.1 may be 
used whenever a short notation is desired. 

1.5 RADAR DEVELOPMENT PRIOR TO WORLD WAR I1 

Although the development of radar as a full-fledged technology did not occur until World War 
11, the basic principle of radar detection is almost as old as the subject of electromagnetism 
itself. Heinrich Hertz, in 1886, experimentally tested the theories of Maxwell and demonstrated 
the similarity between radio and light waves. Hertz showed that radio waves could be reflected 

L 

,I 

by metallic and dielectric bodies. It is interesting to note that although Hertz's experiments 
were performed with relatively short wavelength radiation (66 cm), later work in radio engin- 
eering was almost entirely at longer wavelengths. The shorter wavelengths were not actively 
used to any great extent until the late thirties. 

In 1903 a German engineer by the name of Hiilsmeyer experimented with the detection of 
radio waves reflected from ships. He obtained a patent in 1904 in several countries for a n  
obstacle detector and ship navigational d e ~ i c e . ~  His methods were demonstrated before the 
German Navy, but generated little interest. The state of technology at that time was not 
sufficiently adequate to obtain ranges of more than about a mile, and his detection technique 
was dismissed on the grounds that it was little better than a visual observer. 

Marconi recognized the potentialities of short waves for radio detection and strongly 
urged their use in 1922 for this application. In a speech delivered before the Institute of Radio 
Engineers, he said:' 

As was first shown by Hertz, electric waves can be completely reflected by conducting bodies. In 
some of 'my tests I have noticed the effects of reflection and detection of these waves by metallic 
objects miles away. 

It !eems to me that it should be possible to design apparatus by means of which a ship could 
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Table 1.1 Standard radar-frequency letter-band nomenclature

Specific radio location
Band Nominal (radar) bands based on
designation frequency range ITU assignments for region 2

HF 3-30 MHz
VHF 30-300 MHz 138-144 MHz

216-225
UHF 300-1000 MHz 420-450 MHz

890-942
L 1000-2000 MHz 1215-1400 MHz
S 2000-4000 MHz 2300-2500 MHz

2700-3700
C 4000-8000 MHz 5250-5925 MHz
X 8000-12,000 MHz 8500-10,680 MHz
K u 12.0-18 GHz 13.4-14.0 GHz

15.7-17.7
K 18-27 GHz 24.05-24.25 GHz .._,;,

Kg 27-40 GHz 33.4-36.0 GHz
mm 40-300 GHz

substitute for the actual numerical frequency limits of radars. The specific numerical frequency
limits should be used whenever appropriate, but the letter designations of Table 1.1 may be
used whenever a short notation is desired.

1.5 RADAR DEVELOPMENT PRIOR TO WORLD WAR II

Although the development of radar as a full-fledged technology did not occur until World War
II, the basic principle of radar detection is almost as old as the subject of electromagnetism
itself. Heinrich Hertz, in 1886, experimentally tested the theories of Maxwell and demonstrated
the similarity between radio and light waves. Hertz showed that radio waves could be reflected
by metallic and dielectric bodies. It is interesting to note that although Hertz's experiments
were performed with relatively short wavelength radiation (66 cm), later work in radio engin­
eering was almost entirely at longer wavelengths. The shorter wavelengths were not actively
used to any great extent until the late thirties.

In 1903 a German engineer by the name of Hiilsmeyer experimented with the detection of
radio waves reflected from ships. He obtained a patent in 1904 in several countries for an
obstacle detector and ship navigational device.2 His methods were demonstrated before the
German Navy, but generated little interest. The state of technology at that time was not
sufficiently adequate to obtain ranges of more than about a mile, and his detection technique
was dismissed on the grounds that it was little better than a visual observer.

Marconi recognized the potentialities of short waves for radio detection and strongly
urged their use in 1922 for this application. In a speech delivered before the Institute of Radio
Engineers, he said: 3

As was first shown by Hertz, electric waves can be completely reflected by conducting bodies. In
some of iny tests J have noticed the effects of reflection and detection of these waves by metallic
objects miles away.

It ~eems to me that it should be possible to design apparatus by means of which a ship could
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radiate or project a divergent beam of these rays in any desired direction, which rays, if coming 
across a metallic object, such as another steamer or ship, would be reflected back to a receiver screened 
from the local transmitter on the sending ship, and thereby, immediately reveal the presence and 
bearing of the other ship i n  fog or thick weather. 

Although Marconi predicted and successfully demonstrated radio communication be- 
tween continents, he was apparently not successful in gaining support for some of his other 
ideas involving very short waves. One was the radar detection mentioned above; the other was 
the suggestion that very short waves are capable of propagation well beyond the optical line of 
sight-a phenometlon now know11 as tropospheric scatter. He also suggested that radio waves 
be used for the transfer of power from one point to the other without the use of wire or other 
trat~smissiot~ lit~cs. 

In the aututnrl of 1922 A. ti. I'aylor arid L. C. Young of tile Naval Research Laboratory 
detected a wooden ship using a CW wave-interference radar with separated receiver and 
transmitter. The wavelerlgth was 5 m. A proposal was submitted for further work but was not 
accepted. 

The first application of the pulse technique to the measurement of distance was in the 
basic scientific investigation by Breit and Tuve in 1925 for measuring the height of the 
i ~ n o s p h e r e . ~ . ' ~  However, more than a decade was to elapse before the detection of aircraft by 
pulse radar was demonstrated. 

The first experimental radar systems operated with CW and depended for detection upon 
the interference produced between the direct signal received from the transmitter and the 
doppler-frequency-shifted signal reflected by a moving target. This effect is the same as the 
rhythmic flickering, or flutter, observed in an ordinary television receiver, especially on weak 
stations, when an aircraft passes overhead. This type of radar originally was called C W  
wqaoe-irtfer-erence radar. Today, such a radar is called a bistatic C W radar. The first experimen- 
tal detections of aircraft used this radar principle rather than a monostatic (single-site) pulse 
radar because CW equipment was readily available. Successful pulse radar had to await the 
development of suitable components, especially high-peak-power tubes, and a better under- 
standing of pulse receivers. 

The first detection of aircraft using the wave-interference effect was made in June, 1930, by 
L. A .  tlyland of the Naval Research Laboratory.' It was made accidentally while he was 
working with a direction-finding apparatus located in an aircraft on the ground. The transmit- 
ter at a frequency of 33 MHz was located 2 miles away, and the beam crossed an air lane from 
a nearby airfield. When aircraft passed through the beam, Hyland noted an increase in the 
received signal. This stimulated a more deliberate investigation by the NRL personnel, but the 
work continued at a slow pace, lacking official encouragement and funds from the govern- 
nrent. although it was fully supported by the NRL administration. By 1932 the equipment was 
demonstrated to detect aircraft at distances as great as 50 miles from the transmitter. The NRL 
work on aircraft detection with CW wave interference was kept classified until 1933, when 
several Bell Telephone Laboratories engineers reported the detection of aircraft during the 
course of other experiments.' The NRL work was disclosed in a patent filed and granted to 
Taylor, Young, and Hyland6 on a "System for Detecting Objects by Radio." The type of radar 
described in this patent was a CW wave-interference radar. Early in 1934, a 60-MHz CW 
wave-interference radar was demonstrated by NRL. 

The early CW wave-interference radars were useful only for detecting the preserrce of the 
target. The problem of extracting target-position information from such radars was a difficult 
one and could not be readily solved with the techniques existing at that time. A proposal was 
made by NRL in 1933 to errlploy a chain of transmitting and receiving stations along a line to 
be guarded. for the purpose of obtaining some knowledge of distance and velocity. This was 
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radiate or project a divergent beam of these rays in any desired direction, which rays, if coming
across a metallic object, such as another steamer or ship, would be reflected back to a receiver screened
from the local transmitter on the sending ship, and thereby, immediately reveal the presence and
bearing of the other ship in fog or thick weather.

Although Marconi predicted and successfully demonstrated radio communication be­
tween continents, he was apparently not successful in gaining support for some of his other
ideas involving very short waves. One was the radar detection mentioned above; the other was
the suggestion that very short waves are capable of propagation well beyond the optical line of
sight-a phenomenon now known as tropospheric scatter. He also suggested that radio waves
be used for the transfer of power from one point to the other without the use of wire or other
transmission lines.

In the autumn of 1922 A. H. Taylor and L. C. Young of the Naval Research Laboratory
detected a wooden ship using a CW wave-interference radar with separated receiver and
transmitter. The wavelength was 5 m. A proposal was submitted for further work but was not
accepted.

The first application of the pulse technique to the measurement of distance was in the
basic scientific investigation by Breit and Tuve in 1925 for measuring the height of the
ionosphere.4

.1
6 However, more than a decade was to elapse before the detection of aircraft by

pulse radar was demonstrated.
The first experimental radar systems operated with CW and depended for detection upon

the interference produced between the direct signal received from the transmitter and the
doppler-frequency-shifted signal reflected by a moving target. This effect is the same as the
rhythmic flickering, or flutter, observed in an ordinary television receiver, especially on weak
stations, when an aircraft passes overhead. This type of radar originally was called CW
wal}e-inte~rere'lceradar. Today, such a radar is called a bistatic CW radar. The first experimen­
tal detections of aircraft used this radar principle rather than a monostatic (single-site) pulse
radar because CW equipment was readily available. Successful pulse radar had to await the
development of suitable components, especially high-peak-power tubes, and a better under­
standing of pulse receivers.

The first detection of aircraft using the wave-interference effect was made in June, 1930, by
L. 1\.. Hyland of the Naval Research Laboratory.l It was made accidentally while he was
working with a direction-finding apparatus located in an aircraft on the ground. The transmit­
ter at a frequency of 33 MHz was located 2 miles away, and the beam crossed an air lane from
a nearby airfield. When aircraft passed through the beam, Hyland noted an increase in the
received signal. This stimulated a more deliberate investigation by the NRL personnel, but the
work continued at a slow pace, lacking official encouragement and funds from the govern­
ment. although it was fully supported by the NRL administration. By 1932 the equipment was
demonstrated to detect aircraft at distances as great as 50 miles from the transmitter. The NRL
work on aircraft detection with CW wave interference was kept classified until 1933, when
several Bell Telephone Laboratories engineers reported the detection of aircraft during the
course of other experiments. 5 The NRL work was disclosed in a patent filed and granted to
Taylor, Young, and Hyland 6 on a" System for Detecting Objects by Radio." The type of radar
described in this patent was a CW wave-interference radar. Early in 1934, a 6O-MHz CW
wave-interference radar was demonstrated by NRL.

The early CW wave-interference radars were useful only for detecting the presence of the
target. The problem of extracting target-position information from such radars was a difficult
one and could not be readily solved with the techniques existing at that time. A proposal was
made by N RL in 1933 to employ a chain of transmitting and receiving stations along a line to
be guarded. for the purpose of obtaining some knowledge of distance and velocity. This was



10 INTRODUCTION TO RADAR SYSTEMS 

never carried out, however. The limited ability of CW wave-interference radar to be anything 
more than a trip wire undoubtedly tempered what little official enthusiasm existed for radar. 

It was recognized that the limitations to obtaining adequate position information coiild 
be overcome with pulse transmission. Strange as it may now seem, in the early days pulse 
radar encountered much skepticism. Nevertheless, an effort was started at NRL in the spring 
of 1934 to develop a pulse radar. The work received low priority and was carried out prin- 
cipally by R. M. Page, but he was not allowed to devote his full time to the effort. 

The first attempt with pulse radar at NRL was at a frequency of60 MHz. According to 
Guerlac,' the first tests of the 60-MHz pulse radar were carried out in late December, 1934, 
and early January, 1935. These tests were "hopelessly unsuccessful and a grievous disappoint- 
ment." No pulse echoes were observed on the cathode-ray tube. The chief reason for this 
failure was attributed to the receiver's being designed for CW communications rather than for 
pulse reception. The shortcomings were corrected, and the first radar echoes obtained at 
NRL using pulses occurred on April 28, 1936, with a radar operating at a frequency of 
28.3 MHz and a pulse width of 5 ,US. The range was only 24 miles. By early June the range was 
25 miles. 

It was realized by the NRL experimenters that higher radar frequencies were desired, 
especially for shipboard application, where large antennas could not be tolerated. However, 
the necessary components did not exist. The success of the experiments at 28 MHz encouraged 
the NRL experimenters to develop a 200-MHz equipment. The first echoes at 200 MHz were 
received July 22, 1936, less than three months after the start of the project. This radar was also 
the first to employ a duplexing system with a common antenna for both transmitting and 
receiving. The range was only 10 to 12 miles. In the spring of 1937 it was installed and tested on 
the destroyer Leary. The range of the 200-MHz radar was limited by the transmitter. The 
development of higher-powered tubes by the Eitel-McCullough Corporation allowed an 
improved design of the 200-MHz radar known as XAF. This occurred in January, 1938. 
Although the power delivered to the antenna was only 6 kW, a range of 50 miles-the limit of 
the sweep-was obtained by February. The XAF was tested aboard the battleship New York, 
in maneuvers held during January and February of 1939, and met with considerable success. 
Ranges of 20 to 24 kiloyards were obtained on battleships and cruisers. By October, 1939, 
orders were placed for a manufactured version called the CXAM. Nineteen of these radars 
were installed on major ships of the fleet by 1941. 

The United States Army Signal Corps also maintained an interest in radar during the 
early 1930s.' The beginning of serious Signal Corps work in pulse radar apparently resulted 
from a visit to NRL in January, 1936. By December of that year the Army tested its first pulse 
radar, obtaining a range of 7 miles. The first operational radar used for antiaircraft fire control 
was the SCR-268, available in 1938,' The SCR-268 was used in conjunction with searchlights 
for radar fire control. This was necessary because of its poor angular accuracy. However, its 
range accuracy was superior to that obtained with optical methods. The SCR-268 remained 
the standard fire-control equipment until January, 1944, when it was replaced by the SCR-584 
microwave radar. The SCR-584 could control an antiaircraft battery without the necessity for 
searchlights or optical angle tracking, 

In 1939 the Army developed the SCR-270, a long-range radar for early warning. The attack 
on Pearl Harbor in December, 1941, was detected by an SCR-270, one of six in Hawaii at the 
time.' (There were also 16 SCR-268s assigned to units in Honolulu.) But unfortunately, the 
true significance of the blips on the scope was not realized until after the bombs had fallen. A 
modified SCR-270 was also the first radar to detect echoes\ from the moon in 1946. 

The early developments of pulse radar were primarily concerned with military applica- 
tions. Although it was not recognized as being a radar at the time, the frequency-modulated 
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never carried out, however. The limited ability of CW wave-interference radar to be anything
more than a trip wire undoubtedly tempered what little official enthusiasm existed for radar.

It was recognized that the limitations to obtaining adequate position information could
be overcome with pulse transmission: Strange as it may now seem, in the early days pulse
radar encountered much skepticism. Nevertheless, an effort was started at N RL in the spring
of 1934 to develop a pulse radar. The work received low priority and was carried out prin­
cipally by R. M. Page, but he was not allowed to devote his full time to the effort.

The first attempt with pulse radar at NRL was at a frequency of 60 MHz. According to
Guerlac,t the first tests of the 6O-MHz pulse radar were carried out in late December, 1934,
and early January, 1935. These tests were" hopelessly unsuccessful and a grievous disappoint­
ment." No pulse echoes were observed on the cathode-ray tube. The chief reason for this
failure was attributed to the receiver's being designed for CW communications rather than for
pulse reception. The shortcomings were corrected, and the first radar echoes obtained at
NRL using pulses occurred on April 28, 1936, with a radar operating at a frequency of
28.3 MHz and a pulse width of 5 IlS. The range was only 2! miles. By early June the range was
25 miles.

It was realized by the NRL experimenters that higher radar frequencies were desired,
especially for shipboard application, where large antennas could not be tolerated. However,
the necessary components did not exist. The success of the experiments at 28 MHz encouraged
the NRL experimenters to develop a 200-MHz equipment. The first echoes at 200 MHz were
received July 22, 1936, less than three months after the start of the project. This radar was also
the first to employ a duplexing system with a common antenna for both transmitting and
receiving. The range was only 10 to 12 miles. In the spring of 1937 it was installed and tested on
the destroyer Leary. The range of the 200-MHz radar was limited by the transmitter. The
development of higher-powered tubes by the Eitel-McCullough Corporation allowed an
improved design of the 200-MHz radar known as XAF. This occurred in January, 1938.
Although the power delivered to the antenna was only 6 kW, a range of 50 miles-the limit of
the sweep-was obtained by February. The XAF was tested aboard the battleship New York,
in maneuvers held during January and February of 1939, and met with considerable success.
Ranges of 20 to 24 kiloyards were obtained on battleships and cruisers. By October, 1939,
orders were placed for a manufactured version called the CXAM. Nineteen of these radars
were installed on major ships of the fleet by 1941.

The United States Army Signal Corps also maintained an interest in radar during the
early 1930s. 7 The beginning of serious Signal Corps work in pulse radar apparently resulted
from a visit to NRL in January, 1936. By December of that year the Army tested its first pulse
radar, obtaining a range of 7 miles. The first operational radar used for antiaircraft fire control
was the SCR-268, available in 1938!8 The SCR-268 was used in conjunction with searchlights
for radar fire control. This was necessary because of its poor angular accuracy. However, its
range accuracy was superior to that obtained with optical methods. The SCR-268 remained
the standard fire-control equipment until January, 1944, when it was replaced by the SCR-584
microwave radar. The SCR-584 could control an antiaircraft battery without the necessity for
searchlights or optical angle tracking.. .

(n 1939 the Army developed the SCR-270, a long-range radar for early warning. The attack
on Pearl Harbor in December, 1941, was detected by an SCR-270, one of six in Hawaii at the
time.! (There were also 16 SCR-268s assigned to units in Honolulu.) But unfortunately, the
true significance of the blips on the scope was not realized until after the bombs had fallen. A
modified SCR-270 was also the first radar to detect echoes! from the moon in 1946.

The early developments of pulse radar were primarily concerned with military applica­
tions. Although it was not recognized as being a radar at the time, the frequency-modulated
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aircraft radio altimeter was probably tlie first commercial application of tlie radar principie. 
The first equipments were operated in aircraft as early as 1936 and utilized the same principle 
of operation as the FM-CW radar described in Sec. 3.3. In the case of the radio altimeter, the 
target is tlie ground. 

111 13rit.aiti [lie development of radar began later than it1 the United States.'-'' But 
because they felt the nearness of war more acutely and were in a more vulnerable position with 
respect to air attack, the British expended a large amount of effort on radar development. By 
the time the United States entered tlie war, the British were well experienced in the military 
applications of radar. British interest in radar began in early 1935, when Sir Robert Watson- 
Watt was asked about the possibility of producing a death ray using radio waves. Watson- 
Watt concluded that this type of death ray required fantastically large amounts of power and 
could be regarded as not being practical at that time. Instead, he recotnmended that it  would 
be more promising to investigate means for radio detection as opposed to radio destruction. 
(The only available means for locating aircraft prior to World War IE were sound locators 
whose maximum detection range under favorable conditions was about 20 miles.) Watson- 
Watt was allowed to explore the possibilities of radio detection, and in February, 1935, he 
issued two memoranda outlining the conditions necessary for an effective radar system. In that 
same month the detection of an aircraft was carried out, using 6-MHz communication equip- 
ment, by observing tlie beats between the echo signal and the directly received signal (wave 
interference). The technique was similar to the first United States radar-detection experiments. 
The transmitter and receiver were separated by about 5.5 miles. When the aircraft receded 
froin the receiver, it was possible to detect the beats to about an 8-mile range. 

By June, 1935, the British had demonstrated the pulse technique to measure range of an 
aircraft target. This was almost a year sooner than the successful NRL experiments with pulse 
radar. By September, ranges greater than 40 miles were obtained on bomber aircraft. The 
frequency was 12 MHz. Also, in that month, the first radar measurement of the height of 
aircraft above ground was made by measuring the elevation angle of arrival of the reflected 
signal. In March, 1936, the range of detection had increased to 90 miles and the frequency was 
raised to 25 MHz. 

A series of CH (Chain Homej radar stations at a frequency of 25 MHz were successfully 
demonstrated in April, 1937. Most of the stations were operating by September, 1938, and 
plotted the track of the aircraft which flew Neville Chamberlain, the British Prime Minister at 
that time, to Munich to confer with Hitler and Mussolini. In the same month, the CH radar 
stations began 24-hour duty, which continued until the end of the war. 

The British realized quite early that ground-based search radars such as CH were not 
sufficiently accurate to guide fighter aircraft to a complete interception at night or in bad 
weather. Consequently, they developed, by 1939, an aircraft-interception radar (AI), mounted 
on an aircraft, for the detection and interception of hostile aircraft. The A1 radar operated at a 
frequency of 200 MHz. During the development of the A1 radar it was noted that radar could 
be used for the detection of ships from the air and also that the character of echoes from the 
ground was dependent on the nature of the terrain. The former phenomenon was quickly 
exploited for the detection and location of surface ships and submarines. The latter effect was 
not exploited initially, but was later used for airborne mapping radars. 

Until the middle of 1940 tlie development of radar in Britain and the United States was 
carried out independently of one another. In September of that year a British technical mission 
visited the United States to exchange information concerning the radar developments in the 
two countries. The British realized the advantages to be gained from the better angular 
resolution possible at the microwave frequencies, especially for airborne and naval applica- 
tions. They suggested that the United States undertake the development of a microwave A1 
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aircraft radio altimeter was probably the first commercial application of the radar principle.
The first equipments were operated in aircraft as early as 1936 and utilized the same principle
of operation as the FM-CW radar described in Sec. 3.3. In the case of the radio altimeter, the
target is the ground .

. In Brit.ain the development of radar began later than in the United States.S
-

11 But
because they felt the nearness of war more acutely and were in a more vulnerable position with
respect to air attack, the British expended a large amount of effort on radar development. By
the time the United States entered the war, the British were well experienced in the military
applications of radar. British interest in radar began in early 1935, when Sir Robert Watson­
Watt was asked about the possibility of producing a death ray using radio waves. Watson­
Watt concluded that this type of death ray required fantastically large amounts of power and
could he regarded as not being practical at that time. Instead, he recommended that it would
be more promising to investigate means for radio detection as opposed to radio destruction.
(The only available means for locating aircraft prior to World War n were sound locators
whose maximum detection range under favorable conditions was about 20 miles.) Watson­
Watt was allowed to explore the possibilities of radio detection, and in February, 1935, he
issued two memoranda outlining the conditions necessary for an effective radar system. In that
same month the detection of an aircraft was carried out, using 6-MHz communication equip­
ment, by observing the beats between the echo signal and the directly received signal (wave
interference). The technique was similar to the first United States radar-detection experiments.
The transmitter and receiver were separated by about 5.5 miles. When the aircraft receded
from the receiver, it was possible to detect the beats to about an 8-mile range.

By June, 1935, the British had demonstrated the pulse technique to measure range of an
aircraft target. This was almost a year sooner than the successful NRL experiments with pulse
radar. By September, ranges greater than 40 miles were obtained on bomber aircraft. The
frequency was 12 MHz. Also, in that month, the first radar measurement of the height of
aircraft above ground was made by measuring the elevation angle of arrival of the reflected
signal. In March, 1936, the range of detection had increased to 90 miles and the frequency was
raised to 25 MHz.

A series of CH (Chain Home) radar stations at a frequency of 25 MHz were successfully
demonstrated in April, 1937. Most of the stations were operating by September, 1938, and

,J plotted the track of the aircraft which flew Neville Chamberlain, the British Prime Minister at
that time, to Munich to confer with Hitler and Mussolini. In the same month, the CH radar
stations began 24-hour duty, which continued until the end of the war.

The British realized quite early that ground-based search radars such as CH were not
sufficiently accurate to guide fighter aircraft to a complete interception at night or in bad
weather. Consequently, they developed, by 1939, an aircraft-interception radar (AI), mounted
on an aircraft, for the detection and interception of hostile aircraft. The AI radar operated at a
frequency of 200 MHz. During the development of the AI radar it was noted that radar could
be used for the detection of ships from the air and also that the character of echoes from the
ground was dependent on the nature of the terrain. The former phenomenon was quickly
exploited for the detection and location of surface ships and submarines. The latter effect was
not exploited initially, but was later used for airborne mapping radars.

Unlil the middle of 1940 the development of radar in Britain and the United States was
carried out independently of one another. In September of that year a British technical mission
visited the United States to exchange information concerning the radar developments in the
two countries. The British realized the advantages to be gained from the better angular
resolution possible at the microwave frequencies, especially for airborne and naval applica­
tions. They suggested that the United States undertake the development of a microwave AI
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radar and a microwave antiaircraft fire-control radar. The British technical mission 
demonstrated the cavity-magnetron power tube developed by Randell and Boot and furnished 
design information so that it could be duplicated by United States manufacturers. The Randell 
and Boot magnetron operated at a wavelength of 10 cm and produced a power output of 
about 1 kW, an improvement by a factor of 100 over anything previously achieved at cen- 
timeter wavelengths. The development of the magnetron was one of tile most important 
contributions to the realization of microwave radar. 

The success of microwave radar was by no means certain at the end of 1940. Therefore the 
United States Service Laboratories chose to concentrate on the development of radars at the 
lower frequencies, primarily the very high frequency (VHF) band, where techniques and 
components were more readily available. The exploration of the microwave region for radar 
application became the responsibility of the Radiation Laboratory, organized in November, 
1940, under the administration of the Massachusetts Institute of Technology. 

In addition to the developments carried out in the United States and Great Britain, radar 
was developed essentially independently in Germany, France, Russia, Italy, and Japan during 
the middle and late thirties.12 The extent of these developments and their subsequent military 
deployment varied, however. All of these countries carried out experiments with CW wave 
interference, and even though the French and the Japanese deployed such radars opera- 
tionally, they proved of limited value. Each country eventually progressed to pulse radar 
operation and the advantages pertaining thereto. Although the advantages of the higher 
frequencies were well recognized, except for the United States and Great Britain none of the 
others deployed radar at frequencies higher than about 600 MHz during the war. 

The Germans deployed several different types of radars during World War 11. Ground- 
based radars were avgilable for air search and height finding so as to perform ground control 
of intercept (GCI). Coastal, shipboard, and airborne radar were also employed successfully in 
significant numbers. An excellent description of the electronic battle in World War I 1  between 
the Germans and the Allies, with many lessons to offer, is the book " It~strtlrnertts of Dcrrkt~ess" 
by Price.I3 

The French efforts in radar, although they got an early start, were not as energetically 
supported as in Britain or the United States, and were severely disrupted by the German 
occupation in 1940.12 The development of radar in Italy also started early, but was slow. There 
were only relatively few Italian-produced radars operationally deployed by the time they left 
the war in September, 1943. The work in Japan was also slow but received impetus from 
disclosures by their German allies in 1940 and from the capture of United States pulse radars 
in the Philippines early in 1942. The development of radar in the Soviet Union was quite 
similar to the experience elsewhere. By the summer of 1941 they had deployed operationally a 
number of 80-MHz air-search radars for the defense' of Moscow against the German 
invasion.14 Their indigenous efforts were interrupted by the course of the war. 

Thus, radar developed independently and simultaneously in several countries just prior to 
World War 11. It is not possible to single out any one individual as the inventor; there were 
many fathers of radar. This was brought about not only by the spread of radio technology to 
many countries, but by the maturing of the airplane during this same time and the common 
recognition of its military threat and the need to defend against it.  

. '  

1.6 APPLICATIONS OF RADAR 

Radar has been employed on'the ground, in the air, on the sea, and in space. Ground-based 
radar has been applied chiefly to'the detection, location, and tracking of aircraft or space 
targets. Shipboard radar is used as a navigation aid and safety device to locate buoys, shore 
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radar and a microwave antiaircraft fire-control radar. The British technical miSSIon
demonstrated the cavity-magnetron power tube developed by Randell and Boot and furnished
design information so that it could be duplicated by United States manufacturers. The Randell
and Boot magnetron operated at a wavelength of 10 cm and produced a power output of
about 1 kW, an improvement by a factor of 100 over anything previously achieved at cen­
timeter ·wavelengths. The development of the magnetron was one of the most important
contributions to the realization of microwave radar.

The success of microwave radar was by no means certain at the end of 1940. Therefore the
United States Service Laboratories chose to concentrate on the development of radars at the
lower frequencies, primarily the very high frequency (VHF) band, where techniques and
components were more readily available. The exploration of the microwave region for radar
application became the responsibility of the Radiation Laboratory, organized in November,
1940, under the administration of the Massachusetts Institute of Technology.

In addition to the developments carried out in the United States and Great Britain, radar
was developed essentially independently in Germany, France, Russia, Italy, and Japan during
the middle and late thirties. 12 The extent of these developments and their subsequent military
deployment varied, however. All of these countries carried out experiments with CW wave
interference, and even though the French and the Japanese deployed such radars opera­
tionally, they proved of limited value. Each country eventually progressed to pulse radar
operation and the advantages pertaining thereto. Although the advantages of the higher
frequencies were well recognized, except for the United States and Great Britain none of the
others deployed radar at frequencies higher than about 600 MHz during the war.

The Germans deployed several different types of radars during World War II. Ground­
based radars were avt,lilable for air search and height finding so as to perform ground control
of intercept (GCI). Coastal, shipboard, and airborne radar were also employed successfully in
significant numbers. An excellent description of the electronic battle in World War 11 between
the Germans and the Allies, with many lessons to offer, is the book" Instrllmetlts oj Darkness"
by Price. 13

The French efforts in radar, although they got an early start, were not as energetically
supported as in Britain or the United States, and were severely disrupted by the German
occupation in 1940. 12 The development of radar in Italy also started early, but was slow. There
were only relatively few Italian-produced radars operationally deployed by the time they left
the war in September, 1943. The work in Japan was also slow but received impetus from
disclosures by their German allies in 1940 and from the capture of United States pulse radars
in the Philippines early in 1942. The development of radar in the Soviet Union was quite
similar to the experience elsewhere: By the summer of 1941 they had deployed operationally a
number of 80-MHz air-search radars for the defense' of Moscow against the German
invasion. 14 Their indigenous efforts were interrupted by the course of the war.

Thus, radar developed independently and simultaneously in several countries just prior to
World War II. It is not possible'to single out any one individual as the inventor; there were
many fathers of radar. This was brought about not only by the spread of radio technology to
many coun~ries, but by the maturing of the airplane during this same time and the common
recognition of its military threat and the need to defend against it.

:; ,

1.6 APPLICATIONS OF RADAR

Radar has been employed on·the ground, in the air, on the sea, and in space. Ground-hased
radar has been applied chiefly to' the detection, location, and tracking of aircraft or space
targets. Shipboard radar is'used a~ a'navigation aid and safet~ device to locate buoys, shore



lines, and other ships. as well as for observing aircraft. Airborne radar may be used to detect 
other aircraft, ships, or land vehicles, or i t  may be used for mapping of land, storm avoidance, 
terrain avoidance, and navigation. In space, radar has assisted in the guidance of spacecraft 
and for the remote sensing of the land and sea. 

The major user of radar, and contributor of the cost of almost all of its development, has 
been the military: although there have been increasingly important civil applications, chiefly 
for niaririe and air tiavigation. The niajor areas of radar application, in no particular order of 
irnpo~ ta~icc, are Ijriefly described below. 

Air. Trclffic Corrtrol ( A  T C ) .  Radars are employed throughout the world for the purpose of 
safely coritrollit~g air traffic en route and in tlic vicinity of airports. Aircraft and ground 
vcllicular traffic st large airports are monitored by tliearis of high-resolution radar. Radar 
has been used with GCA (ground-control approach) systems to guide aircraft to a safe 
landing in bad weather. In addition, the microwave landing system and the widely used 
ATC radar-beacon system are based in large part on radar technology. 

Aircv-aft Nac~iqatiotl. The weather-avoidance radar used on aircraft to outline regions of preci- 
pitation to  the pilot is a classical form of radar. Radar is also used for terrain avoidance 
and terrain following. Although they may not always be thought of as radars, the radio 
altimeter (either FM/CW or pulse) and the doppler navigator are also radars. Sometimes 
ground-mapping radars of moderately high resolution are used for aircraft navigation 
purposes. 

Ship Safety. Radar is used for enhancing the safety of ship travel by warning of potential 
collision with other ships, and for detecting navigation buoys, especially in poor visibility. 
I11 terms of numbers, this is one of the larger applications of radar, but in terms of physical 
size and cost it is one of the smallest. It has also proven to be one of the most reliable 
radar systems. Automatic detection and tracking equipments (also called plot extractors) 
are commercially available for use with such radars for the purpose of collision avoi- 
dance. Shore-based radar of moderately high resolution is also used for the surveillance of 
liarbors as an aid to navigation. 

Space.. Space vehicles have used radar for rendezvous and docking, and for landing on the 
moon. Some of the largest ground-based radars are for the detection and tracking of 
satellites. Satcllitc-borne radars have also been used for remote sensing as meritioried 
below. 

Rer~rote Setrsirrg. A11 radars are remote sensors; however, as this term is used it implies the 
sensing of geophysical objects, or the "environment." For some time, radar has been used 
as a remote sensor of the weather. It was also used in the past to probe the moon and the 
planets (radar astronomy). The ionospheric sounder, an important adjunct for HF (short 
wave) communications, is a radar. Remote sensing with radar is also concerned with 
Earth resources, which includes the measurement and mapping of sea conditions, water 
resources, ice cover, agriculture, forestry conditions, geological formations, and environ- 
niental pollution. The platforms for such radars include satellites as well as aircraft. 

L a ~ v  Erfircentenr. In addition to the wide use of radar to measure the speed of automobile 
traffic by highway police, radar has also been employed as a means for the detection of 
intruders. 

Alilitnrv. Many of the civilian applications of radar are also employed by the military. The 
traditional role of radar for military application has been for surveillance, navigation, and 
for the control and guidance of weapons. It represents, by far, the largest use of radar. 
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lines. and other ships, as well as for observing aircraft. Airborne radar may be used to detect
other aircraft, ships, or land vehicles, or it may be used for mapping of land, storm avoidance,
terrain avoidance, and navigation. In space, radar has assisted in the guidance of spacecraft
and for the remote sensing of the land and sea.

The major user of radar, and contributor of the cost of almost all of its development, has
been the military: although there have been increasingly important civil applications, chieny
for marine and air navigation. The major areas of radar application, in no particular order of
importance. arc hriefly described below.

Air Traffic COlltrol (A TC). Radars are employed throughout the world for the purpose of
safely controlling air traffic en route and in the vicinity of airports. Aircraft and ground
vehicular traffic at large airports arc monitored by means of high-resolution radar. Radar
has been used with GCA (ground-control approach) systems to guide aircraft to a safe
landing in bad weather. In addition, the microwave landing system and the widely used
ATC radar-beacon system are based in large part on radar technology.

Aircr~fi Navigatioll. The weather-avoidance radar used on aircraft to outline regions of preci­
pitation to the pilot is a classical form of radar. Radar is also used for terrain avoidance
and terrain following. Although they may not always be thought of as radars, the radio
altimeter (either FMjCW or pulse) and the doppler navigator are also radars. Sometimes
ground-mapping radars of moderately high resolution are used for aircraft navigation
purposes.

S},i" Safety. Radar is used for enhancing the safety of ship travel by warning of potential
collision with other ships, and for detecting navigation buoys, especially in poor visibility.
In terms of numbers, this is one of the larger applications of radar, but in terms of physical
size and cost it is one of the smallest. It has also proven to be one of the most reliable
radar systems. Automatic detection and tracking equipments (also called plot extractors)
are commercially available for use with such radars for the purpose of collision avoi­
dance. Shore-based radar ofmoderately high resolution is also used for the surveillance of
harbors as an aid to navigation.

Space. Space vehicles have used radar for rendezvous and docking, and for landing on the
moon. Some of the largest ground-based radars are for the detection and tracking of
satellites. Satellite-borne radars have also been used for remote sensing as mentioned
below.

Remote Sellsillg. All radars are remote sensors; however, as this term is used it implies the
sensing of geophysical objects, or the" environment." For some time, radar has been used
as a remote sensor of the weather. It was also used in the past to probe the moon and the
planets (radar astronomy). The ionospheric sounder, an important adjunct for HF (short
wave) communications, is a radar. Remote sensing with radar is also concerned with
Earth resources, which includes the measurement and mapping of sea conditions, water
resources, ice cover, agriculture, forestry conditions, geological formations, and environ­
mental pollution. The platforms for such radars include satelJites as weB as aircraft.

Law Enforcement. In addition to the wide use of radar to measure the speed of automobile
traffic by highway police, radar has also been employed as a means for the detection of
intruders.

Military. Many of the civilian applications of radar are also employed by the military. The
traditional role of radar for military application has been for surveillance, navigation, and
for the control and guidance of weapons. It represents, by far, the largest use of radar.
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TWO 

THE RADAR EQUATION 

2.1 PREDICTION OF RANGE PERFORMANCE 

The simple form of the radar equation derived in Sec. 1.2 expressed the maximum radar range 
R,,, in terms of radar and target parameters: 

where P, = transmitted power, watts 
G = antenna gain 

A, = antenna emective aperture, m2 
a = radar cross section, m2 

Smin = minimum detectable signal, watts 

All the parameters are to some extent under the control of the radar designer, except for the 
target cross section a. The radar equation states that if long ranges are desired, the transmitted 
power must be large, the radiated energy must be concentrated into a narrow beam (high 
transmitting antenna gain), the received echo energy must be collected with a large antenna 
aperture (also synonymous with high gain), and the receiver must be sensitive to weak signals. 

In practice, however, the simple radar equation does not predict the range performance of 
actual radar equipments to a satisfactory degree of accuracy. The predicted values of radar 
range are usually optimistic. In some cases the actual range might be only half that predicted.' 
Part of this discrepancy is due to the failure of Eq. (2.1) to explicitly include the various losses 
that can occur throughout the system or the loss in performance usually experienced when 
electronic equipment is operated in the field rather than under laboratory-type conditions. 
4nother important factor that must be considered in the radai equation is the statistical or 
unpredictable nature of several of the parameters. The minimum detectable signal S,,, and the 
target cross section cr are both statistical in nature and must be expressed in statistical terms. 

(2.1)
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TWO

THE RADAR EQUATION

2.1 PREDICTION OF RANGE PERFORMANCE
i

The simple form of the radar equation derived in Sec. 1.2 expressed the maximum radar range
Rmu. in terms of radar and target parameters:

Rmu. = [r'~2Ae(J] 1/4
41t Smln

where Pt = transmitted power, watts
G = antenna gain

Ar = antenna effective aperture, m2

(J = radar cross section, m2

Smln = minimum detectable signal, watts

All the parameters are to some extent under the control of the radar designer, except for the
target cross section (J. The radar equation states that iflong ranges are desired, the transmitted
power must be large, the radiated energy must be concentrated into a narrow beam (high
transmitting antenna gain), the received echo energy must be collected with a large antenna
aperture (also synonymous with high gain), and the receiver must be sensitive to weak signals.

In practice, however, the simple radar equation does not predict the range performance of
actual radar equipments to a satisfactory degree of accuracy. The predicted values of radar
range are usually optimistic. In some cases the actual range might be only halfthat predicted. 1

Part of this discrepancy is due to the failure of Eq. (2.1) to explicitly include the various losses
that can occur throughout the system or the loss in performance usually experienced when
electronic equipment is operated in the field rather than under laboratory-type conditions.
&.nother important factor that must be considered in the radat equation is the statistical or
unpredictable nature of several of the parameters. The minimum detectable signal Smln and the
~arget cross section (J are both statistical in nature and must be expressed in statistical terms.
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Other statistical factors which do not appear explicitly in Eq. (2.1) but which have an effect on 
the radar performance are the meteorological conditions along the propagation path and thc 
performance of the radar operator, if one is employed. The statistical nature of these several 
parameters does not allow the maximum radar range to be described by a single number. Its 
specification must include a statement of the probability that the radar will detect a certain 
type of target at a particular range. 

In this chapter, the simple radar equation will be extended to include most of the impor- 
tant factors that influence radar range performance. If all those factors affecting radar range 
were known, it. would be possible, in principle, to make an accuratc prediction of radar 
perforpance. But, as is true for most endeavors, the quality of the prediction is a function of 
the amount of effort employed in determining the quantitative effects of the various pa- 
rameters. Unfortunately, the effort required to specify completely the effects of all radar pa- 
rameters to the degree of accuracy required for range prediction is usually not economically 
justified. A compromise is always necessary between what one would like to have and what 
one can actually get with reasonable effort. This will be better appreciated as we proceed 
through the chapter and note the various factors that must be taken into account. J 

A complete and detailed discussion of all those factors that influence the prediction of 
radar range is beyond the scope of a single chapter. For this reason many subjects will appear 
to be treated only lightly. This is deliberate and is necessitated by brevity. More detailed 
information will be found in some of the subsequent chapters or in the references listed at the 
end of the chapter. 

' .  6 

The ability of a radar receiver to detect a weak echo signal is limited by the noise energy that 
occupies the same portion of the frequency spectrum as does'the signal energy. The weakest 
signal the receiver can detect is called the minimum detectable signal. The specification of the 
minimum detectable signal is sometimes difficult because of its statistical nature and because 
the criterion for deciding whether a target is present or not may not be too well defined. 

Detection is based on establishing a threshold level at the output of the receiver. If the 
receiver output exceeds the threshold, a signal is assumed to be present. This is called threshold 
detection. Consider the output of a typical radar receiver as a function of time (Fig. 2.1). This 
might represent one sweep of the video output displayed on an A-scope. The envelope has a 
fluctuating appearance caused by the random nature of noise. If a large signal is present such 
as at A in Fig. 2.1, it is greater than the surrounding noise peaks and can be recognized on the 
basis of its amplitude. Thus, if the threshold level were set sufficiently high, the envelope would 
not generally exceed. the threshold if noise alone were present, but would exceed it if a strong 
signal were present. If the signal were small, however, it would be more difficult to recognize its 
presence. The threshold level mustbe low if weak signals are to be detected, but it cannot be so 
low that noise peaks cross the threshold and give a false indication of the presence of targets. 

The voltage envelope :of. Fig. 2.1 , is assumed to be from a matched-filter receiver 
(Sec. 10.2). A matched filter is one designed to maximize the output peak signal to average 
noise (power) ratio. It has a frequency-response function which is proportional to the complex 
conjugate of the signa1,spectrum. (This is not the same as the concept of" impedance match " 
of circuit theory.) The ideal matched-filterreceiver cannot always be exactly realized in prac- 
tice, but it is possible to approach.it with practical receiver circuits. A matched filter for a radar 
transmitting a rectangular-shaped .pulse is usually characterized by a bandwidth B approxi- 
mately the reciprocal of the pulse width 7, or Br = 1. The output of a matched-filter receiver is 
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Other statistical factors which do not appear explicitly in Eq. (2.1) but which have an effect on
the radar performance are the meteorological conditions along the propagation path and the
performance of the radar operator, if one is employed. The statistical nature of these several
parameters does not allow the maximum radar range to be described by a single number. Its
specification must include a statement of the probability that the radar will detect a certain
type of target at a particular range.

In this chapter, the simple radar equation will be extended to include most of the impor­
tant factors that influence radar range performance. If all those factors affecting radar range
were known, it. would be possible, in principle, to make an accurate prediction of radar
perfoqnance. But, as is true for most endeavors, the quality of the prediction is a function of
the amount of effort employed in determining the quantitative effects of the various pa­
rameters. Unfortunately, the effort required to specify completely the effects of all radar pa­
rameters to the degree of accuracy required for range prediction is usually not economically
justified. A compromise is always necessary between what one would like to have and what
one can actually get with reasonable effort. This will be better appreciated as we proceed
through the chapter and note the various factors that must be taken into account.

A complete and detailed discussion of all those factors that influence the prediction of
radar range is beyond the scope of a single chapter. For this reason many subjects will appear
to be treated only lightly. This is deliberate and is necessitated by brevity. More detailed
information will be found in some of the subsequent chapters or in the references listed at the
end of the chapter.

2.2 MINIMUM DETECTABLE SIGNAL

The ability of a radar receiver to detect a weak echo signal is limited by the noise energy that
occupies the same portion of the frequency spectrum as does' the signal energy. The weakest
signal the receiver can detect is called. the minimum detectable signal. The specification of the
minimum detectable signal is sometimes difficult because of its statistical nature and because
the criterion for deciding whether a target is present or not may not be too well defined.

Detection is based on establishing a threshold level at the output of the receiver. If the
receiver output exceeds the threshold, a signal is assumed to be present. This is called threshold
detection. Consider the output of a typical radar receiver as a function of time (Fig. 2.1). This
might represent one sweep of the video output displayed on an A-scope. The envelope has a
fluctuating appearance caused by the random nature of noise. If a large signal is present such
as at A in Fig. 2.1, it is greater than the surrounding noise peaks and can be recognized on the
basis of its amplitude. Thus, if the threshold level were set sufficiently high, the envelope would
not generally exceed. the threshold if noise alone were present, but would exceed it if a strong
signal were present.Uthe signal were small, however, it would be more difficult to recognize its
presence. The threshold level must.be low if weak signals are to be detected, but it cannot be so
low that noise peaks cross the threshold and give a false indication of the presence of targets.

The voltage envelope lof· Fig. 2.1 . is assumed to be from a matched-filter receiver
(Sec. 10.2). A matched filter is one designed to maximize the output peak signal to average
noise (power) ratio. It has a frequency-response function which is proportional to the complex
conjugate of the signalspectrum. (Thi.s is not the same as the concept of" impedance match"
of circuit theory.) The ideal matched-filter· receiver cannot always be exactly realized in prac­
tice, but it is possible to approach it with practical receiver circuits. A matched filter for a radar
transmitting a rectangular-shaped .pulse is usually characterized by a bandwidth B approxi­
mately the reciprocal of the pulse width f, or Br ;::: 1. The output of a matched-filter receiver is
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Figure 2.1 Typical envelope of tile radar receiver output as a function of time. A ,  and B, and C represent 
signal plus noise. ,4 arid B would be valid detections, but C is a missed detection. 

the cross correlation between the received waveform and a replica of the transmitted 
waveform. Hence i t  does not preserve the shape of the input waveform. (There is no reason to 
wish to preserve the shape of the received waveform so long as the output signal-to-noise ratio 
is maximized.) 

Let us return to tlie receiver output as represented in Fig. 2.1. A threshold level is estab- 
lished, as shown by the dashed line. A target is said to be detected if the envelope crosses tlie 
thresliold. if the sigrial is large such as at A, it is not difficult to decide that a target is present. 
I3ut consider tlie two signals at B and C, representing target echoes of equal atnplitudc. 'I'lic 
noise voltage accompanying the signal at B is large enough so that the combination of signal 
plus noise exceeds the tlireshold. At C the noise is not as large and the resultant signal plus 
rioise does not cross the tlireshold. Thus the presence of noise will sometimes enhance' 
the detection of weak signals but i t  may also cause the loss of a signal which would otherwise 
be detected. 

Weak signals such as C would riot be lost if the threshold level were lower. But too low a 
tlireshold increases the likelihood that noise alone will rise above the threshold and be taken 
for a real signal. Such an occurrence is called afalse alarm. Therefore, if the threshold is set too 
low, false target indications are obtained, but if it is set too high, targets might be missed. The 
selection of the proper threshold level is a compromise that depends upon how important i t  is 
if  a mistake is made either by ( 1 )  failing to recognize a signal that is present (probability of z 
miss) or by (2) falsely indicating the presence of a signal when none exists (probability of a false 
alarm). 

When the target-decision process is made by an operator viewing a cathode-ray-tube 
display, i t  would seem that the criterion used by the operator for detection ought to be 
arialogous to the setting of a threshold, either consciously or  subconsciously. The chief differ- 
ence between tlie electronic and the operator thresholds is that the former may be determined 
with some logic and can be expected to remain constant with time, while the latter's threshold 
might be difficult to predict and may not remain fixed. The individual's performance as part of 
the radar detection process depends upon the state of the operator's fatigue and motivation, as 
well as training. 

The capability of the human operator as part of the radar detection process can be 
determined only by experiment. Needless to say, in experiments of this nature there are likely 
to be wide variations between different experimenters. Therefore, for the purposes of the 
preserit discussion, the operator will be considered the same as an electronic threshold detec- 
tor, an assumption that is generally valid for an alert, trained operator. 

The signal-to.noise ratio necessary to provide adequate detection is one of the important 
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Fi~un' 2.1 Typical envelope orthe radar receiver output as a runction ortime. A, and B, and C represent
signal plus noise. A and B would be valid detections, but C is a missed detection.

the cross correlation between the received waveform and a replica of the transmitted
waveform. Hence it does not preserve the shape of the input waveform. (There is no reason to
wish to preserve the shape of the received waveform so long as the output signal-to-noise ratio
is maximized.)

Let liS return to the receiver output as represented in Fig. 2.1. A threshold level is estab­
lished. as shown by the dashed line. A target is said to be detected if the envelope crosses the
threshold. If the signal is large such as at A, it is not difficult to decide that a target is present.
But consider the two signals at Band C, representing target echoes of equal amplitude. The
noise voltage accompanying the signal at B is large enough so that the combination of signal
pIlls noise exceeds the threshold. At C the noise is not as large and the resultant signal plus
noise does not cross the threshold. Thus the presence of noise will sometimes enhance'
the detection of weak signals but it may also cause the loss of a signal which would otherwise
be detected.

Weak signals such as C would not be lost if the threshold level were lower. But too Iowa
threshold increases the likelihood that noise alone will rise above the threshold and be taken
for a real signal. Such an occurrence is called afalse alarm. Therefore, if the threshold is set too
low. false target indications are obtained, but if it is set too high, targets might be missed. The
selection of the proper threshold level is a compromise that depends upon how important it is
if a mistake is made either by (1) failing to recognize a signal that is present (probability of a
miss) or by (2) falsely indicating the presence of a signal when none exists (probability of a false
alarm).

When the target-decision process is made by an operator viewing a cathode-ray-tube
display, it would seem that the criterion used by the operator for detection ought to be
analogous to the setting of a threshold, either consciously or subconsciously. The chief differ­
ence between the electronic and the operator thresholds is that the former may be determined
with some logic and can be expected to remain constant with time, while the latter's threshold
might be difficult to predict and may not remain fixed. The individual's performance as part of
the radar detection process depends upon the state of the operator's fatigue and motivation, as
well as training,

The capability of the human operator as part of the radar detection process can be
determined only by experiment. Needless to say, in experiments of this nature there are likely
to be wide variations between different experimenters. Therefore, for the purposes of the
present discussion, the operator will be considered the same as an electronic threshold detec­
tor, an assumption that is generally valid for an alert, trained operator.

The signal-to ,noise ratio necessary to provide adequate detection is one of the important



parameters that must be determined in order to comptite the minimum detectable signal. 
Although the detection decision is usually based on measurements at the video otrtput, it is 
easier to consider maximizing the signal-to-noise ratio at the output of the IF amplifier rather 
than in the video. The receiver may be considered linear irp to the output of the IF. I t  is shown 
by Van Vieck and Middleton3 that maximizing the signal-to-noise ratio at the output of the IF 
is equivalent to maximizing the video output. The advantage of considering the signal-to-noise 
ratio at the IF is that the assumption of linearity may be made. It is also assumed that the IF 
filter characteristic approximates the matched filter, so that the oirtput signal-to-noise ratio is 
maximized. 

2.3 RECEIVER NOISE 

Since noise is the chief factor limiting receiver sensitivity, it is necessary to obtain some means 
of describing it quantitatively. Noise is unwanted electromagnetic energy which interferes with 
the ability of the receiver t o  detect the wanted signal. I t  may originate within the receiver itself, 
or  it may enter via the receiving antenna along with the desired signal. If the radar were to 
operate in a perfectly noise-free environment so that no external sources of noise accompanied 
the desired signal, and if the receiver itself were so perfect that it did not generate any excess 
noise, there would still exist an  unavoidable component of noise generated by the thermal 
motion of the conduction'electrons in the ohmic portions of the receiver input stages. This is 
called thermal noise, o r  Johnson noise, and is directly proportional to  the temperature of the 
ohmic portions of the circuit and the receiver b a n d ~ i d t h . ~ '  The available thermal-noise power 
generated by a receiver' of bandwidth B, (in hertz) a t  a temperature T (degrees Kelvin) is 
equal to 

Available thermal-noise power = kTB, ( 2 . 2 )  

where k = Boltzmann's constant = 1.38 x J/deg. If the temperatiire T is taken to be 
290 K, which corresponds approximately to  room temperature (62"F), the factor kT is 
4 x lo-" W/Hz of bandwidth. If the receiver circuitry were at some other temperature, ttie 
thermal-noise power would be correspondingly different. 

A receiver with a reactance input such as a parametric amplifier need not have any ::! 
significant ohmic loss. The limitation in this case is the thermal noise seen by the antennii and 
the ohmic losses in the transmission line. 

For radar receivers of the superheterodyne type (the type of receiver used for most radar 
applications), the receiver bandwidth is approximately that of the intermediate-freqire~lcy 
stages. It should be cautioned that the bandwidth B, of Eq. (2.2) is not the 3-dB, or  half-power, 
bandwidth commonly employed by electronic engineers. It is an  integrated bandwidth and is 
given by 

where H( f )  = frequency-response characteristic of I F  amplifier (filter) and fo = frequency of 
maximum response (usually occurs at midband). 

When H( f) is normalized . to  unity at  midband (maximum-response frequency), 
H(  fo) = 1. The bandwidth Bn is called the noise bandwidth and is the bandwidth of an equiva- 
lent rectangular filter whose noise-power output is the same as the filter with characteristic 
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parameters that must be determined in order to compute the minimum detectable signal,
Although the detection decision is usually based on measurements at the video output, it is
easier to consider maximizing the signal-to-noise ratio at the output of the IF amplifier rather
than in the video. The receiver may be considered linear up to the output of the IF. It is shown
by Van Vleck and Middleton 3 that maximizing the signal-to-noise ratio at the output of the IF
is equivalent to maximizing the video output. The advantage of considering the signal-to-noise
ratio at the IF is that the assumption of linearity may be made. It is also assumed that the IF
filter characteristic approximates the matched filter, so that the output signal-to-noise ratio is
maximized.

2.3 RECEIVER NOISE

Since noise is the chief factor limiting receiver sensitivity, it is necessary to obtain some means
of describing it quantitatively. Noise is unwanted electromagnetic energy which interferes with
the ability of the receiver to detect the wanted signal. It may originate within the receiver itself,
or it may enter via the receiving antenna along with the desired signal. If the radar were to
operate in a perfectly noise-free environment so that no external sources of noise accompanied
the desired signal, and if the receiver itself were so perfect that it did not generate any excess
noise, there would still exist an unavoidable component of noise generated by the thermal
motion of the conduction' electrons in the ohmic portions of the receiver input stages. This is
called thermal noise, or Johnson noise, and is directly proportional to the temperature of the
ohmic portions of the circuit and the receiver bandwidth.60 The available thermal-noise power
generated by a receiver' of bandwidth BII (in hertz) at a temperature T (degrees Kelvin) is
equal to

Available thermal-noise power = kTBII (2.2)

where k = Boltzmann's constant = 1.38 x 10- 23 Jjdeg. If the temperature T is taken to bl:
290 K, which corresponds approximately to room temperature (62°F), the factor kT is
4 x 10- 21 WjHz of bandwidth. If the receiver circuitry were at some other temperature, thl:
thermal-noise power would be correspondingly different.

A receiver with a reactance input such as a parametric amplifier need not have any
significant ohmic loss. The limitation in this case is the thermal noise seen by the antennii and
the ohmic losses in the transmission line.

For radar receivers of the superheterodyne type (the type of receiver used for most radar
applications), the receiver bandwidth is approximately that of the intermediate-frequency
stages. It should be cautioned that the bandwidth BII of Eq. (2.2) is not the 3-dB, or half-power.
bandwidth commonly employed by electronic engineers. It is an integrated bandwidth and is
given by

(' I H(f) 1
2 df

BII = . - all H(fo) 12 (2.3)

where H(f) = frequency-response characteristic of IF amplifier (filter) and fo = frequency of
maximum response (usually occurs at midband).

When H(f) is normalized' to unity at midband (maximum-response frequency).
H(fo) = 1. The bandwidth B II is called,the noise bandwidth and is the bandwidth of an equiva­
lent rectangular filter whose noise~poweroutput is the same as the filter with characteristic
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I ! ( /  ) '1 lic 3-ti13 I ~ i ~ r ~ t l w i t l t l i  i s  tlcfirictl as tlic scparntioti it1 licrtz betwceri tlie poitits oti tlic 
frequericy-resi~otisc cliaractcristic wliere the response is reduced to 0.707 (3 dB) fro111 its r~iaxi- 
nlilm valric. Tllc 3-dl3 t~i~ndwicith is widely i~sed, since i t  is easy to measure. The meastire~nent 
of rioisc t)aridwicftli. I~owcvcr, irivolves a coriiplete knowledge of tlie resporrse cliaractet.istic 
N(/ ). Tlie rreqiicncy-response cliaracteristics of many practical radar receivers are such that 
tlic 3-dl3 i ~ r i c i  tlic tioisc I~nt~tlwidtlis tlo riot differ appreciably. Tlierefore tlie 3-dl3 I~itnciwidtli 
rnay be used in niatiy cases as an approximation to the rioise bandwidth.' 

The noise power in practical receivers is often greater than can be accounted for by 
thertnal noise alone. The additional noise cotnpotlents are due to mechanisms other than the 
tlierrnal agitation of tlie conduction electrons. For purposes of the present discussion, 
tiowever, the exact origin of tlie extra noise components is not important except to know that 
it exists. No matter whether the noise is generated by a thermal mechanism o r  by some other 
mechanism. tile total tloise at tlie output of the receiver may be considered t o  be equal to  the 
thermal-noise power obtained from an " ideal " receiver multiplied by a factor called the iroise 
fig~rre. The noise figure Fn of a receiver is defined by the equation 

i 

N I: = ---- "-.. - tloise out of practical receiver - 
" kTo BnG,  noise out of ideal receiver at  std temp To 

(2.40) 

where No = rioise output from receiver, and G, = available gain. The standard temperature To 
is taken to be 290 K ,  according to the Institute of Electrical and Electronics Engineers 
definition. 'Tlie noise No is measured over the linear portion of the receiver input-output 
characteristic, usually at the output of tlie IF amplifier before the nonlinear second detector. 
'The receiver bandwidth Bn is that of tlie IF aniplifier in most receivers. The available gain G, is 
tlie ratio of the signal out So to the signal in Si, and kTo Bn is the input noise Ni in an ideal 
receiver. Equation (2.40) may be rewritten as 

The noise figure may be interpreted, therefore, as a measure o f  the degradation of signal-to- 
noise-ratio as the signal passes through the receiver. 

j Rearranging Eq. (2.417). the input signal may be expressed as 

I f  the minimum detectable signal S,,, is that value of S I  corresponding to the minimum ratio of 
output (IF) signal-to-noise ratio ( S o / N o ~ i n  necessary for detection, then 

Substituting Eq. (2.6) into Eq. (2.1) results in the following form of the radar equation: 

Before continuing the discussion of the factors involved in the radar equation, it is 
necessary to digress and review briefly some topics in probability theory in order to describe 
the signal-to-noise ratio in statistical terms. 
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11(1), The J-t1B handwidth is defined as the separation in hertz hetween the points on the
frequency-response characteristic whcrc thc responsc is reduced to 0.707 (3 dB) from its maxi­
mUIll valuc. Thc 3-d B handwidth is widely lIscd. since it is easy to measure. The measurement
of noise bandwidth. however. involves a complctcknowlcdge of the respollse charactcristic
/-1(/). The frequcncy-responsc characteristics of many practical radar receivers are such that
thc 3-dB and the noise handwidths do 1I0t differ appreciahly. Therefore the 3-dB bandwidth
may be used in many cases as an approximation to the noise bandwidth. 2

The noise power in practical receivers is often greater than can be accounted for by
thermal noise alone. The additional noise components are due to mechanisms other than the
thermal agitation of the conduction electrons. For' purposes of the present discussion.
however, the exact origin of the extra noise components is not important except to know that
it exists. No matter whether the noise is generated by a thermal mechanism or by some other
mechanism. the total noise at the output of the receiver may be considered to be equal to the
thermal-noise power obtained from an " ideal" receiver multiplied by a factor called the "oise
figure. The noise figure Fn of a receiver is defined by the equation

r =~!'-__ = noise out of practical receiver
n kToBnGo noise out of ideal receiver at std temp To

(2.4a)

where No = noise output from receiver, and Go = available gain. The standard temperature To
is taken to be 290 K. according to the Institute of Electrical and Electronics Engineers
definition. The 1I0ise No is mcasured over the linear portion of the receiver input-output
characteristic. usually at the output of the IF amplifier before the nonlinear second detector.
The receiver bandwidth Bn is that of the IF amplifier in most receivers. The available gain Go is
the ratio of the signal out So to the signal in Sj, and kToBn is the input noise N j in an ideal
receiver. Equation (2.4a) may be rewritten as

(2.4b)

The noise figure may be interpreted, therefore, as a measure of the degradation of signal-to­
noise-ratio as the signal passes through the receiver.

Rearranging Eq. (2.4"). the input signal may be expressed as

(2.5)

If the minimum detectable signal Smln is that value of SI corresponding to the minimum ratio of
output (I F) signal-to-noise ratio (So /N o~ln necessary for detection. then

(2.6)

Substituting Eq. (2.6) into Eq. (2.t) results in the following form of the radar equation:

(2.7)

Before continuing the discussion of the factors involved in the radar equation. it is
necessary to digress and review briefly some topics in probability theory in order to describe
the signal-to-noise ratio in statistical terms.
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2.4 PROBABILITY-DENSITY FUNCTIONS 

The basic concepts of probability theory needed in solving noise problems may be found in 
any of several In this section we shall briefly review probability and the 
probability-density function and cite some examples. 

Noise is a random phenomenon. Predictions concerning the average performance of 
random phenomena are possible by observing and classifying occurrences, but one cannot 
predict exactly what will occur for any particular event. Phenomena of a random nature can be 
described with the aid of probability theory. 

Probability is a measure of the likelihood of occurrence of an event. The scale of probabil- 
ity ranges from 0 to 1.t An event which is certain is assigned the probability 1. An impossible 
event is assigned the probability 0. The intermediate probabilities are assigned so that the 
more likely an event, the greater is its probability. 

One of the more useful concepts of probability theory needed to analyze the detection of 
signals in noise is the probability-density function. Consider the variable x as representing a 
typical measured value of a random process such as a noise voltage or current. Imagine each x 
to define a point on a straight line corresponding to the distance from a fixed reference point. 
The distance of x from the reference point might represent the value of the noise current or the 
noise voltage. Divide the line into small equal segments of length Ax and count the number of 
times that x falls in each interval. The probability-density function p(x) is then defined as 

(number of values in range AX at x)/Ax 
p(x) = lim (2.8) 

AX-o total number of values = N 
N-rm 

The probability that a particular measured value lies within the infinitesimal width d s  
centered at x is simply p(x) dx. The probability that the value of x lies within the finite rangz 
from x l  to x2 is found by integrating p(x) over the range of interest, or 

X2 

Piobability (x, < x < x2) = 1 p(x) dx 
X I  

By definition, the probability-density function is positive. Since every measurement must yield 
some value, the integral of the probability density over all values of x must be equal to unity; . j  
that is, 

The average value of a variable function, +(x), that is described by the probability-density 
function, p(x), is 

This follows from the definition of an average value and the probability-density function. The 
mean, or average, value of x is 

t Probabilities are sometimes expressed in percent (0 to 100) rather than 0 to 1. 

(2.9)
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2.4 PROBABILITY-DENSITY FUNCTIONS

The basic concepts of probability theory needed in solving noise problems may be found in
any of several references.4-8 In this section we shall briefly review probability and the
probability-density function and cite some examples.

Noise is a random phenomenon. Predictions concerning the average performance of
random phenomena are possible by observing and classifying occurrences, but one cannot
predict exactly what will occur for any particular event. Phenomena of a random nature can be
described with the aid of probability theory.

Probability is a measure of the likelihood of occurrence of an event. The scale of probabil­
ity ranges from 0 to l.t An event which is certain is assigned the probability 1. An impossible
event is assigned the probability O. The intermediate probabilities are assigned so that the
more likely an event, the greater is its probability.

One of the more useful concepts of probability theory needed to analyze the detection of
signals in noise is the probability-density function. Consider the variable x as representing a
typical measured value of a random process such as a noise voltage or current. Imagine each x
to define a point on a straight line corresponding to the distance from a fixed reference point.
The distance of x from the reference point might represent the value of the noise current or the
noise voltage. Divide the line into small equal segments of length ~x and count the number of
times that x falls in each interval. The probability-density function p(x) is then defined as

() 1
. (number of values in range ~x at x)1~x

p x = 1m (2.8)
&X-'O total number of values = NN-.oo

The probability that a particular measured value lies within the infinitesimal width dx
centered at x is simply p(x) dx. The probability that the value of x lies within the finite range
from x 1 to X2 is found by integrating p(x) over the range of interest, or

Probability (Xl < X < X2) = f2 p(x) dx
XI

By definition, the probability-density function is positive. Since every measurement must yield
some value, the integral of the probability density over all values of x must be equal to unity;
that is,

fOO p(x) dx = 1
-00

(2.10)

The average value of a variable function, q,(x), that is described by the probability-density
function, p(x), is

(q,(x).v = foo q,(x)p(x) dx
-00

(2.1l)

This follows from the definition of an average value and the probability-density function. The
mean, or average, value of x is

(x).v = ml = f00 xp(x) dx
-00

t Probabilities are sometimes expressed in percent (0 to 1(0) rather than 0 to 1.

(2.12 )



and tlie mean square value is 
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'Tlie quantities in, and l,lz are sometimes called the first and second moments o f  the random 
variable .u. I f  .u represents an electric voltage or  current, inl is the d-c component. It is the value 
read by a direct-curretlt voltmeter o r  ammeter. The mean square value (nt,) of the current 
wl~eri rrlllltiplied by tile resistaricet gives the mean power. The mean square value of voltage 
times tlie conductance is also the mean power. The variarlce is defined as 

The variance is tile meall square deviation of x about its mean and is sometimes called the 
secorld ceiltral rnonrcllt. If the random variable is a noise current, the product of the variance 

'/a and resistance gives the mean power of the a-c component. The square root of the variance o is 
called the stclrldard deviatioit and is the root-mean-square (rms) value of the a-c component. 

We shall consider four examples of probability-density functions: the uniform, gaussian, 
Rayleigh, and exponential. The uniform probability-density (Fig. 2 . 2 ~ )  is defined as 

Ik f o r a < x < a + b  
/I(.Y) = 

\O for .w < a and x > a + b 

t 111 ~ ioise  theory i t  is customary to take the resistance as 1 ohm or the conductance as 1 mho. 

Figure 2.2 Examples of probability-density functions. (a) Unlform; (6) Gaussian; (c) Rayleigh (voltage); 
( d )  Rayleigtl (power) or exponential. 
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and the mean square value is

(x 2 )av = 1112 = r'XJ X
2

p(X) dx
• - co

(2.13)

The quantities 111 I and 1112 are sometimes called the first and second moments of the random
variable x. If x represents an electric voltage or current, 1111 is the d-c component. It is the value
read hy a direct-current voltmeter or ammeter. The mean square value (m2) of the current
when multiplied by the resistancet gives the mean power. The mean square value of voltage
times the conductance is also the mean power. The variance is defined as

Il2 = (12 = «(x - /IId 2
)" = f (x - 11Id 21'(x) c1x = 1112 - 11Ii = (x 2 ).v - (x);v (2.14)

-co

The variance is t he mean square deviation of x about its mean and is sometimes called the
secOIld central moment. If the random variable is a noise current, the product of the variance
and resistance gives the mean power of the a-c component. The square root of the variance (J is
called the standard deviation and is the root-mean-square (rms) value of the a-c component.

We shall consider four examples of probability-density functions: the uniform, gaussian,
Rayleigh. and exponential. The uniform probability-density (Fig. 2.2£1) is defined as

I'(x) = l~
for Q < X < Q + b

for x < Q and x > Q + b

tin noise theory it is customary to take the resistance as 1 ohm or the conductance as 1 mho.

a

a

(a)

(c I

x

x a
(d)

x

w

f<iRure 2.2 Examples of probability-density functions. (0) Umform; (b) Gaussian; (c) Rayleigh (voltage);
(d) Rayleigh (power) or exponential.
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where k is a constant. A rectangular, or uniform, distribution describes the phase of a random 
sine wave relative to a particular origin of time; that is, the phase of the sine wave may be 
found, with equal probability, anywhere from 0 to 2n, with k = 1121s. I t  also applies to the 
distribution of the round-off (quantizing) error in numerical computations and in analog-to- 
digital converters. 

The constant k may be found by applying Eq. (2.10); that is, 

The average value of x is 

This result could have been determined by inspection. The second-moment, or mean square, 
value is 

and the variance is 

a = standard deviation = 
b 

rJj 
The gaussian, or normal, probability density (Fig. 2.2b) is one of the most important in 

noise theory, since many sources of noise, such as thermal noise or shot noise, may be 
represented by gaussian statistics. Also, a gaussian representation is often more convenient to 
manipulate mathematically. The gaussian density function has a bell-shaped appearance and 
is defined by 

where exp [ ] is the exponential function, and the parameters have been adjusted to satisfy the 
normalizing condition of Eq. (2.10). It can be shown that 

* - m  -02 

The probability density of the sum of a large number of independently distributed quanti- 
ties approaches the gaussian probability-density function no matter what the individual dis- 
tributions may be, provided that the contribution of any one quantity is not comparable with 
the resultant of all others. This is the central limit theorem. Another property of the gaussian 
distribution is that no matter how large a value x we may choose, there is always some finite 
probability of finding a greater value. If the noise at the input of the threshold detector were 
truly gaussian, then no matter how high the threshold were set, there would always be a chance 
that it would be exceeded by noise and appear as a false alarm. However, the probability 
diminishes rapidly with increasing x, and for all practical purposes the probability of obtaining 
an exceedingly high value of x ,is negligibly small. 

The Rayleigh probabi~itydensit~ function is also of special interest to the radar systems 
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1
k=­

b
or

where k is a constant. A rectangular, or uniform, distribution describes the phase of a random
sine wave relative to a particular origin of time; that is, the phase of the sine wave may be
found, with equal probability, anywhere from 0 to 2n, with k = If2n. It also applies to the
distribution of the round-ofT (quantizing) error in numerical computations and in analog-to­
digital converters.

The constant k may be found by applying Eq. (2.10); that is,

00 a+bf p(x) dx = f k dx = 1
- 00 IJ

The average value of x is

lJ+b 1 b
mt = f -x dx = a +-

IJ b 2

This result could have been determined by inspection. The second-moment, or mean square,
value is

and the variance is

(1 =standard deviation =~
2'1' 3

The gaussian, or normal, probability density (Fig. 2.2b) is one of the most important in
noise theory, since many sources of noise, such as thermal noise or shot noise, may be
represented by gaussian statistics. Also, a gaussian representation is often more convenient to
manipulate mathematically. the gaussian density function has a bell-shaped appearance and
is defined by

1 -(x - xo)2
p(x)=J 2 exp 2 2 (2.15)2n(1 (1

where exp [ ] is the exponential function, and the parameters have been adjusted to satisfy the
normalizing condition of Eq. (2.10). It can be shown that

.00

mt = I xp(x) dx = Xo
• - 00

m2 = rlX) x2p(x) dx = x5 + (1:

• - IX)

The probability density of the sum ofa large number of independently distributed quanti­
ties approaches the gaussian probability-density function no matter what the individual dis­
tributions may be, provided that the contribution of anyone quantity is not comparable with
the resultant of all others. This is the (entrallimit theorem. Another property of the gaussian
distribution is that no matter how large a value x we may choose, there is always some finite
probability of finding a greater value. If the noise at the input of the threshold detector were
truly gaussian, then no matter how high the threshold were set, there would always be a chance
that it would be exceeded by noise and appear as a false alarm. However, the probability
diminishes rapidly with increasing x, and for all practical purposes the probability of obtaining
an exceedingly high value of X ,is negligibly small.

The Rayleigh probability-density function is aiso of special interest to the radar systems



erigirice~ 11 tlescr i l~cs t l ~ c  eriveloi~c of (lie ~ioisc outlxrt fro111 ii rlar r.owbatld filtcr (sucli as tile IF 
filter iri a sr~pcrheterotlyne receiver). tile cross-section fluctuatioris of certain types of conlplex 
radar targets. arid rnariy kinds of clutter arid weather echoes. The Rayleigh density function is 

Tliis is plottetf iri Fig. 2.2~. Tlie parameter .u might represent a voltage, and (.u2),, the mean, or 
average, valirc of tlic voltage squar-ed. I f  .uZ is replaced by w, wlierc kc represents power instead 
of voltage (assuming the resistance is I ohm), Eq. (2.17) becomes 

1 
P ( w )  = exp ( - ,v 2 o 

"'0 

where H., is tlie average power. This is tlie exponential probability-density function, but i t  is 
sornetiriie5 called the Rayleigh-power probability-density function. It is plotted in Fig. 2.2d. 

, ?'lie starid:trd dcviatiori of the Kayleigli density of Eq. (2.17) is equal to J(4 /n)  - 1 times tlie 
mean valuc, arid for tile cxponeritial density of Eq. (2.18) tlie standard deviation is equal to w o .  

'l'licrc ate  otlicr pr ot~ability-density functions of interest in radar, such as the Rice, log norrnal, 
arid tlie chi square. I'liese will be introduced as needed. 

Ariotlicr rriathcrnatical description of statistical phenomena is the probability distrihrrtiot~ 
J i r r ~ c . t i r , r ~  f'(u), dclined as tile probability tliat tile value x is less than some specified value 

111 sorrie cases, tlie distribution function may be easier to obtain from an experimental set of 
data tlian the derisity function. Tlie density function may be found from the distribution 
futiction by dilferen tiatiori. 

2.5 SIGNAL-TO-NOISE RATIO 

: In  this section tile results of statistical noise theory will be applied to obtain the signal-to-noise 
ratio at the output of the IF amplifier necessary to  achieve a specified probability of detection 
without exceeding a specified probability of false alarm. The output signal-to-noise ratio thus 
obtained rnay be substituted into Eq. (2.6) to  find the minimum detectable signal, which, in 
turn. is used in the radar equation, as in Eq. (2.7). 

Corisider an IF amplifier with bandwidth BIF followed by a second detector and a video 
arnplificr witli baridwidth B,. (Fig. 2.3). Tlie second detector and video amplifier are assumed 
to form an envelope detector, that is, one which rejects the carrier frequency but passes the 
niodulation envelope. T o  extract the modulation envelope, the video bandwidth must be wide 
enough to  pass the low-frequency components generated by the second detector, but not s o  wide 
as to pass the high-frequency components at  or  near the intermediate frequency. The video 
bandwidth B,, must be greater than BIF/2 in order to pass all the video modulation. Most radar 
receivers used in conjunction with an operator viewing a CRT display meet this condition and 
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Figure 2.3 Envelope detector. 
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cnginccr, It dcscrihes thc cnvclopc of thc noisc output from a narrowoandfilter (such asJhe IF
filter in a superheterodyne receiver). the cross-section l1uctuations of certain types of complex
radar targets. and many kinds of clutter and weather echoes. The Rayleigh density function is

(2.17)x~O2x ( X
2

)I'(X) = 2 exp - i<x ).v <x >av

This is plotted in Fig. 2.2c. The parameter x might represent a voltage, and <x 2 >." the mean, or
average. value of the voltage squared. If x 2 is replaced oy w, where w represents power instead
of voltage (assuming the resistance is 1 ohm), Eq. (2.17) becomes

1 (w )p(w) = ---- exp - ----
Wo Wo

W;:o::O (2.18 )

where \\'0 is the average power. This is the exponential probability-density function, but it is
sometimes called the Rayleigh-power probability-density function. It is plotted in Fig. 2.2d.
The standard deviation of the Rayleigh density of Eq. (2.17) is equal to J(4/n) - 1 times the
mean value. and for the exponential density of Eq. (2.18) the standard deviation is equal to wo.
There are other probaoility-density functions of interest in radar, such as the Rice, log normal,
and the chi square. These will oe introduced as needed.

Another mathematical description of statistical phenomena is the probability distrinlttioll
timetioll l'(x). defined as the probability that the value x is less than some specified value

.x

P(x)= I p(x)dx
-00

or
d

p(x) = dx P(x) (2.19)

In some cases, the distribution function may be easier to obtain from an experimental set of
data than the density function. The density functi<?n may be found from the distribution
function by differentiation.

2.5 SIGNAL-TO-NOISE RATIO

In this section the results of statistical noise theory will be applied to obtain the signal-to-noise
ratio at the output of the IF amplifier necessary to achieve a specified probability of detection
without exceeding a specified probability of false alarm. The output signal-to-noise ratio thus
ootained may be substituted into Eq. (2.6) to find the minimum detectable signal, which, in
turn. is used in the radar equation, as in Eq. (2.7).

Consider an IF amplifier with bandwidth BtF followed by a second detector and a video
amplifier with bandwidth 8,. (Fig. 2.3). The second detector and video amplifier are assumed
to form an envelope detector, that is, one which rejects the carrier Irequency but passes the
modulation envelope. To extract the modulation envelope, the video bandwidth must be wide
enough to pass the low-frequency components generated by the second detector, but not so wide
as to pass the high-frequency components at or near the intermediate frequency. The video
bandwidth Bt• must be greater than B1F/2 in order to pass all the video modulation. Most radar
receivers used in conjunction with an operator viewing a CRT display meet this condition and
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may be considered envelope detectors. Either a square-law or  a linear detector may be 
assumed since the effect on the detection probability by assuming one instead of the other is 
iisually small. 

The noise entering the I F  filter (the terms filter and amplifier are used interchangeably) is 
assumed to be gaussian, with probability-density function given by 

where p(v) do is the probability of finding the noise voltage v between the values of 11 and 
v + dl,, $o is the variance, or  mean-square value of the noise voltage, and the mean value of 11 is 
taken to be zero. If gaussian noise were passed through a narrowband IF filter-one whose 
bandwidth is small compared with the midfrequency-the probability density of the envelope 
of the noise voltage output is shown by Riceg to be 

where R is the amplitude of the envelope of the filter output. Equation (2.21) is a form of the 
Rayleigh probability-density function. 

The probability that the envelope of the noise voltage will lie between the values of V ,  and 
V2 is 

v 2  R  
Probability (V, < R  < V2)  = - exp ( -  5) d R  

v ,  +o 2+0 

The probability that the noise voltage envelope will exceed the voltage threshold V,- is 

" R  
Probability (VT < R < m) = [ - exp ( -  c) dR 

v7. $0 2$ 0 

= exp ( -  2) = P,, 

Whenever the voltage envelope exceeds the threshold, a target detection is considered to have - ?  

occurred, by definition. Since the probability of a false alarm is the probability that noise will 
cross the threshold, Eq. (2.24) gives the probability of a false alarm, denoted PI,. 

The average time interval between crossings of the threshold by noise alone is defined as 
the filse-alarm time 3, , 

I N  Ta = lim -- 
N - + W  N k = ~  

where & is the time between crossings of the threshold VT by the noise envelope, when the 
slope of the crossing is positive. The false-alarm probability may also be defined as the ratio of 
the duration of time the envelope is actually above the threshold to the total time i t  coirld have 
been above the threshold, o r  

N - 
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may be considered envelope detectors. Either a square-law or a linear detector may be
assumed since the effect on the detection probability by assuming one instead of the other is
usually small.

The noise entering the IF filter (the terms filter and amplifier are used interchangeably) is
assumed to be gaussian, with probability-density function given by

1 - v2

p(v) = J exp 2.1,
2rrt/Jo 'PO

(2.20)

where p(v) dv is the probability of finding the noise voltage v between the values of I' and
v + dv, t/Jo is the variance, or mean-square value of the noise voltage, and the mean value of I' is
taken to be zero. If gaussian noise were passed through a narrowband IF filter-one whose
bandwidth is small compared with the midfrequency-the probability density of the envelope
of the noise voltage output is shown by Rice9 to be

R (R 2

)p(R) = - exp --
t/Jo 2t/Jo

(2.21 )

where R is the amplitude of the envelope of the filter output. Equation (2.21) is a form of the
Rayleigh probability-density function.

The probability that the envelope of the noise voltage will lie between the values of VI and
V2 is

The probability that the noise voltage envelope will exceed the voltage threshold Vr is

<Xl R (R 2
)Probability (VT < R < (0) = J T exp - 2.1, dR

Vr 'PO 'Po

( V})
= exp - 2ljJo = Pfa

(2.22)

(2.13)

(2.24 )

Whenever the voltage envelope exceeds the threshold, a target detection is considered to have
occurred, by definition. Since the probability of a false alarm is the probability that noise will
cross the threshold, Eq. (2.24) gives the probability of a false alarm, denoted Pfa .

The average time interval between crossings of the threshold by noise alone is defined as
the false-alarm time Tra,

. I N

7fa = lIm -N° L 1k
N-+<Xl k='l

where 1k is the time between crossings of the threshold VT by the noise envelope, when the
slope of the crossing is positive. The false-alarm probability may also be defined as the ratio of
the duration of time the envelope is actually above the threshold to the total time it cOllld have
been above the threshold, or

(2.25)
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Figure 2.4 Envelope of receiver output illustrating false alarms due to noise. 

where t ,  and & are defined in Fig. 2.4. The average duration of a noise pulse is approximately 
the reciprocal of the bandwidth B, which in the case of the envelope detector is BIF. Equating 
Eqs. (2.24) and (2.25) we get 

1 v", 3, = - exp - 
BIF 21//0 

A plot of Eq. (2.26) is shown in Fig. 2.5, with V;/2t,bo as the abscissa. If, for example, the 
bandwidth of the IF amplifier were 1 MHz and the average false-alarm time that could be 
tolerated were 15 nlin, the probability of a fdse alarm is 1.1 1 x lo-'. From Eq. (2.24) the 
threshold voltage necessary to achieve this false-alarm time is 6.45 times the rms value of the 
noise voltage. 

The false-alarm probabilities of practical radars are quite small. The reason for this is that 
the false-alarm probability is the probability that a noise pulse will cross the threshold during 
an interval of time approximately equal to the reciprocal of the bandwidth. For a 1-MHz 
bandwidth, there are of the order of 106 noise pulses per second. Hence the false-alarm 
probability of any one pulse must be small ( < if false-alarm times greater than 1 s are to 
be obtained. 

The specification of a tolerable false-alarm time usually follows from the requirements 
desired by the customer and depends on the nature of the radar application. The exponential 
relationship between the false-alarm time Tfa and the threshold level VT results in the false- 
alarm time being sensitive to variations or instabilities in the threshold level. For example, i f '  
the batidwidtll were 1 MHz, a value of 10 log (V$/2t,bo) = 12.95 dB results in an average 
false-alarm time of 6 min, while a value of 14.72 dB results in a false-alarm time of 10,000 h. 
Thus a change in the threshold of only 1.77 dB changes the false-alarm time by five orders of 
magnitude. Such is the nature of gaussian noise. In practice, therefore, the threshold level 
would probably be adjusted slightly above that computed by Eq. (2.26), so that instabilities 
which lower the threshold slightly will not cause a flood of false alarms. 

I f  the receiver were turned off (gated) for a fraction of time (as in a tracking radar with a 
servo-controlled range gate or a radar which turns off the receiver during the time of transmis- 
sion), the false-alarm probability will be increased by the fraction of time the receiver is not 
operative assuming that the average false-alarm time remains the same. However, this is 
usually not important since small changes in the probability of false alarm result in even 
smaller changes in the threshold level because of the exponential relationship of Eq. (2.26). 

Thus far, a receiver with only a noise input has been discussed. Next, consider a sine-wave 
signal of amplitude A to be present along with noise at the input to the IF filter. The frequency 
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Figure 2.4 Envelope of receiver output illustrating false alarms due to noise.

where tk and 7k are defined in Fig. 2.4. The average duration of a noise pulse is approximately
the reciprocal of the bandwidth B, which in the case of the envelope detector is BIF . Equating
Eqs. (2.24) and (2.25), we get

1 V}
1[3 = B

1F
exp 2t/to

A plot of Eq. (2.26) is shown in Fig. 2.5, with V} /2t/to as the abscissa. If, for example, the
bandwidth of the IF amplifier were I MHz and the average false-alarm time that could be
tolerated were 15 min, the probability of a false alarm is 1.11 x 10- 9

• From Eq. (2.24) the
threshold voltage necessary to achieve this false-alarm time is 6.45 times the rms value of the
noise voltage.

The false-alarm probabilities of practical radars are quite small. The reason for this is that
the false-alarm probability is the probability that a noise pulse will cross the threshold during
an interval of time approximately equal to the reciprocal of the bandwidth. For a I-MHz
bandwidth, there are of the order of lQ6 noise pulses per second. Hence the false-alarm
probability of anyone pulse must be small ( < 10- 6) if false-alarm times greater than 1 s are to
be obtained.

The specification of a tolerable false-alarm time usually follows from the requirements
desired by the customer and depends on the nature of the radar application. The exponential
relationship between the false-alarm time 1[3 and the threshold level VT results in the false­
alarm time being sensitive to variations or instabilities in the threshold level. For example, if'
the bandwidth were I MHz, a value of 10 log (V}/2t/to) = 12.95 dB results in an average
false-alarm time of 6 min, while a value of 14.72 dB results in a false-alarm time of 10,000 h.
Thus a change in the threshold of only 1.77 dB changes the false-alarm time by five orders of
magnitude. Such is the nature of gaussian noise. In practice, therefore, the threshold level
would probably be adjusted slightly above that computed by Eq. (2.26), so that instabilities
which lower the threshold slightly will not cause a flood of false alarms.

If the recelver were turned off (gated) for a fraction of time (as in a tracking radar with a
servo-controlled range gate or a radar which turns otT the receiver during the time of transmis­
sion), the false-alarm probability will be increased by the fraction of time the receiver is not
operative assuming that the average false-alarm time remains the same. However, this is
usually not important since small changes in the probability of false alarm result in even
smaller changes in the threshold level because of the exponential relationship of Eq. (2.26).

Thus far, a receiver with only a noise input has been discussed. Next, consider a sinc:-wave
signal of amplitude A to be present along with noise at the input to the IF filter. The frequency
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Figure 2.5 Average time between false alarms as a function of the threshold level I/, and thc receiver 
bandwidth 8; (I/, is the mean square noise voltage. 

3 
of the signal is the same as the IF midband frequencyhF. The outpul or the envelope detector 
has a probability-density function given by9 

where l o ( Z )  is the modified Bessei function of zero order and argument Z. For Z large, an  
asymptotic expansion for i o ( Z )  is 

When the signal is absent, A = 0 and Eq. (2.27) reduces to  Eq. (2.21),  the probability-density 
function for noise alone. Equation (2.27) is sometimes called the Rice probability-density 
function. 

The probability that the ;ignal will be detected (which is the probability ofdetenio,,) is the 
same as the probability that the envelope R will exceed the predetermined threshold V T .  The 
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Figure 2.5 Average time between false alarms as a function of the threshold level V, and the receiver
bandwidth B; "'0 is the mean square noise voltage.

of the signal is the same as the IF midband frequency J.F' The output of [he envelope detec~or

has a probability-density function given by9

(2.27)R (R 2
+ A2) (RA)

pAR) = "'0 exp - 2"'0 10 "'0
where 10(Z) is the modified Bessel function of zero order and argument Z. For Z large, an
asymptotic expansion for 10(Z) is

10(Z) ~ -& (1 + _1 + ...)
v 2nZ 8Z

When the signal is absent, A = 0 and Eq. (2.27) reduces to Eq. (2.21), the probability-density
function for noise alone. Equation (2.27) is sometimes called the Rice probability-density
function.

The probability that the signal will be detected (which is the probability ofdetection) is the
same as the probability that the envelope R will exceed the predetermined threshold VT • The



probability' of detection f', is therefore 

This cannot he evaluated by sirnple nleans, and numerical techniques or a series approxima- 
tion must be used. A series approximation valid when R A / $ o  % 1, A 9 I R - A 1 ,  and terms in 
A -  and beyond can be neglected is9 

VT - A 1 + (VT - A)2 /$o  
X [ I -  

4 ~ - -  + - 

- . . .  
8 A  2/rC/0 

where tlie error fu~lction is defined as 

erf Z = - 

A graphic illustratior~ of the process of threshold detection is shown in Fig. 2.6. The 
probability density for noise alone [Eq. (2.21)] is plotted along with that for signal and noise 
[Eq. ( 2 . 27 )J  with /I/(/:!* = 3. A t l~resl~old voltage VT/$;12 = 2.5 is shown. The crosshatched 
area to the right of I ~ , / $ : ' ~  under the curve for signal-plus-noise represents the probability of 
detection. while the double-crosshatched area under the curve for noise alone represents the 
probability of a false alarm. If v ~ / $ ; ' ~  is increased to reduce the probability of a false alarm, 
the probability of detection will be reduced also. 

Equation ( 2 . 2 9 )  may be used to plot a family of curves relating the probability of detection 
to the threshold voltage and to  the amplitude of tlie sine-wave signal. Although the receiver 
designer prefers to  operate with voltages, it is more convenient for the radar system engineer to 
ernploy power relationships. Equation ( 2 . 29 )  may be converted to  power by replacing the 
signal - to  -rrns-noise-voltage ratio with the following: 

.I signal amplitude f i ( r m s  signal voltage) 
.-.- - - - = ( 2  signal power) ' I 2  = (:) - ' 1 2  

d , : , I 2  - rrns noise voltage rms noise voltage noise power 

We shall also replace If;/2rC/, by In ( l / P , , )  [from Eq. (2 .24)) .  Using the above relationships, 
the probability of detection is plotted in Fig. 2.7 as a function of the signal-to-noise ratio with 
the probability of a false alarm as a parameter. 

Figure 2.6 Probability-density function for noise alone 
arid for signal-plus-noise, illustrating the process of 
tl~resl~old detection. 

(2.28)
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probability' of detection I'd is therefore

Pd = .(~ {ls{R} dR = (~~~ exp ( - R
2

2:
o
A

2

)10(~:) dR

This cannot he evaluated by simple means, and numerical techniques or a series approxima­
tion must be uscd. 1\ serics approximation valid when RANo ~ 1, A ~ IR - A I, and terms in
A - 3 and beyond can be neglected is9

I ( VI -- A)I'd = I - err , ..
2 'v

i 2t/t ()

(2.29)

where the error function is dcfincd as

2 r7.erf Z = -7: e- u2 du
V 1t·o

1\ graphic illustration of the process of threshold detection is shown in Fig. 2.6. The
prohahility dcnsity for noise alone [Eq. (2.21)] is plotted along with that for signal and noise
[Eq. (2.27)] with ANb!2 = 3. A threshold voltage VTNlP = 2.5 is shown. The crosshatched
area to the right of VT NlP under the curve for signal-plus-noise represents the probability of
detection. while the douhle-crosshatched area under the curve for noise alone represents the
prohability of a false alarm. If VT Nbl2 is increased to reduce the probability of a false alarm,
the probability of detection will be reduced also.

Equation (2.29) may be used to plot a family of curves relating the probability of detection
to the threshold voltage and to the amplitude of the sine-wave signal. Although the receiver
designer prefers to operate with voltages, it is more convenient for the radar system engineer to
employ power relationships. Equation (2.29) may be converted to power by replacing the
signal to· rms-noise-voltage ratio with the following:

_.~__ = ~!~n~_l_~~plitude = J2(rms signal voltage) = (2 signal power) 112 = (25) 112

t/t l/ 2 rms noise voltagc rms noise voltage noise power N

We shall also replace Vi-/2t/Jo by In (l/Pra ) [from Eg. (2.24)]. Using the above relationships,
thc probability of detection is plotted in Fig. 2.7 as a function of the signal-to-noise ratio with
the probability of a false alarm as a parameter.
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4 6 8 " 10 12 14 16 18 20  
(S/N ), , signal-to-noise ratio, dB 

Figure 2.7 Probability of detection for a sine wave in noise as a function of the signal-to-noise (power) 
ratio and the probability of false alarm. .I 

Both the false-alarm time and the detection probability are specified by the system require- 
ments. The radar designer computes the probability of the false alarm and from Fig. 2.7 
determines the signal-to-noise ratio. This is the signal-to-noise ratio that is used in tht: eqlta- 
tion for minimum detectable signal [Eq. (2.6)]. The signal-to-noise ratios of Fig. 2.7 apply to a 
single radar pulse. For example, suppose that the desired false-alarm time was 15 min and tllc 
IF bandwidth was 1 MHz. This gives a false-alarm probability of 1.1 1 x lo-'. Figure 2.7 
indicates that a signal-to-noise ratio of 13.1 dB is required to yield a 0.50 probability of 
detection, 14.7 dB for 0.90, and 16.5 dB for 0.999. 

There are several interesting facts illustrated by Fig. 2.7. At first glance, it might seem that 
the signal-to-noise ratio required for detection is higher than that dictated by intuition, even 
for a probability of detection of 0.50. One might be inclined to say that so long as the signal is 
greater than noise, detection should be accomplished. Such reasoning may not be correct when 
the false-alarm probability is properly taken into account. Another interesting effect to be 
noted from Fig. 2.7 is that a change of only 3.4 dB can mean the difference between reliable 
detection (0.999) and marginal detection (0.50). (When the target cross section fluctuates, the 
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Figure 2.7 Probability of detection for a sine wave in noise as a function of the signal-to-noise (power)
ratio and the probability of false alarm.

Both the false-alarm time and the detection probability are specified by the system require­
ments. The radar designer computes the probability of the false alarm and from Fig. 2.7
determines the signal-to-noise ratio. This is the signal-to-noise ratio that is used in the equa­
tion for minimum detectable signal [Eq. (2.6)]. The signal-to-noise ratios of Fig. 2.7 apply to a
single radar pulse. For example, suppose that the desired false-alarm time was 15 min and tht:
IF bandwidth was 1 MHz. This gives a false-alarm probability of 1.11 x 10- 9

. Figure 2.7
indicates that a signal-to-noise ratio of 13.1 dB is required to yield a 0.50 probability of
detection, 14.7 dB for 0.90, and 16.5 dB for 0.999.

There are several interesting facts illustrated by Fig. 2.7. At first glance, it might seem that
the signal-to-noise ratio required for detection is higher than that dictated by intuition, even
for a probability of detection of 0.50. One might be inclined to say that so long as the signal is
greater than noise, detection should be accomplished. Such reasoning may not be correct when
the false-alarm probability is properly taken into account. Another interesting effect to be
noted from Fig. 2.7 is that a change of only 3.4 dB can mean the difference between reliable
detection (0.999) and marginal detection (0.50). (When the target cross section fluctuates, the



change iri signal-to-rioise ratio is much greater than this for a given change in detection 
probability, as discussed in Sec. 2.8.) Also, the signal-to-noise ratio required for detection is 
not a serisitive functioti of the false-alarm time. For example, a radar with a 1 -MHz bandwidth 
requires a signal-to-rioise ratio of 14.7 dl3 for a 0.90 probability of detection and a 15-min 
false-alarni irne. 1 f r lie false-alarnl (irrle were increased from 15 rnin to 24 h, the signal-to-noise 
ratio would he iricreascd to 15.4 dI3. I f  the false-alarm tinie were as high as 1 year, the required 
sigllal-to-rioisc ratio wot~ld Ijc 16.2 dl3. 

2.6 INTEGRA'TION OF RADAR PULSES 

'I'lic r cli~tiorisliil~ t)ctwcct~ tlic siglial-to-lioisc iatio, tlic probability ofdctcctioti, aucl tltc 11l.oI1- 
ability of false alarrn as giver1 in Fig. 2.7 applies for a single pulse only. However, many pulses 
;it c 11sl1;11ly I C ' I I I I  IIC'CI 11 0111 ; ~ r i y  1x11 tic~lli~r tar gct oti each radar scari and can be used to iri~prove 
dctcctloti I lie rir~rril~cr of ~ ~ r ~ l s c s ~ r ~ ,  rcturlicd from a point target as the radar antellria scaris 
tIiro\~gIi r t ~  1~~;111iwidtl1- IF  

1 

- -7 -. - 

' I s -  @ 6 9 - b  
(2.30) 

wlierc On = antenna bearnwidtli, deg 
1, = pulse repetiliori frequency, Hz 
0, = antenna scanning rate, deg/s 

(I),,, = antenna scan rate, rpm 

Typical parameters for a ground-based search radar might be pulse repetition frequency 
300 Hz, 1.5" beamwidth, and antenna scan rate 5 rpm (30'1s). These parameters result in 
15 liits from a point target on each scan. The process of summing all the radar echo pulses for 
the purpose of improving detection is called integration. M a ~ y  techniques might be employed 
for accornplisliing integration, as discussed in Secs. 10.7. All practical integration techniques 
ernploy some sort of storage device. Perhaps the most common radar integration method is 
tlic catliode-ray-tube display combined wit11 the integrating properties of the eye and brain of 
tlic radar operator. The discussion in this section is concerned primarily with integration 
pcrformcd by electronic devices in which detection is made automatically on the basis of a 
thrcslioid crossing. 

Integration may be accomplished in the radar receiver either before the second detector 
(in tlic IF) or aftcr tile secorid detector (in the video). A definite distinction must be made 
bctween tlicse two cases. Integration before the detector is called pedetection, or  coherent, 
integration, while integration after the detector is called postdetection, or noncoherenr, integra- 
tion. Predetection integration requires that the phase of the echo signal be preserved if full 
benefit is to be obtained from the summing process. On the other hand, phase information is 
destroyed by the second detector; hence postdetection integration is not concerned with 
preserving RF phase. For this convenience, postdetection integration is not as efficient as 
predetection integration. 

I f  P J  pulses, all of the same signal-to-noise ratio, were integrated by an ideal predetection 
integrator, the resultant, or integrated, signal-to-noise (power) ratio would be exactly n times 
that of a single pulse. If the same 11 pulses were integrated by an ideal postdetection device, the 
resultant signal-to-noise ratio would be less than n times that of a single pulse. This loss in 
integration efficiency is caused by the nonlinear action of the second detector, which converts 
some of the signal energy to noise energy in the rectification process. 

(2.30)
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change in signal-to-noise ratio is much greater than this for a given change in detection
probahility, as discusscd in Sec. 2.8.) /\lso, the signal-to-noise ratio required for detection is
not a sensitive function of the false-alarm time. For example, a radar with a I-MHz bandwidth
requires a signal-to-noise ratio of 14.7 dB for a 0.90 probability of detection and a IS-min
false-alarm limc. If Ihc falsc-alarm lime were increased from IS min to 24 h, the signal-to-noise
ratio would he increascd to 15.4 dB. If the false-alarm time were as high as I year, the required
signal-tn-lloise ratio would he 16.2 dB.

2.6 INTEGRATION OF RADAR PULSES

The rclatiollship hetwecn the siglwl-to-IJOisc ratio, the probability of detection, and the proh­
ability nf false alarm as givclI in Fig. 2.7 applies for a single pulscQnly. However, many pulses
arc usually rctlllllcd from any particular target olleach radar scan and can hc used to improve
detection. The lIumber of pulsesilln)returned from a point targe.t as the radar antcnna scans
through its beamwidtlL is (/' L. -.:' t,,;'". -_..~. C;' ,-\ ",''\;...

,«!Bf[p 0B fp
liB = .r!J =6~;3 ~ ~

where On = anlenna beamwidth, deg
.f~ = pulse repetition frequency, Hz
{}J = antenna scanning rate, degjs

(I)," = antenna scan rate, rpm

Typical parameters for a ground-based search radar might be pulse repetition frequency
300 Hz, 1.5° beamwidth, and antenna scan rate 5 rpm (300/s). These parameters result in
IS hits from a point target on eac;h scan. The process of summing all the radar echo pulses for
the purpose of improving detection is called integration. MaRy techniques might be employed
for accomplishing integration, as discussed in Sees. to.7. All practical integration techniques
employ some sort of storage device. Perhaps the most common radar integration method is
the cathode-ray-tube display combined with the integrating properties of the eye and brain of
the radar operator. The discussion in this section is concerned primarily with integration
performed by electronic devices in which detection is made automatically on the basis of 3

threshold crossing.
Integration may be accomplished in the radar receiver either before the second detector

(in the IF) or aftcr the second detector (in the video). A definite distinction must be made
hetween these two cases. Integration before the detector is called predetection, or coherent,
integration, while integration after the detector is called postdetection, or noncoherent, integra­
tion. Predetection integration requires that the phase of the echo signal be preserved if full
benefit is to be obtained from the summing process. On the other hand, phase information is
destroyed by the second detector; hence postdetection integration is not concerned with
preserving RF phase. For this convenience, postdetection integration is not as efficient as
predetection integration.

If 11 pulses, all of the same signal-to-noise ratio, were integrated by an ideal predetection
integrator, the resultant, or integrated, signal-to-noise (power) ratio would be exactly n times
that of a single pulse. If the same 11 pulses were integrated by an ideal postdetection device, the
resultant signal-to-noise ratio would be less than n times that of a single pulse. This loss in
integration efficiency is caused by the nonlinear action of the second detector, which converts
some of the signal energy to noise energy in the rectification process.
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The comparison of predetection and postdetection integration may be briefly sumrnari~cd 
by stating that although postdetection integration is not as efficient as predetection integr-a- 
tion, it is easier to implement in most applications. Postdetection integration is therefore 
preferred, even though the integrated signal-to-noise ratio may not be as great. As mentioned 
in Sec. 10.6, an alert, trained operator viewing a properly designed cathode-ray tube display 1s 
a close approximation to  the theoretical postdetection integrator. 

The efficiency of postdetection integration relative to  ideal predetection integration has 
been computed by Marcum" when all pulses are of equal amplitude. T l ~ e  integration 
efficiency may be defined as follows: 

where 11 = number of pulses integrated 
( S I N ) ,  = value of signal-to-noise ratio of a single pulse required to produce given probability 

of detection (for n = 1) 
(SIN), = value of signal-to-noise ratio per pulse required to produce same probability of 

detection when n pulses are integrated 

The improvement in the signal-to-noise ratio when n pulses are integrated postdetection is 
nE,(n)  and is the integration-improvement factor. It may also be thought of as the effective 
number of pulses integrated by the postdetection integrator. The improvement with ideal 
predetection integration would be equal to n. Examples of the postdetection integration- . 

improvement factor Ii(n) = nEi(n) are shown in Fig. 2.8a. These curves were derived from data 
given by Marcum. The integration loss is shown in Fig. 2.8b, where integration loss in decibels 
is defined as Li(n) = 10 log [l/Ei(n)]. The integration-improvement factor (or the integration 
loss) is not a sensitive function of either the probability of detection or the probability o f  false 
alarm. 

The  parameter n, for the curves of Fig. 2.8 is thefcllse-alarm n~tnihrr ,  as introduced by 
Marcum.1° It is equal to thereciprocal of the false-alarm probability P , ,  defined previously by 
Eqs. (2.24) and (2.25). Some authors, like Marcum, prefer to use the false-alarm number 
instead of the false-alarm probability. O n  the average, there will be one false ciecision o11t of 1 1 ,  

possible decisions within the false-alarni time &, . Thus the average number of possible dcci- 
sions between false alarms is defined to be n,. If r is the pulse width, Tp the pulse repetition 
period, and fp = l/Tp is the pulse repetition frequency, then the number of decisions n, in time 
&, is equal to the number of range intervals per pulse period q = Tp/r = l/f,r times the 
number of pulse periods per secondf,, times the false-alarm time 7',-, . Thcrcfore, the numbcr of 
possible decisions is n, = &, fpq = &,IT. Since r - 1/B, where B is the bandwidth, tilt. falsc- 
alarm number is n, = Fa B = l / P r , .  

Note that P,, = I/&, B is the probability of false alarm assuming that independent deci- 
sions as to the presence o r  absence of a target are made B times a second. As the radar scans by 
a target it receives n pulses. If these n pulses are integrated before a target decision is made. 
then there are B/n possible decisions per second. The false-alarm probability is thus t i  times as 
great. This does not mean that there will be more false alarms, since it is the rate of detection- 
decisions that is reduced rather than the average time between alarms. This is another reason 
the average false-alarm time &, is a more significant parameter than the false-alarm probabi- 
lity. In this text, Pfa will be taken as the reciprocal of F ,  B = n, ,  unless stated otherwise. Somc 
authors" prefer to  define a false-alarm number nj that takes account the number of pulses 
integrated, such that n j  = nf/n. Therefore, caution should be exercised when using different 
authors' computations for the signal-to-noise ratio as a function of probability of detection 
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The comparison of predetection and postdetection integration may be brkny summarized
by stating that although postdetection integration is not as efficient as predctection integra­
tion, it is easier to implement in most applications. Postdetection integration is therefore
preferred, even though the integrated signal-to-noise ratio may not be as great. As mentioned
in Sec. 10.6, an alert, trained operator viewing a properly designed cathode-ray tube display is
a close approximation to the theoretical postdetection integrator.

The efficiency of postdetection integration relative to ideal predetection integration has
been computed by Marcum 'o when all pulses are of equal amplitude. The integration
efficiency may be defined as follows;

(2.31)

where 11 = number of pulses integrated
(51N), = value of signal-to-noise ratio of a single pulse required to produce given probability

of detection (for n = 1)
(SIN)n = value of signal-to-noise ratio per pulse required to produce same probability of

detection when n pulses are integrated

The improvement in the signal-to-noise ratio when 11 pulses are integrated postdetection is
n£/(n) and is the integration-improvement factor. It may also be thought of as the effective
number of pulses integrated by the postdetection integrator. The improvement with ideal
predetection integration would be equal to n. Examples of the postdetection integration­
improvement factor /;(n) = n£;(n) are shown in Fig. 2.8a. These curves were derived from data
given by Marcum. The integration loss is shown in Fig. 2.8b, where integration loss in decibels
is defined as L;(n) = 10 log [1/£;(n)]. The integration-improvement factor (or the integration
loss) is not a sensitive function of either the probability of detection or the probability of false
alarm.

The parameter nf for the curves of Fig. 2.8 is the false-alarm ll/lmoa, as introduced by
Marcum. tO It is equal to theredprocal of the false-alarm probability Pra defined previously by
Eqs. (2.24) and (2.25). Some authors, like Marcum, prefer to use the false-alarm number
instead of the false-alarm probability. On the average, there will he one false decision 0111 of III

possible decisions within the false-alanri time Tea. Thus the average number of possible deci­
sions between false alarms is defined to be nf' If r is the pulse width, Tp the pulse repetition
period, andfp = IITpis the pulse repetition frequency, then the number of decisions Ilf in time
1(a is equal to the number of range intervals per pulse period,., = Tp/r = l/fpr times the
number of pulse periods per secondfp, times the false-alarm time Tra. Therefore, the number of
possible decisions is 1If = 1(afp tl = 1(a/r. Since r::::: liB, where B is the bandwidth, the false­
alarm number is 11f = 1(a B = 11Pra .

Note that PCa = 1/4a B is the probability of false alarm assuming that independent deci­
sions as to the presence or absence of a target are made B times a second. As the radar scans by
a target it receives 11 pulses. If these 11 pulses are integrated before a target decision is made.
then there are Bin po.ssible decisions per second. The false-alarm probability is thus 11 times as
great. This does not mean that there will be more false alarms, since it is the rate of detection­
decisions that is reduced rather than the average time between alarms. This is another reason
the average false-alarm time 1(a is a more significant parameter than the false-alarm probabi­
lity. In this text, Pra will be taken as the reciprocal of 1(a B = IIf' unless stated otherwise. Som~
authors 11 prefer to define a false-al~rm number nl that takes account the number of pulses
integrated, such that nj- = 11 f In. Therefore, caution should be exercised when using d ifTerent
authors' computations for the signal-to-noise ratio as a function of probability of detection
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Figure 2.8 ( ( 1 )  inttpration-itnprovcrnent factor. square law detector, P ,  = probability of detection, 
) i f  = IiT,:, B = false alarm number. T,, = average time between false alarms, B = bandwidth; (b )  integra- 
tion loss as a functior~ of !I. the number of  pulses integrated, P , ,  and n,. (After ~ a r c u m , ' ~  courtesy IRE 
Trc~rrs.) 
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and probability of false alarm, or false-alarm number, since tilere is no stantfat-ci~~atiotl ol' 
definitions. They all can give the correct values for use in the radar eqilation provided ~ l i c  
asstlmptions used by each author are understood. 

The original false-alarm time of Marcum'' is different from that used in this text. He 
defined it as the time in which the probability is 112 that a false alarm will not occur. A 
comparison of the two definitions is given by Hollis.12 Marcum's definition of false-alarnl time 
is seldom used, although his definition of false-alarm number is often found. 

The solid straight line plotted in Fig. 2 . 8 ~  represents a perfect predetection integrator 
with E , ( n )  = 1. It is hardly ever achieved in practice. When only a few pillscs are integrated 
postdetection (large signal-to-noise ratio per pulse), Fig. 2.8a shows that the integration- 
improvement factor is not much different from a perfect predetection integrator. When a large 
number of pulses are integrated (small signal-to-noise ratio per pulse), the difference between 
postdetection and predetection integration is more pronounced. 

The dashed straight line applies to an integration-improvement factor proportional to 
nli2. As discussed in Sec. 10.6, data obtained during World War I I  seemed to indicate that this 
described the performance of an operator viewing a cathode-ray tube display. More recent 
experiments, however, show that the operator-integration performance when v~ewillg a 
properly designed PPI or B-scope display is better represented by the theoretical postdetec- 
tion integrator as given by Fig. 2.8, rather than by the nilZ law. 

The radar equation with n  pulses integrated can be written 

where the parameters are the same as that of Eq. (2.7) except that (SIN), is the signal-to-noise 
ratio of one of the n equal pulses that are integrated to produce the required probability of 
detection for a specified probability of false alarm.'To use this form of the radar equation i t  is 
necessary to have a set of curves like those of Fig. 2.7 for each vaiue of 1 1 .  Such curves are 
available," but are not necessary since only Figs. 2.7 and 2.8 are needed. Substituting 
Eq. (2.31) into (2.32) gives 

The value of (SIN): is found from Fig. 2.7 as before, and nEi (n )  is found from Fig. 2.Htr. 
The post-detection integration loss described by Fig. 2.8 assumes a perfect integraior. 

Many practical integrators, however, have a "loss of memory" with time. That is, the ampli- 
tude of a signal stored in such an integrator decays, so that the stored pulses are not sirrnnlctf 
with equal weight as assumed above. Practical analog integrators such as the recirctrlati~ig 
delay line (also called a feedback integrator), the low-pass filter, and the electronic storage 
tube apply what is equivalent to an exponential weighting to  the integrated piilses; that is, if ,I 

pulses are integrated, the voltage out of the integrator is 

V =  1 6 exp [-(i- l)y] 
1=1 

where V; is the voltage amplitude of the ith pulse and exp ( -  y) is the attenuation per pulse. In 
a recirculating delay-line integrator, e - Y  is the attenuation around the loop. In an RC 
low-pass filter y = Tp/RC, where Tp is the pulse repetition period and RC is the filter time 
constant. 

In order to  find the signal-topnoise ratio for a given probability of detection and probabi- 
lity of false alarm, an analysis similar to  that used to obtain Figs. 2.7 and 2.8 should he 

(2.32 )

(2.33)
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and probability of false alarm, or false-alarm number, since there is no standardiLation of
definitions. They all can give the correct values for use in the radar equation provided the
assumptions used by each author are understood.

The original false-alarm time of Marcum lOis different from that used in this text. He
defined it as the time in which the probability is 1/2 that a false alarm will not occur. A
comparison of the two definitions is given by Hollis. 12 Marcum's definition of false-alarm time
is seldom used, although his definition of false-alarm number is often found.

The solid straight line plotted in Fig. 2.8a represents a perfect predetection integrator
with £;(n) = 1. It is hardly ever achieved in practice. When only a few pulses are integrated
postdetection (large signal-to-noise ratio per pulse), Fig. 2.8a shows that the integration­
improvement factor is not much ditTerent from a perfect predetection integrator. When a large
number of pulses are integrated (small signal-to-noise ratio per pulse), the difference between
postdetection and predetection integration is more pronounced.

The dashed straight line applies to an integration-improvement factor proportional to
nl/2

. As discussed in Sec. 10.6, data obtained during World War II seemed to indicate that this
described the performance of an operator viewing a cathode-ray tube display. More recent
experiments, however, show that the operator-integration performance when viewing a
properly designed PPJ or B-scope display is better represented by the theoretical postdetec­
tion integrator as given by Fig. 2.8, rather than by the n 1/2 law.

The radar equation with n pulses integrated can be written

4 P,GAeO"
Rmax = (4n)2kTo BnFn(S/N)n

where the parameters are the same as that of Eq. (2.7) except that (S/N)n is the signal-to-noise
ratio of one of the n equal pulses that are integrated to produce the required probability of
detection for a specified probability of false alarm: To use this form of the radar equation it is
necessary to have a set of curves like those of Fig. 2.7 for each vaiue of 11. Such curves are
available,l1 but are not necessary since only Figs. 2.7 and 2.8 are needed. Substituting
Eq. (2.31) into (2.32) gives

4 P,GAeO"nE;(n)
Rmax = {4n)2kToBnFn{S/Nh

The value of (S/N)l is found from Fig. 2.7 as before, and nE;(lI) is found from Fig. 2.Xa.
The post-detection integration loss described by Fig. 2.8 assumes a perfect integraior.

Many practical integrators, however, have a "loss of memory" with time. That is, the ampli­
tude of a signal stored in such an integrator decays, so that the stored pulses are not summed
with equal weight as assumed above. Practical analog integrators such as the recirculating
delay line (also called a feedback integrator), the low-pass filter, and the electronic storage
tube apply what is equivalent to an exponential weighting to the integrated pulses; that is, if 11

pulses are integrated, the voltage out of the integrator is

N

v= L Viexp[-(i-l)y]
1= 1

(2.34)

where Vi is the voltage amplitude of the ith pulse and exp (- y) is the attenuation per pulse. In
a recirculating delay-line integrator, e- Y is the attenuation around the loop. In an RC
low-pass filter y = Tp/RC, where Tp is the pulse repetition period and RC is the filter time
constant.

In order to find the signal-to..noise ratio for a given probability ofdetection and probabi­
lity or false alarm, an analysis similar to that used to obtain Figs. 2.7 and 2.8 should he
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repeated for each value of .)I and n.13 This is not done here. Instead, for simplicity, an efficiency 
will be defined which is the ratio of tile average signal-to-noise ratio for the exponential 
integrator to the average signal-to-noise ratio for the uniform integrator. For a dumped 
integrator, one which erases the contents of the integrator after rr pulses and starts over, the 
efficiencv isI4 

/> = 
tanh (11~12) 

11  tanh (712) 

An exarnple of an integrator that dumps is an electrostatic storage tube that is erased whenever 
it is read. The efficiency of an integrator that operates continuously without dumping is 

Tlie rnaxin~irnl efficiency of a dumped integrator occurs for = 0, but for a continuous integra- 
tor t l ~ c  niaxitnunl cflicicticy occurs for I I ~  = 1.257. 

2.7 RADAR CROSS SECTION OF TARGETS 

The radar cross section of a target is the (fictional) area intercepting that amount of power 
which. when scattered equally in all directions, produces an echo at the radar equal to that 
from the target; or in other terms, 

power reflected toward source/unit solid angle 
6 =  

Er - = lim 47rn2 f. 1 
incident power dens i ty /4~  

(2.36) 
R-+m 

where R = distance between radar and target 
E, = reflected field strength at radar 
Ei = strength of incident field at target 

This equation is equivalent to  the radar range equationbf Sec. 1.2. For  most common types of 
radar targets such as aircraft, ships, and terrain, the radar cross section does not necessarily 
bear a simple relationship to  the physical area, except that the larger the target size, the larger 
the cross section is likely to be. 

Scattering and diflractiorr are variations of the same physical process.15 When an object 
scatters an electromagnetic wave, the scattered field is defined as the difference between the 
total field in the presence of the object and the field that would exist if the object were absent 
(but with the sources unchanged). On  the other hand, the diffracted field is the total field in the 
presence of the object. With radar backscatter, the two fields are the same, and one may talk 
about scattering and diffraction interchangeably. 

In theory, the scattered field, and hence the radar cross section, can be determined by 
solving Maxwell's equations with the proper boundary conditions applied.16 Unfortunately, 
the determination of the radar cross section with Maxwell's equations can be accomplished 
only for the most simple of shapes, and solutions valid over a large range of frequencies are not 
easy to obtain. The radar cross section of a simple sphere is shown in Fig. 2.9 as  a function of 
its circumference measured in wavelengths (2na/A, where a is the radius of the sphere and 1 is 
the ~ a v e l e n g t h ) . ' ~ - ' ~ . ~ ~  The region where the size of the sphere is small compared with the 
wavelength (2na/A 4 1 )  is called the Rayleigh region, after Lord Rayleigh who, in the early 
1 8 7 0 ~ ~  first studied scattering by small particles. Lord Rayleigh was interested in the scattering 
of  light by microscopic particles, rather than in radar. His work preceded the orginal electro- 
magnetic echo experiments of Hertz by about fifteen years. The Rayleigh scattering region is of 
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repeated for each value of)' and 11.
13 This is not done here. Instead, for simplicity, an efficiency

will be defined which is the ratio of the average signal-to-noise ratio for the exponential
integrator to the average signal-to-noise ratio for the uniform integrator. For a dumped
integrator. one which erases the contents of the integrator after Il pulses and starts over, the
efficiency is I 4

tanh (1l1'/2)
f1 = --,,--'----,~-'-:-

Il tanh b'/2)
(2.35a)

(2.35b)

(2.36)

An example of an integrator that dumps is an electrostatic storage tube that is erased whenever
it is read. The efficiency of an integrator that operates continuously without dumping is

[I - exp (-'11')]2P = ---. - -. ---------
11 tanh (r/2)

The maximum efficiency of a dumped integrator occurs for I' = 0, but for a continuous integra­
tor lhe maximum efficiency occurs for Il}' = 1.257.

2.7 RADAR CROSS SECTION OF TARGETS

The radar cross section of a target is the (fictional) area intercepting that amount of power
which. when scattered equally in all directions, produces an echo at the radar equal to that
from the target; or in other terms,

power reflected toward source/unit solid angle 1 E 1
2

(J = incident power density/4n = !~ 4nR
2

E:

where R = distance between radar and target
Er = reflected field strength at radar
Ej = strength of incident field at target

This equation is equivalent to the radar range equation"'ofSec. 1.2. For most common types of
radar targets such as aircraft, ships, and terrain, the radar cross section does not necessarily
bear a simple relationship to the physical area, except that the larger the target size, the larger
the cross section is likely to be.

Scattering and diffraction are variations of the same physical process. 1 S When an object
scatters an electromagnetic wave, the scattered field is defined as the dilTerence between the
total field in the presence of the object and the field that would exist if the object were absent
(but with the sources unchanged). On the other hand, the diffracted field is the total field in the
presence of the object. With radar backscatter, the two fields are the same, and one may talk
about scattering and diffraction interchangeably.

In theory, the scattered field, and hence the radar cross section, can be determined by
solving Maxwell's equations with the proper boundary conditions applied. 16 Unfortunately,
the determination of the radar cross section with Maxwell's equations can be accomplished
only for the most simple of shapes, and solutions valid over a large range of frequencies are not
easy to obtain. The radar cross section of a simple sphere is shown in Fig. 2.9 as a function of
its circumference measured in wavelengths (2na/A., where a is the radius ofthe sphere and A. is
the wavelength).17-19.34 The region where the size of the sphere is small compared with the
wavelength (2nalA. ~ I) is called the Rayleigh region, after Lord RayJeigh who, in the early
18705, first studied scattering by small particles. Lord Rayleigh was interested in the scattering
of light by microscopic particles, rather than in radar. His work preceded the orginal electro­
magnetic echo experiments of Hertz by about fifteen years. The Rayleigh scattering region is of
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Circumference /wovelength = 2 ~ r a /  A 

Figure 2.9 Radar cross section of the sphere. a = radius; 1 = wavelength. 

interest to the radar engineer because the cross sections of raindrops and other meteorological 
particles fall within this region at the usual radar frequencies. Since the cross section of objects 
within the Rayleigh region varies as A-4, rain and clouds are essentially invisible to radars 
which operate at relatively long wavelengths (low frequencies). The usual radar targets are 
much larger than raindrops or cloud particles, and lowering the radar frequency to the point 
where rain or cloud echoes are negligibly small will not seriously reduce the cross sectior~ of 
the larger desired targets. On the other hand, if it were desired to actually observe, rather than 
eliminate, raindrop echoes, as in a meteorological or weather-observing radar, the higher 
radar frequencies would be preferred. 

At the other extreme from the Rayleigh region is the optical region, where the dimensiol~s 
of the sphere are large compared with the wavelength (2nalA % 1). For large 2na/l, the radar 
cross section approaches the optical cross section na2. In between the optical and the Rayleigh 
region is the Mie, or resonance, region. The cross section is oscillatory with frequency within 
this region. The maximum value is 5.6 dB greater than the optical value, while the value of the 
first null is 5.5 dB below the optical value. (The theoretical values of the maxima and minima 
may vary according to the method of calculation employed.) The behavior of the radar cross 
sections of other simple reflecting objects as a function of frequency is similar to that of the 
sphere.' 5-25 

Since the sphere is a sphere no matter from what aspect it is viewed, its cross section will 
not be aspect-sensitive. The cross section of other objects, however, will depend upon the 
direction as viewed by the radar. 

Figure 2.10 is a plot of the backscatter cross section of a long thin rod as a function of 
aspect.26 The rod is 391 long and 1/4 in diameter, and is made of silver. If the rod were of steel 
instead of silver, the first maximum would be about 5 dB below that shown. The radar cross 
section of the thin rod (and similar, objects) is small when viewed end-on (8 = 0") since the 
physical area is small. However, at near end-on, waves couple onto the scatterer which travel 
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Figure 2.9 Radar cross section of the sphere. a = radius; l = wavelength.

interest to the radar engineer because the cross sections of raindrops and other meteorological
particles fall within this region at the usual radar frequencies. Since the cross section of objects
within the Rayleigh region varies as A.- 4

, rain and clouds are essentially invisible to radars
which operate at relatively long wavelengths (low frequencies). The usual radar targets are
much larger than raindrops or cloud particles, and lowering the radar frequency to the point
where rain or cloud echoes are negligibly small will not seriously reduce the cross section of
the larger desired targets. On the other hand, if it were desired to actually observe, rather than
eliminate, raindrop echoes, as in a meteorological or weather-observing radar, the higher
radar frequencies would be preferred.

At the other extreme from the Rayleigh region is the optical region, where the dimensions
of the sphere are large compared with the wavelength (2na/A. ~ 1). For large 2na/A., the mdar
cross section approaches the optical cross section na2• In between the optical and the Rayleigh
region is the Mie, or resonance, region. The cross section is oscillatory with frequency within
this region. The maximum value is 5.6 dB greater than the optical value, while the value of the
first null is 5.5 dB below the optical value. (The theoretical values of the maxima and minima
may vary according to the method of calculation employed.) The behavior of the radar cross
sections of other simple reflecting objects as a function of frequency is similar to that of the
sphere. 15-25

Since the sphere is a sphere no matter from what aspect it is viewed, its cross section will
not be aspect-sensitive. The cross section of other objects, however, will depend upon the
direction as viewed by the radar.

Figure 2.10 is a plot of the backscatter cross section of a long thin rod as a function of
aspect. 26 The rod is 39A. long and A./4 in diameter, ~nd is made of silver. If t he rod were of steel
instead of silver, the first maximum would be about 5 dB below that shown. The radar cross
section of the thin rod (and similar: objects) is small when viewed end-on (0 = 0°) since the
physical area is small. However, at near end-on, waves couple onto the scatterer which travel
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F-igure 2.10 Backscatter cross section of a lotig thin rod. (From peters,16 I R E  I'rans.) 

down the length of the object and reflect from the discontinuity at the far end. This gives rise to 
a traveling wave component that is not predicted by physical optics t h e ~ r y . * ~ , ~ '  

A n  interesting radar scattering object is the cone-sphere, a cone whose base is capped with 
a sphere such that the first derivatives of the cone and sphere contours are equal at  the join 
between the two. Figure 2.1 1 is a plot of the nose-on radar cross section. Figure 2.12 is a plot as 
a function of aspect. The cross section of the cone-sphere from the vicinity of the nose-on 
direction is quite low. Scattering from any object occurs fro& discontinuities. Thediscontinui- 
ties. and hence the backscattering, of the cone-sphere are from the tip and from the join 
between the cone and the sphere. There is also a backscattering contribution f ~ o m  a "creeping 

Figure 2.11 Radar cross section of a cone sphere with 15" half angle as a function of the diameter in 
wavelengths. (Afier BIore," I E E E  Trans.) ' 

TilE RADAR EQUATION 35

OJ
u

908070

--- Measured

- - -- Calculated

30 40 50 60
Angular orientation 8

20

\•
I
I
I !.,
I /
I /
I
I
I /..,,

/
7 - I

I
I,

2 -I
I
I

-
.r;
c;,
~ 16­
Qj
>o
~

~ 11.5 -
o
::J
0"

'"o
l1J
>o
.0
o
o
l1J
L
o
o
.c
u

W

Figure 2.10 Backscatter cross section of a long thin rod. (From !;eters,26 IRE Trails.)

down the length of the object and reflect from the discontinuity at the far end. This gives rise to
a traveling wave component that is not predicted by physical optics theory.26.3s

;\ n interesting radar scattering object is the cone-sphere, a cone whose base is capped with
a sphere such that the first derivatives of the cone and sphere contours are equal at the join
between the two. Figure 2.11 is a plot of the nose-on radar cross section. Figure 2.12 is a plot as
a function of aspect. The cross section of the cone-sphere from the vicinity of the nose-on
direction is quite low. Scattering from any object occurs from discontinuities. The discontinui­
ties. and hence the backscattering, of the cone-sphere are from the tip and from the join
hetween the cone and the sphere. There is also a backscattering contribution fcom a" creeping
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Figure 2.11 Radar cross section of a cone sphere with 15° half angle as a function of the diameter in
wavelengths. (After Blore.27 IEEE TrailS.)
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wave" wliicli travels i ~ t ~ t ~ t i t l  the base of the spliere. The nose-on radar cross section is small 
and dccrcascs as t l ~ c  sqirarc of tlrc wavcle~igtli. 'I'lic cross section is sinall over a relatively lasgc 
angular region. A large specular return is obtained when the cone-sphere is viewed at near 
pcrpcridictrlar iricidetlcc to the corle surface, i.e., when 0 = 90 - a, where u = cone half angle. 
From the rear lialf of the cone-sphere, tlie radar cross section is approximately that of the 
sphere. 

The nose-on cross section of the cone-sphere varies, but its maximum value is approxi- 
rnately 0.4A2 arid its minimum is 0.01A2 for a wide range of half-angles for frequencies above 
tlie Kayleigli region. 'l'lie null spacing is also relatively insensitive to the cone half-angle. If a 
"typical" value of cross section is taken as 0.1A2, the cross section at S band ( A  = 0.1 m) is 
10 hi2, and at ,I' band (A = 3 cm), the cross section is approximately mZ. Thus, in 
theory. the cone-sphere can have very low backscatter energy. Suppose, for example, that the 
projected area of the cone-sphere were 1 m2. The radar cross section of a sphere, with the same 
projected area, at S band is about 30 dB greater. A corner reflector at  S band, also of the same 
projected area, has a radar cross section about 60 dB  greater than the cone-sphere. Thus, 
objects with the same physical projected area can have considerably different radar cross 
sections. 

In order to realize in practice the very low theoretical values of the radar cross section for 
a cotie-sptiere, the tip o f  the cone must be sliarp and not rounded, the surface must be smooth 
(roughness small compared to a wavelength), the join between the cone and the sphere must 
have a continuous first derivative, and there must be no  holes, windows, o r  protuberances on 
the surface. A coinparison of the nose-on cross section of several cone-shaped objects is given 
in Fig. 2.13. 

Shaping o f  the target, as with the cone-sphere, is a good method for reducing the radar 
cross section. Materials such as carbon-fiber composites, which are sometimes used in aero- 
space applications, can further reduce the radar cross section o f  targets as compared with that 
produced by liiglily reflecting metallic materials.62 
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wave" which travels around the hase of the sphere. The nose-on radar cross section is small
and decreases as tile square of the wavelength. The cross section is small over a relatively large
angular region. A large specular return is obtained when the cone-sphere is viewed at near
perpendicular incidence to the cone surface, i.e., when (} = 90 - a, where a = cone half angle.
From the rear haIr or the cone-sphere, the radar cross section is approximately that of the
sphere.

The nose-on cross section of the cone-sphere varies, but its maximum value is approxi­
mately 0.4), 2 and its minimum is 0.0 U. 2 for a wide range of half-angles for frequencies above
the Rayleigh region. The Hull spacing is also relatively insensitive to the cone half-angle. If a
"typical" value of cross section is taken as 0.1), 2, the cross section at S band (A = 0.1 m) is
10 3 m 2

, and at X band (A = 3 cm), the cross section is approximately 10- 4 m 2
. Thus, in

theory. the cone-sphere can have very low backscatter energy. Suppose, for example, that the
projected area of the cone-sphere were 1 m 2

• The radar cross section of a sphere, with the same
projected area, at S band is about 30 dB greater. A corner reflector at S band, also of the same
projected area, has a radar cross section about 60 dB greater than the cone-sphere. Thus,
objects with the same physical projected area can have considerably different radar cross
sections.

In order to realize in practice the very low theoretical values of the radar cross section for
a cone-sphere. the tip of the cone must be sharp and not rounded, the surface must be smooth
(roughness small compared to a wavelength), the join between the cone and the sphere must
have a continuous first derivative, and there must be no holes, windows, or protuberances on
the surface. /\ comparison or the nose-on cross section of several cone-shaped objects is given
in Fig. 2.13. .

Shaping or the target, as with the cone-sphere, is a good method for reducing the radar
cross section. Materials such as carbon-fiber composites, which are sometimes used in aero­
space applications, can further reduce the radar cross section of targets as compared with that
produced by highly reflecting metallic materials. 62

Figure 2.13 Radar cross section of
a set of 40° cones, double-backed
cones, cone-spheres, double­
rounded cones, and circular ogives
as a function of diameter in wave­
lengths. (From Blore, 2 7 IEEE
Trans.)
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Complex  target^.^'^^^ The radar cross section of complex targets such as ships, aircraft, cities, 
and terrain are complicated functions of the viewing aspect and the radar frequency. Target 
cross sections may be computed with the aid of digital compirters, or they rnay be meastrred 
experimentally. The target cross section can be measured with full-scale targets, but it is more 
convenient to make cross-section measurements on scale models at the proper scaled 
f r e q i ~ e n c y . ~ ~  

A complex target may be considered as comprising a large number of independent objects 
that scatter energy in all directions. The energy scattered in the direction of the radar is of 
prime interest. The relative phases and amplitudes of the echo signals from the individtlal 
scattering objects as measured at the radar receiver determine the total cross section. The 
phases and amplitudes of the individual signals might add to give a large total cross section, or 
the relationships with one another might result in total cancellation. In general, the behavior is 
somewhere between total reinforcement and total cancellation. If the separation between the 
individual scattering objects is large compared with the wavelength-and this is usually true 
for most radar applications-the phases of the individual signals at the radar receiver will vary 
as the viewing aspect is changed and cause a scintillating echo. . I 

Consider the scattering from a relatively "simple" complex target consisting of two equal, 
isotropic objects (such as spheres) separated a distance I (Fig. 2.14). By isotropic scattering is 
meant that the radar cross section of each object is independent of the viewing aspect. The 
separation I is assumed to  be less than 1x12, where c is the velocity of propagation and r is the 
pulse duration. With this assumption, both scatterers are illuminated simultaneously by 
the pulse packet. Another restriction placed on 1 is that it be small compared with the distance 
R from radar to  target. Furthermore, R, RR, -- R.  The cross sections of the two targets are 
assumed equal and are designated go. The composite cross section a, of the two scatterers is 

a, - g o  = 2 [ I  + cos (F sin 0) 1 
The ratio a,/oo can be anything from a minimum of zero to a maximum of four timcs tllc crohs 
section of an individual scatterer. Polar plots of a,/ao for various values of !/A are sllown In 
Fig. 2.15. Although this is a rather simple example of a "complex" target, i t  is complicated 
enough to indicate the type of behavior to be expected with practical radar targets. 

The radar cross sections of actual targets are far more complicated in structure than the . i I 

simple two-scatterer target. Practical targets are composed of many individual scatterers, each 
with different scattering properties. Also, interactions may occur between the scatterers whlct~ 
affect the resultant cross section. 

An example of the cross sect~on as a function of aspect angle for a propeller-driven 

Sphere 
target 

Figure 2.14 Geometry of t he t wo-scatterer complex target. 
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Complex targets. J2 .JJ The radar cross section of complex targets such as ships, aircraft, cities,
and terrain are complicated functions of the viewing aspect and the radar frequency. Target
cross sections may be computed with the aid of digital computers, or they may be measured
experimentally. The target cross section can be measured with full-scale targets, but it is more
convenient to make cross-section measurements on scale models at the proper scaled
frequency.63

A complex target may be considered as comprising a large number of independent objects
that scatter energy in all directions. The energy scattered in the direction of the radar is of
prime interest. The relative phases and amplitudes of the echo signals from the individual
scattering objects as measured at the radar receiver determine the total cross section. The
phases and amplitudes of the individual signals might add to give a large total cross section, or
the relationships with one another might result in total cancellation. In general, the behavior is
somewhere b~tween total reinforcement and total cancellation. If the separation between the
individual scattering objects is large compared with the wavelength-and this is usually true
for most radar applications-the phases of the individual signals at the radar receiver will vary
as the viewing aspect is changed and cause a scintillating echo.

Consider the scattering from a relatively" simple" complex target consisting of two equal.
isotropic objects (such as spheres) separated a distance I (Fig. 2.14). By isotropic scattering is
meant that the radar cross section of each object is independent of the viewing aspect. The
separation I is assumed to be less than cr/2, where c is the velocity of propagation and r is the
pulse duration. With this assumption, both scatterers are illuminated simultaneously by
the pulse packet. Another restriction placed on I is that it be small compared with the distance
R from radar to target. Furthermore, R 1 ~ R 2 ~ R. The cross sections of the two targets are
assumed equal and are designated 0'0. The composite cross section O'r of the two scatterers is

O'r [ (47[1. l) ]
0'0 = 2 1 + cos -y' SIn (, (2.37)

The ratio O'r/O'O can be anything from a minimum of zero to a maximum of four times the cros~

section of an individual scatterer. Polar plots of O'rlO'o for various valucs of II)", are shown in
Fig. 2.15. Although this is a rather simple example of a .. complex" target, it is complicated
enough to indicate the type of behavior to be expected with practical radar targets.

The radar cross sections of actual targets are ~ar more complicated in structure than the
simple two-scatterer target. Practical targets are composed of many individual scallerers. each
with different scattering properties. Also, interactions may occur between the scattcrers which
affect the resultant cross section.

An example of the cross section as a function of aspect angle for a propeller-driven

Sphere r- {------1 Sphere
torget torget

Rodar Figure 2.14 Geometry or the Iwo-scallcrcr complex targe!.



THE RADAR EQUATION 39 

( c )  

1 

Figure 2.15 Polar plots of a,/a, for the two-scatterer complex target [Eq. (2.37)]. (a) I = 1; (b) 1 = 21; 
( c )  1 = 4A. 

aircraftZ8 is sllown in Fig. 2.16. The aircraft is the B-26, a World War I1  medium-range 
two-engine bomber. The radar wavelength was 10 cm. These data were obtained exper- 
i~nentally by mounting the aircraft on a turntable in surroundings free from other reflecting 
objects and by observing with a nearby radar set. The propellers were running during the 
measurement and produced a modulation of the order of 1 to 2 kHz. The cross section can 
change by as  much as 15 dB  for a change in aspect of only 3". The maximum echo signal 
occurs in the vicinity of broadside, where the projected area of the aircraft is largest. 

I t  is not usually convenient to obtain the radar cross section of aircraft by mounting the 
full-size aircraft on a rotating table. Measurements can be obtained with scale models on a 
pattern range.19 An example of such model measurements is given by the dashed curves in 
Fig. 2.17. I f  care is taken in the construction of the model and in the pattern-range 
instrumen tat ion, i t  is possible to achieve reasonably representative measurements. 

The radar cross section of an aircraft can also be obtained by c ~ m p u t a t i o n . ' ~  The target is 
broken up  into a number of simple geometrical shapes, the contribution of each (taking 
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aircrafl28 is shown in Fig. 2.16. The aircraft is the B-26, a .World War II medium-range
two-engine bomber. The radar wavelength was 10 em. These data were obtained exper­
imentally by mounting the aircraft on a turntable in surroundings free from other reflecting
objects and by observing with a nearby radar set. The propellers were running during the
measurement and produced a modulation of the order of 1 to 2 kHz. The cross section can
change by as !Iluch as 15 dB for a change in aspect of only 1°. The maximum echo signal
occurs in the vicinity of broadside, where the projected area of the aircraft is largest.

It is not usually convenient to obtain the radar cross section of aircraft by mounting the
full-size aircraft on a rotating table. Measurements can be obtained with scale models on a
pattern range. 29 An example of such model measurements is given by the dashed curves in
Fig. 2.17. If care is taken in the construction of the model and in the pattern-range
instrumentation. it is possible to achieve reasonably representative measurements.

The radar cross section of an aircraft can also be obtained by computation. l
7 The target is

broken up into a number of simple geometrical shapes, the contribution of each (taking
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Figure 2.16 Experimental cross section of the B-26 two-engine bomber at IO-cm wavelength as a function 
of  azimuth angle. (From Ridenour,'' courtesy McGraw-Hill Book Company, Inc.)  

account of aspect changes and shadowing of one component by another) is computed and ttlc 
component cross sections are combined to yield the composite value. The " theoretical " values 
of Fig. 2.17 for B-47 were obtained by calculation. 

The most realistic method for obtaining the radar cross section of aircraft is to measure 
the actual target in flight. There is no question about the authenticity of the target being 
measured. An example of such a facility is the dynamic radar cross-section range of the U.S. 
Naval Research Lab~ratory.~'  Radars at L, S, C and X bands illuminate the aircraft target in 
flight. The radar track data is used to establish the aspect angle of the target with respect to the 
radar. Pulse-to-pulse radar cross section is available, but for convenience in presenting the 
data the values plotted usually are an average of a large number of values taken within a 10 by 
10" aspect angle interval. Examples of such data are given in Figs. 2.18 to 2.20. The radar cross 
section of the T-38 aircraft at head-on incidence is shown in Table 2.1. This data was also 
obtained from an aircraft in flight. (The T-38 is a twin-jet trainer with a 7.7 m wing span and a 
14 m length.) 
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35 dB

Figure 2.16 Experimental cross section of the 8-26 two-engine bomber at to-em wavelength as a function
of azimuth angle. (From Ridenour,28 courtesy McGraw-Hill Book Company, Inc.)

account of aspect changes and shadowing of one component by another) is computed and the
component cross sections are combined to yield the composite value. The" theoretical" values
of Fig. 2.17 for B-47 were obtained by calculation.

The most realistic method for obtaining the radar cross section of aircraft is to measure
the actual target in flight. There is no question about the authenticity of the target heing
measured. An example of such a facility is the dynamic radar cross-section range of the U.S.
Naval Research Laboratory.3o Radars at L, S, C and X bands illuminate the aircraft target in
flight. The radar track data is used to establish the aspect angle of the target with respect to the
radar. Pulse-to-pulse radar cross section is available, but for convenience in presenting the
data the values plotted usually are an average of a large number of values taken within a 10 by
10° aspect angle interval. Examples of such data are given in Figs. 2.18 to 2.20. The radar cross
section of the T-38 aircraft at head-on incidence is shown in Table 2.1. This data was also
obtained from an aircraft in flight. (The T-38 is a twin-jet trainer with a 7.7 m wing span and a
14 m length.)



Figure 2.17 Comparison of the theoretical and model-measurement horizontal-polarization radar cross 
sections of the B-47 medium bomber jet aircraft with a wing span of 35 m and a length of 33 m. Solid curve 
is the average of the computed cross sections obtained by the University of Michigan Engineering 
Rewarch Institute at a frequency of 980 MHz. Dashed curves are model measurements obtained by the 

,: Ohio State University Antenna Laboratory at a frequency of 600 MHz. Open circles are the maximum 
values averaged over 10" intervals; solid circles are median values. Radar is assumed to be in the same 
plane as the aircraft.64 

I t  can be seen that the radar cross section of an aircraft is difficult to specify concisely. 
Slight changes in viewing aspect or frequency result in large fluctuations in cross section. 
Nevertheless, a single value of cross section is sometimes given for specific aircraft targets for 
use in computing the radar equation. There is no standard, agreed-upon method for specifying 
the single-valued cross section of an aircraft. The average value or the median might be taken. 
Sometimes it is  a " minimum" value, perhaps the value exceeded 99 percent of the time or 95 
percent of the time. I t  might also be the value which when substituted into the radar equation 
assures that the computed range agrees with the experimentally measured range. 

Table 2.2 lists "example" values of cross section for various targets at microwave 
frequencies. Note that only a single value is given even though there can be a large variation. 
They should not be used for design purposes when actual data is available for the particular 
targets of interest. 

A military propeller aircraft such as the AD-4B has a cross section of about 20 m2 at L 
band, but a l a )  m2 cross section at VHF. The longer wavelengths at VHF result in greater 
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Figure 2.17 Comparison of the theoretical and model-measurement horizontal-polarization radar cross
sections of the B-47 medium bomber jet aircraft with a wing span of35 m and a length of 33 m. Solid curve
is the average of the computed cross sections obtained by the University of Michigan Engineering
Research Institute at a frequency of 980 M Hz. Dashed curves are model measurements obtained by the
Ohio State University Antenna Laboratory at a frequency of 600 MHz. Open circles are the maximum
valucs avcragcd over 10° intervals; solid circles are median values. Radar is assumed to be in the same
plane as the aircrafLf\4

It can be seen that the radar cross section of an aircraft is difficult to specify concisely.
Slight changes in viewing aspect or frequency result in large fluctuations in cross section.
Nevertheless, a single value of cross section is sometimes given for specific aircraft targets for
use in computing the radar equation. There is no standard, agreed-upon method for specifying
the single-valued cross section of an aircraft. The average value or the median might be taken.
Sometimes it is a "minimum" value, perhaps the value exceeded 99 percent of the time or 95
percent of the time. It might also be the value which when substituted into the radar equation
assures that the computed range agrees with the experimentally measured range.

Table 2.2 lists "example" values of cross section for various targets at microwave
frequencies. Note that only a single value is given even though there can be a large variation.
They should not be used for design purposes when actual data is available for the particular
targets of interest.

A military propeller aircraft such as the AD-4B has a cross section of about 20 m2 at L
band, but a 100 m 2 cross section at VHF. The longer wavelengths at VHF result in greater
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Figure 2.18 (a) Azimuth variation of radar 
cross section of a C-54 aircraft with constant 
elevation angle of - 10". (The C-54 is the 
military version of the four-piston-engined 
DC-4 commercial aircraft with a wing span 
of 36 m and a length of 29 m.) Each point 
represents the average of medians obtained 
from samples within a 10 by 10" aspect cell. 
Frequency is 1300 MHz ( L  band) with linear 
polarization. V V = vertical polar~rat ion, 
HH = horizontal polarization. ( b )  Eleva- I 

tion-variation nose-on (azimuth = 0")  (c) 
Elevation-variation tail-on (azimuth= 
180"). (From Olin and Queen.") 

cross section than microwaves because the dimensions of the scattering objects are compar- 
able to the wavelength and produce resonance effects. 

An example of the measured radar cross section of a large ship (16,000 tons) is shown in 
Fig. 2.21. The aspect is at grazing incidence. When averages of the cross section are taken 
about the port and starboard bow and quarter aspects of a number of ships (omitting the peak 
at broadside), a simple empirical expression is obtained for the median (50th percentile) value 
of the cross section: 
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b 10 A - IBO* Figure 2.19 Same as Fig. 2.18 except fre- 
quency is 9225 MHz (X band). VH and 

0 -lo -20 -30 -40 -10 -20 -30 -40 HV represent cross-polarized components. 
(bl Elevot~m orpect angle[aeg) (CI (From Olin and Q ~ e e n . ~ ' )  
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Figure 2.t8 (a) Azimuth variation of radar
cross section of a C-54 aircraft with constant
elevation angle of - lO°. (The C-54 is the
military version of the four-piston-engined
DCA commercial aircraft with a wing span
of 36 m and a length of 29 m.) Each point
represents the average of medians obtained
from samples within a 10 by 10° aspect cell.
Frequency is 1300 MHz (L band) with linear
polarization. V V = vertical polarization.
HH = horizontal polarization. (b) Eleva­
tion-variation nose-on (azimuth = 0°) (e)
Elevation-variation tail-on (azimuth =
180°). (From Olin and Queen. lO
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cross section than microwaves because the dimensions of the scattering objects are compar­
able to the wavelength and produce resonance effects.

An example of th~ measured radar cross section of a large ship (16,000 tons) is shown in
Fig. 2.21. The aspect is at grazing incidence. When averages of the cross section are taken
about the port and starboard bow and quarter aspects of a number of ships (omitting the peak
at broadside), a simple empirical expression is obtained for the median (50th percentile) value
of the cross section:

(2.38)
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Figure 2.19 Same as Fig. 2.18 except fre­
quency is 9225 MHz (X band). VH and
HV represent cross-polarized components.
(From Olin and Queen.30

)

-40

A -180'

-10- -20 -30

10

Elewahan aSjl8et anglerdcg I re I

rTVHITvv

00--·--=-10=----"2=0--:·3"'0---:-40 00

lbl

b 10



TfiE R A D A R  EQUATION 43 

Table 2.la Radar cross section (square meters) of the T-3866 
Head-on aspect ( f 1.0 degree) 

X1.r. X I , ,  Svv Lvv 

Percentile 20 50 80 20 50 80 20 50 80 20 50 80 

1 Figure 2.20 Same as Fig. 2.19. but for circu- 
,I 1 1 4 0  I lar polnri~ation. R R  -- right-hand polari7n- 

. - 
I tion, LL = left-hand polarization; R L  arld 

. J  

m 
v '  

i ...I w "0, 

',, . ,! I n  

i 

Landing 
gear up 0.33 0.83 1.7 0.21 0.53 1.2 1.6 3.1 4.7 1.5 1.8 2.2 

i.anding 
pearexter~dcd 0 5 3  1 6  3.5 0.24 0.80 2.1 1.1 2.3 4.4 0.99 2.6 4.5 

l 1  71' 40 ' 7 0  30 - LR are cross-polarized components. (Frorrr 
1 1 , )  I I ,  , ,  I I I ( r  I Olirr artd Q~reer~.~') 

1 0  

Table 2.lb Median cross section (XI.,,) for aspects near nose-on 
I 

Azimuth angle (degrees) 
Flevrttion 
angle 0 2 5 7 

Azimuth angle (degrees) 
Elevation 
angle 0 2 5 7 

X , ,  : Transmit left circular polarization, receive left circular (X band). X,, : Transmit left circular 
polarization, receive right circular (X band). S,,, : Transmit vertical polarization, receive vertical (S band). 
L,.,. : Same for L band. 
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Figure 2.20 Same as Fig. 2.19, but for circu­
lar polarization. RR = right-hand polariza­
tion, LL = left-hand polarization; RL and
LR are cross-polarized components. (From
Olill alld Qlleell. 30 )

Table 2.1a Radar cross section (square meters) of the T_3866

Head-on aspect (± 1.0 degree)

X ,.,. X I.R Svv L vv

Percentile 20 50 80 20 50 80 20 50 80 20 50 80

Landing
gear up 0.33 0.83 1.7 0.21 0.53 1.2 1.6 3.1 4.7 1.5 1.8 2.2

Landing
gear extended 0.53 1.6 3.5 0.24 0.80 2.1 I.l 2.3 4.4 0.99 2.6 4.5

Table 2.lb Median cross section (X l.lJ for aspects near nose-on

Azimuth angle (degrees) Azimuth angle (degrees)
Elevation Elevation
angle 0 2 5 7 angle 0 2 5 7

() (Un 16 0.72 0.45 0.90 1.2
6 0.68 0.61 0.99 0.82 18 . 0.43 0.44 1.3 0.84
8 1.2 0.94 1.7 2.2 20 0.43 0.52 0.63 0.64

10 1.4 1.6 :u 1.4 22 0.45 0.66 I.l l.l
12 U.70 1.0 1.6 2.1 24 0.65
14 0.79 0.60 0.63 1.5

Xu.: Transmit left circular polarization, receive left circular (X band). X LR : Transmit left circular
polarization, receive right circular (X band). Svv : Transmit vertical polarization, receive vertical (S band).
Lno : Same for L band.
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Table 2.2 Example radar cross sections at microwave frequencies 

Square meters 

Conventional, unmanned winged missile 
Small, single engine aircraft 
Small fighter, or  4-passenger jet 
Large fighter 
Medium bomber or  medium jet airliner 
Large bomber or large jet airliner 
Jumbo jet 

Small open boat 
Small pleasure boat 
Cabin cruiser 
Ship at zero grazing angle 
Sliip at higher grazing angles 

Pickup truck 
Automobile 
Bicycle 
Man 

Bird 
Insect 

0.02 
2 

10 
See Eq. (2.38) 
Displacement tonnage 
expressed in m2 

where o = radar cross section in square meters, f = radar frequency in megahertz, and D is the 
ship's (full load) displacement in  kiloton^.^' This expression was derived from measurements 
made at X, S, and L bands and for naval ships ranging from 2000 to 17,000 tons. Although i t  
is probably valid outside this size and frequency range, it does not apply to elevation 
angles other than grazing incidence. At higher elevation angles, as might be viewed from 
aircraft, the cross sections of ships might be considerably less than at grazing incidence, 
perhaps by an order of magnitude. When no better information is available, a very rough order 
of magnitude estimate of the ship's cross section at other-than-grazing incidence can be had by 
taking the ship's displacement in tons to be equal to its cross section in square meters. The 
average cross section of small pleasure boats 20 to 30 ft in length might have a radar cross i 

section in the vicinity of a few square meters at X band.68 Boats from 40 to 50 ft  in lc~lgrll 
might have a cross section of the order of 10 square meters. 

The radar cross section of an automobile at X band is generally greater than that of an 
aircraft or a boat. From the front the cross section might vary from 10 to 200 mZ at A' band, 
with 100 mZ being a typical value.65 The cross section increases with increasing frequency (up 
to 60 GHz, the range of the measurements). 

The measured radar cross section of a man has been reported3* to be as follows: 

Frequency, MHz 0, m2 

The spread in cross-section values represents the variation with aspect and polarization. 
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Table 2.2 Example radar cross sections at microwave frequencies

Square meters

Conventional, unmanned winged missile
Small, single engine aircraft
Small fighter, or 4-passenger jet
Large fighter
Medium bomber or medium jet airliner
Large bomber or large jet airliner
Jumbo jet

Small open boat
Small pleasure boat
Cabin cruiser
Ship at zero grazing angle
Ship at higher grazing angles

Pickup truck
Automobile
Bicycle
Man

Bird
Insect

0.5
1
2
6

20
40

100

0.02
2

10
See Eq. (2.38)
Displacement tonnage
expressed in m 2

200
100

2
1

0.01
10- 5

where (J = radar cross section in square meters,f = radar frequency in megahertz, and D is the
ship's (full load) displacement in kilotons. 31 This expression was derived from measurements
made at X, S, and L bands and for naval ships ranging from 2000 to 17,000 tons. Although it
is probably valid outside this size and frequency range, it does not apply to elevation
angles other than grazing incidence. At higher elevation angles, as might be viewed from
aircraft, the cross sections of ships might be considerably less than at grazing incidence,
perhaps by an order of magnitude. When no better information is available, a very rough order
of magnitude estimate of the ship's cross section at other-than-grazing incidence can be had by
taking the ship's displacement in tons to be equal to its cross section in square meters. The
average cross section of small pleasure boats 20 to 30 ft in length might have a radar cross
section in the vicinity of a few square meters at X band.68 Boats from 40 to 50 ft in length

might have a cross section of the order of 10 square meters.
The radar cross section of an automobile at X band is generally greater than that of an

aircraft or a boat. From the front the cross section might vary from 10 to 200 m 2 at X band,
with 100 m 2 being a typical value. 6s The cross section increases with increasing frequency (up
to 60 G Hz, the range of the measurements).

The measured radar cross section of a man has been reported 3 2 to be as follows:

Frequency, MHz

410
1,120
2,890
4,800
9,375

0.033-2.33
0.098-0.997
0.140-1.05
0.368-1.88
0.495-1.22

The spread in cross-section values represents the variation with aspect and polarization.
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Figure 2.21 Azimuth variation of the radar cross-section of a large Naval Auxiliary Ship at (a) S band 
(2800 MH7) and ( h )  S band (9225 MHz), both with horizontal polarization. 
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Figure 2.21 Azimuth v<lriation of the radar cross-section of a large Naval Auxiliary Ship at (a) S band
(2800 MHz) and (h) X band (9225 MHz). both with horizontal polarization.
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The cross-section data presented in this section lead to tl-tt: concliision that i t  woiild not be 
appropriate simply to select a single value and expect i t  to have meaning in the compi~tation of 
the radar equation without further qualification. Methods for dealing with the cross sections of 
complicated targets are discussed in the next section. 

2.8 CROSS-SECTION FLUCTUATIONS 

The discussion of the minimum signal-to-noise ratio in Sec. 2.6 assumed that the echo signal 
received from a particular target did not vary with time. In practice, however, the echo signal 
from a target in motion is almost never constant. Variations in the echo signal may be caused 
by meteorological conditions, the lobe structure of the antenna pattern, eqilipmerlt instabili- 
ties, or variations in the target cross section. The cross sections of complex targets (the usual 
type of radar target) are quite sensitive to  a s p e ~ t . ~ ~ , ~ ~  Therefore, as the target aspect changes 
relative to the radar, variations in the echo signal will result. 

One method of accounting for a fluctuating cross section in the radar equation is to select 
a lower bound, that is, a value of cross section that is exceeded some specified (large) fraction 
of time. The fraction of time that the actual cross section exceeds the selected value would be 
close to unity (0.95 or 0.99 being typical). For all practical purposes the value selected is a 
minimum and the target will always present a cross section greater than that selected. This 
procedure results in a conservative prediction of radar range and has the advantage of simpli- 
city. The minimum cross section of typical aircraft or missile targets generally occurs at or near 
the head-on aspect. 

However, to properly account for target cross-section fluctuations, the probability- 
density function and the correlation properties with time must be known for the partici~lar 
target and type of trajectory. Curves of cross section as a function of aspect and a knowiedgc of 
the trajectory with respect to the radar are needed to obtain a true description of the dynami- 
cal variations of cross section. The probability-density function gives the probability of finding 
any particular value of target cross section between the values of a and a + (10, while the 
autocorrelation function describes the degree of correlation of  the cross section with time or 
number of pulses. The spectral density of the cross section (from which the autocorrelation 
function can be derived) is also sometimes of importance, especially in tracking radars. I t  is 
iisually not practical to obtain the experimental data necessary to compute the probabiiity- 
density function and the autocorrelation function from which the overall radar performance is 
determined. Most radar situations are of too complex a nature to warrant obtaining complete 
data. A more economical method to assess the effects of a fluctuating cross section is to 
postulate a reasonable model for the fluctuations and to analyze it mathematically. Swerling3' 
has calculated the detection proba'bilities for four different fluctuation models of cross section. 
In two of the four cases, it is assumed that the fluctuations are completely correlateci di~ring a 
pnrticirlar scan but are completely uncorrelated from scan to scan. I n  the othcr ~ w o  citscs, t l ~ c  
fluctuations are assumed to  be more rapid and uncorrelated pulse to pulse. The four tlucti~a- 
tion models are as follows: 

Case I .  The echo pulses received from a target on any one scan are of constant amplitude 
throughout the entire scan but are independent (uncorrelated) from scan to scan. This 
assumption ignores the effect of the antenna beam shape on the echo amplitude. A n  echo 
fluctuation of this type will be referred to as scan-to-scan fluctuation. The probability- 

. ' I. . 
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The cross-section data presented in this section lead to the conclusion that it would not be
appropriate simply to select a single value and expect it to have meaning in the computation of
the radar equation without further qualification. Methods for dealing with the cross sections of
complicated targets are discussed in the next section.

2.8 CROSS-SECTION FLUCTUATIONS

The discussion of the minimum signal~to-noise ratio in Sec. 2.6 assumed that the echo signal
received from a particular target did not vary with time. In practice, however, the echo signal
from a target in motion is almost never constant. Variations in the echo signal may be caused
by meteorological conditions, the lobe structure of the antenna pattern, equipment instabili­
ties, or variations in the target cross section. The cross sections of complex targets (the usual
type of radar target) are quite sensitive to aspect. 30

,36 Therefore, as the target aspect changes
relative to the radar, variations in the echo signal will result.

One method of accounting for a fluctuating cross section in the radar equation is to select
a lower bound, that is, a value of cross section that is exceeded some specified (large) fraction
of time. The fraction of time that the actual cross section exceeds the selected value would be
close to unity (0.95 or 0.99 being typical). For all practical purposes the value selected is a
minimum and the target will always present a cross section greater than that selected. This
procedure results in a conservative prediction of radar range and has the advantage of simpli­
city. The minimum cross section of typical aircraft or missile targets generally occurs at or near
the head-on aspect.

However, to properly account for target cross-section fluctuations, the probability­
density function and the correlation properties with time must be known for the particular
target and type of trajectory. Curves of cross section as a function of aspect and a knowkdgl: of
the trajectory with respect to the radar are needed to obtain a true description of the dynami­
cal variations of cross section. The probability-density function gives the probability of finding
any particular value of target cross section between the values of (J and (J + cia, while the
autocorrelation function describes the degree of correlation of the cross section with time or
number of pulses. The spectral density of the cross section (from which the autocorrdation
function can be derived) is also sometimes of importance, especially in tracking radars. It is
usually not practical to obtain the experimental data necessary to compute the probabiiity­
density function and the autocorrelation function from which the overall radar performance is
determined. Most radar situations are of too complex a nature to warrant obtaining comrkk
data. A more economical method to assess the effects of a fluctuating cross section is to
postulate a reasonable model for the fluctuations and to analyze it mathematically. Swerling 3

7

has calculated the detection probahilities for four different fluctuation models of cross section.
In two of the four cases, it is assumed that the fluctuations are completely correlated during a
particular scan but are completely uncorrelated from scan to scan. In the olher two caSl:S, thl:
fluctuations are assumed to be more rapid and uncorrelated pulse to pulse. The four tluctua­
tion models are as follows:

Case 1. The echo pulses received from a target on anyone scan are of constant amplitude
throughout the entire scan but are independent (uncorrelated) from scan to scan. This
assumption ignores the effect of the antenna beam shape on the echo amplitude. An echo
fluctuation of this type will be referred to as scan-to-scan fluctuation. The probability-

• I l. .
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dcrlsity rrrrlctiorl far tllc cross scctioll rr is given by tlle density function 

wllere n,, is tlic avcriigc cross section over ail target liuctuations. 
C'asr) 2. The probnhility-derlsity function for the target cross section is also given by Eq. (2.39a). 

17111 tllc fltrclrratior1s a1.c r11orc 1.apid tllari i n  case I and are taken to bc independent from 
13r1lsc 1 0  ptllsc irlsfcact of fro111 s c n ~  to scan. 

( ' ( I S ( !  3 .  111 this C;ISC'. ~ l i c  flr~cttl;~tiv~l is assitrned to be independent from scan to scan as in case 
1 .  I > ( I I  lllc ~>rol>;~l>i l i ty-dc~ts i ty  f'r~rlctiort is givcn by 

1)(4 = 4: ex,, ( -  
on\ 

C'c~scl 4 .  7'llc flilcttlatiori is prrlse to pulse according to Eq. (2.39b) 

The probability-density function assumed in cases 1 and 2 applies to a complex target 
consisting of tilariy independent scatterers of approximately equal echoing areas. Although, in 
tlicory, tlic number of independent scatterers must be essentially infinite, in practice the 
nunibcr may be as few as four or five. Tlie probability-density function assumed in cases 3 arid 
4 is inore indicative of targets that can be represented as one large reflector together with other 
small reflectors. In all the above cases, the value of cross section to be substituted in the radar 
eqiration is tlie average cross scctiori rr,, . Tlie signal-to-noise ratio needed to achieve a 
specified probability of detection witl~out exceeding a specified false-alarm probability can be 
calculated for each nlodel of target behavior. For purposes of comparison, the nonfluctuating 
cross scctioti will he called cclsc 5. 

A cornparison of these five models for a false-alarm number = 10' is shown in Fig. 2.22 
for 11 = 10 hits integrated. When the detection probability is large, all four cases in which the 
targct cross section is not constant require greater signal-to-noise ratio than the constant cross 
section of case 5. For example, i f  the desired probability of detection were 0.95, a signal-to- 
rloisc ratio of 6.2 dI3/l~ulsc is lieccssary il the target cross section were constant (case 5), b11t i f  
t he target cross section fluctuated with a Rayleigh distribution and were scan-to-scan uncor- 
related (case 1) .  tlie signal-to-noise ratio would have to be 16.8 dB/pulse. This increase in 
signal-to-noise corresponds to a reduction in range by a factor of 3.28. Therefore, i f  the 
cliaracteristics of tlic target cross section are not properly taken into account, the actual 
perforrna~ice of tlie radar niight riot measure up to the performance predicted as if the target 
cross sectiori were constant. Figure 2.22 also indicates that for probabilities of detection 
greater than about 0.30. a greater signal-to-noise ratio is required when the fluctuations are 
uncorrelated scan to scan (cases 1 and 3) than when tlie fluctuations are uncorrelated pulse to 
pulse (cases 2 and 4). In fact. the larger tlie number of pulses integrated, the more likely i t  will 
tw for. the fl irctuatioris to average out, and cases 2 and 4 will approach the nonfluctuatingcase. 

Curves exist".37 for various values of tiits per scan, 11 ,  that give the signal-to-noise ratio 
per pulse as a function of P, and r t , .  Tile signal-to-noise ratio per pulse can be used in the form 
of tlie radar equation as given by Eq. (2.32). I t  is not necessary, however, to employ such an 
clahoratc set of data sirice for most engineering purposes the curves of Figs. 2.23 and 2.24 may 
be used as corrections to the probability ofdetection (as found in Fig. 2.7) and as the integration 
irni>rovcmcnt factor (Fig. 2.80) for substitution into the radar equation of Eq. (2.33). 
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(!t:nsity function for the ClOSS section cT is given by tile density function

p( cT) = I ex p (_ (J )

a. v aa>'
a20 (2.39a)

\vilere cT., is tile average cross section over all target lluctuations.
Case 2. The probability-density function for the target cross section is also given by Eq. (2.39£1),

hut the fluctuatioJls arc morc rapid than in case 1 and arc takcn to be independent from
pulse to pulse instead of from scan to scan.

ClISt' 3. In this case. the fluctuation is assumed to be independent from scan to scan as in case
I. hut till' plohahility-dcnsity function is givcn by

(2.39b)

./ Cast' 4. The fluctuation is pulse to pulse according to Eq. (2.39b)

The probability-density function assumed in cases 1 and 2 applies to a complex target
consisting of many independent scatterers of approximately equal echoing areas. Although, in
theory, the number of independent scatterers must be essentially infinite, in practice the
number may be as few as four or five. The probability-density function assumed in cases 3 and
4 is more indicative of targets that can be represented as one large rellector together with other
small rellectors. In all the above cases, the value of cross section to be substituted in the radar
equation is the average cross section eTav • The signal-to-noise ratio needed to achieve a
specified probability of detection without exceeding a specified false-alarm probability can be
calculated for each model of target behavior. For purposes of comparison, the nonnuctuating
cross section will bc called casi.' 5.

A comparison of these five models for a false-alarm number IIf = 108 is shown in Fig. 2.22
for 11 = 10 hits integrated. When the detection probability is large, all four cases in which the
target cross section is not constant require greater signal-to-noise ratio than the constant cross
section of case 5. For example, if the desired probability of detection were 0.95, a signal-to­
noisc ratio of 6.2 dB/puIsI..' is necessary if the target cross section were constant (case 5), but if
the target cross section fluctuated with a Rayleigh distribution and were scan-to-scan uncor­
related (case I), the signal-to-noise ratio would have to be 16.8 dB/pulse. This increase in
signal-to-noise corresponds to a reduction in range by a factor of 3.28. Therefore, if the
characteristics of thc target cross section are not properly taken into account, the actual
performance of the radar might not measure up to the performance predicted as if the target
cross section were constant. Figure 2.22 also indicates that for probabilities of detection
greater than about 0.30, a grcater signal-to-noise ratio is rcquired when the fluctuations are
uncorrclated scan to scan (cases 1 and 3) than when the fluctuations are uncorrelated pulse to
pulse (cases 2 and 4). In fact.thc larger the number of pulses integrated, the more likely it will
be for the fluctuations to average out. and cases 2 and 4 will approach the nontluctuating case.

Curves exist Il ..n for various values of hits per scan, II, that give the signal-to-noise ratio
per pulse as a function of Pd and 11f' The signal-to-noise ratio per pulse can be used in the form
of the radar equation as given by Eq. (2.32). It is not necessary, however, to employ such an
elaborate set of data since for most engineering purposes the curves of Figs. 2.23 and 2.24 may
be used as corrections to the probability ofdetection (as found in Fig. 2.7) and as the integration
improvcment factor (Fig. 2.Ra) for substitution into the radar equation of Eq. (2.33).
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Figure 2.22 Con~parison of drtec- 
tion probabilities for five different 
models of target fluctuation for 
11 = 10 pulses integrated and 
false-alarm number n, = lo8. 
(Adupfed fro111 Swerliny.-\  ') 

Figure 2.23 Additional signal-to-noise 
ratio required to achieve a particular 
probability of detection, when the 
target cross section fluctuates, as com- 
pared with a nonfluctuat~ng target; 
single hit, n = 1. (To be used in con- 
junction with Fig. 2.7 to find ( S I R ' ) , . )  
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Figure 2.22 Comparison of lklec­
tion probabilities for five different
models of target fluctuation for
II ;::::: 10 pulses integrated and

30 false-alarm number II f = lOll.
(Adapted from Swerling. J 7)
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ratio required to achieve a particular
probability of detection, when the
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Probability of detection junction with Fig. 2.7 to find (S;Nk)
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Number of pulses integrated, n 

Figure 2.24 lntegration-improvement factor as a function of the number of pulses integrated for the five 
types of target fluctuation considered. 

Tlie procedure for using the radar equation when the target is described by one of the 
Swerling models is as folloks: 

1 .  Find the signal-to-noise ratio from Fig. 2.7 corresponding to the desired value of detection 
probability P,, and false-alarm probability PI ,  . 

2. From Fig. 2.23 determine the correction factor for either cases 1 and 2 or  cases 3 and 4 to be 
applied to  tile signal-to-noise ratio found fronl step 1 above. The resultant signal-to-noise 
ratio (SIN), is that which would apply if detection were based upon a single pulse. 

3. I f  n pulses are integrated, the integration-improvement factor I i ( n )  = nEi(,r) is found from 
Fig. 2.24. ?'he parameters (SIN), arid nEi(rt) are substituted into tlie radar equation (2.33) 
along with o,, . 

The iritegration-improvernent factor in Fig. 2.24 is in some cases greater than r i ,  or in 
other words, the integration efficiency factor Ei(n) > 1. One is not getting something for 
nothing, for in those cases in which the integration-improvement factor is greater than ,I, the 
signal-to-noise ratio required for n = 1 is larger than for a nonfluctuating target. The signal- 
to-noise per pulse will always be less than that of an ideal predetection integrator for reasonable 
values of P,. It should also be noted that the data in Figs. 2.23 and 2.24 are essentially 
independelit of the false-alarm number, at least over the range of lo6 to  10". 

'I'he two probability-density functions of Eqs. (2.39a) and (2.39b) that describe tlie 
Swerling fluctuation models are special cases of the chi-square distribution of degree 21~1 .~ '  The 
probability density function is 
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Figure 2.24 Integration-improvement factor as a function of the number of pulses integrated for the five
types of target tluctuation considered.

The procedure for usi!1g the radar equation when the target is described by one of the
Swerling models is as follows:

t. Find the signal-to-noise ratio from Fig. 2.7 corresponding to the desired value of detection
probability Pd and false-alarm probability Pfa •

2. From Fig. 2.23 determine the correction factor for either cases 1 and 2 or cases 3 and 4 to be
applied to the signal-to-noise ratio found from step 1 above. The resultant signal-to-noise
ratio (SIN), is that which would apply if detection were based upon a single pulse.

3. If /I pulses are integrated, the integration-improvement factor I j (11) = 11£;(11) is found from
Fig. 2.24. The parameters (SIN), and 11£;(11) are substituted into the radar equation (2.33)
along with aav'

(2.40)a>O

The integration-improvement factor in Fig. 2.24 is in some cases greater than II, or in
other words, the integration efficiency factor £;(11) > 1. One is not getting something for
nothing, for in those cases in which the integration-improvement factor is greater than n, the
signal-to-noise ratio required for n = 1 is larger thari for a nonfluctuating target. The signal­
to-noise per pulse will always be less than that of an ideal predetection integrator for reasonable
values of Pd' It should also be noted that the data in Figs. 2.23 and 2.24 are essentially
independent of the false-alarm number, at least over the range of 106 to 1010.

The two proba bility-density functions of Eqs. (2.39a) and (2.39b) that describe the
Swerling fluctuation models are special cases of the chi-square distribution of degree 2m. 3 8 The
probability density function is

( ) 111 (1/Ia) m - 1 (1/Ia)p a = I - exp - - ,
(111 - 1). (Jay aay (Jay



It is also called the gamma distribution. In statistics texts, 2tn is the number of degrees of 
freedom, and is an integer. However, when applied to target cross-sect~on models, 2111 is not 
required to be an integer. Instead, m can be any positive, real number. When ,ti = 1,  the 
chi-square distribution of Eq. (2.40) reduces to the exponential, or Rayleigh-power, distribu- 
tion of Eq. (2.39~) that applies to Swerling cases 1 and 2. Cases 3 and 4, described by Eq. (2.39b), 
are equivalent to m = 2 in the chi-square distribution. The ratio of the variance to the average 
value of the cross section is equal tom- ' I 2  for the chi-square distribution. The larger the value 
of m, the more constrained will be the fluctuations. The limit of tn equal to infinity corresponds 
to the nonfluctuating target. 

The chi-square distribution is a mathematical model used to represent [tie statistics of the 
fluctuating radar cross section. These distributions might not always fit  the observed data, btrt 
they are fair approximations in many cases and are used nevertheless for convenience. The 
chi-square distribution is described by two parameters: the average cross section a,, and the 
number of degrees of freedom 2m. Analysis3' of measurements on actiial aircraft Hying 
straight, level courses shows that the cross-section fluctuations at a particitlar aspect are well 
fitted by the chi-square distribution with the parameter m ranging from 0.9 to approximately 2 
and with a,, varying approximately 15 dB from minimum to maximum. The parameters of the 
fitted distribution vary with aspect angle, type of aircraft, and frequency. The value of nl is near 
unity for all aspects except at broadside; hence, the distribution is Rayleigh with a varying 
average value with the most variation at broadside aspect. It was also found that the average 
value has more effect on the calculation of the probability of detection than the value of t t ~  

Although the Rayleigh model might provide a good approximation to the radar cross sectiolls 
of aircraft in many cases, it is not always applicable. Exceptions occur at broadside, as 
mentioned, and for smaller aircraft.j8 There are also examples where no chi-square distribu- 
tion can be made to fit the experimental data. 

The chi-square distribution has been used to approximate the statistics of other-than- 
aircraft targets. W e i n s t ~ c k ~ ' * ~ ~  showed that this distribution can describe certain simple 
shapes, such as cylinders or cylinders with fins that are characteristic of some satellite objects. 
The parameter m varies between 0.3 and 2, depending on aspect. These have sometimes been 
called Weinstock cases. 

The chi-square distribution with m = 1 (Swerling cases 1 and 2) is the Rayleigh, or 
exponential, distribution that results from a large number of independent scatterers, no oric of 
which contributes more than a small fraction of the total backscatter energy. Although ttlc 
chi-square distribution with other than m = 1 has been observed empirically to give a reason- 
able fit to the radar cross section distribution of many targets, there is no physical scatterirlg 
mechanism on which it is based. It has been said that the chi-square distribution with ~n = 2 
(Swerling cases 3 and 4) is indicative of scattering from one large dominant scatterer together 
with a collection of small independent scatterers. However, it is the Rice distribution that 
follows from such a The Rice probability density function is 

where s is the ratio of the radar cross section of the single dominant scatterer to the total cross 
section of the small scatterers, and Io(  ) is the modified Bessel function of zero order.'"his is 
a more correct description of the single dominant scatterer model than the chi-square with 
m = 2. However it has been shown that the chi-square with m = 2 approximates the Rice when 
the dominant-scatterer power is equal to the total cross section of the other, small scatterers, 
and so long as the probability of detection is not large.4' 
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It is also called the gamma distribution. In statistics texts, 2m is the number of degrees of
freedom, and is an integer. However, when applied to target cross-section models, 2m is not
required to be an integer. Instead, m can be any positive, real number. When m = I, the
chi-square distribution of Eq. (2.40) reduces to the exponential, or Rayleigh-power, distribu­
tion ofEq. (2.39a) that applies to Swerling cases 1 and 2. Cases 3 and 4, described by Eq. (2.39b),
are equivalent to m = 2 in the chi-square distribution. The ratio of the variance to the average
value of the cross section is equal to m- 1/

2 for the chi-square distribution. The larger the value
of m, the more constrained will be the fluctuations. The limit of m equal to infinity corresponds
to the nonftuctuating target.

The chi-square distribution is a mathematical model used to represent the statistics of the
fluctuating radar cross section. These distributions might not always fit the observed data, but
they are fair approximations in many cases and are used nevertheless for convenience. The
chi-square distribution is described by two parameters: the average cross section an and the
number of degrees of freedom 2m. Analysis39 of measurements on actual aircraft Hying
straight, level courses shows that the cross-section fluctuations at a particular aspect are well
fitted by the chi-square distribution with the parameter m ranging from 0.9 to approximately 2
and with aay varying approximately 15 dB from minimum to maximum. The parameters of the
fitted distribution vary with aspect angle, type of aircraft, and frequency. The value of m is near
unity for all aspects except at broadside; hence, the distribution is Rayleigh with a varying
average value with the most variation at broadside aspect. It was also found that the average
value has more effect on the calculation of the probability of detection than the value of m.

Although the Rayleigh model might provide a good approximation to the radar cross sections
of aircraft in many cases, it is not always applicable. Exceptions occur at broadside, as
mentioned, and for smaller aircraft.38 There are also examples where no chi-square distribu­
tion can be made to fit the experimental data.

The chi-square distribution has been used to approximate the statistics of otha-than­
aircraft targets. Weinstock 38

•
40 showed that this distribution can describe certain simple

shapes, such as cylinders or cylinders with fins that are characteristic of some satellite objects.
The parameter m varies between 0.3 and 2, depending on aspect. These have sometimes been
called Weinstock cases.

The chi-square distribution with m = 1 (Swerling cases 1 and 2) is the Rayleigh, or
exponential, distribution that results from a large number of independent scatterers, no one of
which contributes more than a small fraction of the total backscatter energy. Although the
chi-square distribution with other than m = 1 has been observed empirically to give a reason­
able fit to the radar cross section distribution of many targets, there is no physical scallering
mechanism on which it is based. It has been said that the chi-square distribution with m = 2
(Swerling cases 3 and 4) is indicative of scattering from one large dominant scatterer toget her
with a collection of small independent scatterers. However, it is the Rice distribution that
follows from such a mode1. 67 The Rice probability density function is

l+s [ a ] (p(a) =-- exp -s - -{I + s) 10 2
aay aay

..!!-s(1 + S)),
aay

a>O (2.41)

where s is the ratio of the radar cross section of the single dominant scatterer to the total cross
section of the small scatterers, and lo( ) is the modified Bessel function of zero order. 38 This is
a more correct description of the single dominant scatterer model than the chi-square with
m = 2. However it has been shown that the chi-square with m = 2 approximates the Rice when
the dominant-scatterer power is equal to the total cross section of the other, small scaHerers,
and so long as the probability of detection is not large.4J



l ' l ~ e  log-norrnal clistrit~r~tic~rl has ;tlso t3ccrl cor~sidercd for represet~tir~g target echo fluctir:t- 
tions. I t  can be expressed as 

wllcre sd = standard deviation of In (a/a,), and a, = median of a. The ratio of the tneali to tlte 
median value of a is exp (si /2).  Tllere is no theoretical model of target scattering that leads to 
the log-normal distribution, although i t  has been suggested that echoes from some satellite 
bodies, ships, cylinders. plates, and arrays can be approximated by a log-normal probability 
d i ~ t r i b u t i o n . ~ ~ . ~ "  

Figure 2.25 is a comparison of the several distribution models for a false alarm number of 
1 0 6  when all pulses during a scan are perfectly correlated but with pulses in successive scans 
itldependent (scan-to-scar1 fluctuation). 

The fluctuation ~nodels considered in this section assume either complete correlation 
between pulses in any particular scan but with scan-to-scan independence (slow fluctuations), 

. -, or else complete independence from pulse to pulse (fast fluctuation). These represent two 
extreme cases. In  some instances, there might be partial correlation of the pulses within a scan 
(rnoderate fluctuation). S c h ~ a r t z ~ ~  considered the effect of partial correlation for the case of 
two ~l~ilqcs per scar] (11 = 2). The results for partial correlation fall between the two extremes of 
cotlll~lctcly iir~cor related and cor~~plctcly correlated, as nligllt be expected. Thus to esti~ilatc 
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Figure 2.25 Comparison of detectiorl probabilities for Rice, log normal, chi-square with m = 2 (Swerling 
case 3 )  and nonfluctuating target models with ,I = 10 hits and false-alarm number n,.= lo6. Ratio of 
dominant-to-backgrour~d equals u n i t y  (s = 1 )  for Rice distribution. Ratio of mean-to-med~an cross section 
for Ing-normal distribution = p 
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The log-normal distributioll lias also heen considered for represclIlillg target echo nuctua­
tions. It can be expressed as

(2.42 )a>O1'(a) =.~-- ex p !- -~l I[n(~-) ]2 fl,
.j21! Sda 1 2sd am

where Sd = standard deviation of In (a/am)' and am = median of a. The ratio of the mean to the
median value of a is exp (sJ/2). There is no theoretical model of target scattering that leads to
the log-normal distribution, although it has been suggested that echoes from some satellite
bodies, ships, cylinders, plates, and arrays can be approximated by a log-normal probability
d istribution. 42

.
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Figure 2.25 is a comparison of the several distribution models for a false alarm number of
\{)6 when all pulses during a scan are perfectly correlated but with pulses in successive scans
independent (scan-to-scan fluctuation).

The fluctuation models considered in this section assume either complete correlation
between pulses in any particular scan but with scan-to-scan independence (slow fluctuations),

-.j or else complete independence from pulse to pulse (fast fluctuation). These represent two
extreme cases. 1n some instances, there might be partial correlation of the pulses within a scan
(moderate fluctuation). Schwartz44 considered the effect of partial correlation for the case of
two pulses per scan (II = 2). The results for partial correlation fall between the two extremes of
completely ullcorrelated and completely correlated, as might be expectcd. Thus to cstimate
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Figure 2.25 Comparison of detection probabilities for Rice, log normal, chi-square with m = 2 (Swerling
case J) and nonfluctuating target models with fJ = to hits and false-alarm number "1 = 106

• Ratio of
dominant-to-background equals unity (s = I) for Rice distribution. Ratio of mean-to-median cross section
for fog-normal distribution = p.
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performance for partially correlated pulses, interpolation between the results for the correlated 
and uncorrelated conditions can be used as an approximation. A more general treatment 
of partially correlated fluctuations has been given by Swerling." His analysis applies to a large 
family of probability-density functions of the signal fluctuations and for very general correla- 
tion properties. Methods for the design of optimal receivers for the detection of moderately 
fluctuating signals have been c o n ~ i d e r e d . ~ ~  

It is difficult t o  be precise about the statistical model to  be applied t o  any particular 
target. Few, if any, real targets fit a mathematical model with any precision and in some cases 
it is not possible to  approximate actual data with any mathematical model. Even if the 
statistical distribution of a target were known, it might be difficult to relate this to an actual 
radar measurement since a target generally travels on some well-defined trajectory rather than 
present a statistically independent cross section to the radar. Thus the various mathematical 
models cannot, in general, be expected to  yield precise predictions of system performance. 

It has been s ~ g g e s t e d ~ ' . ~ ~  that if only one parameter is to  be used to describe a complex 
target, it should be the median value of the cross section with Rayleigh statistics (Swerling 
cases 1 and 2). Quite often Swerling case 1 is specified for describing radar performance since i t  
results in conservative values. The uncertainty regarding fluctuating target models makes the 
use of the constant (nonfluctuating) cross section in the radar equation an attractive alterna- 
tive when a priori information about the target is minimal. 

2.9 TRANSMITTER POWER 

The power P, in the radar equation (2.1) is called by the radar engineer the peak power. The 
peak pulse power as used in the radar equation is not the instantaneous peak power of a sine 
wave. It is defined as the power averaged over that carrier-frequency cycle which occurs at the 
maximum of the pulse of power. (Peak power is usually equal to one-half the maximum 
instantaneous power.) The average radar power Pa, is also of ii~terest in radar and is defined as 
the average transmitter power over the pulse-repetition period. If the transmitted waveform is 
a train of rectangular pulses of width z and pulse-repetition period Tp = l [ f p ,  the average 
power is related to the peak power by 

The ratio P,,/P,, r/TP, or  r f i  is called the duty cycle of the radar. A pulse radar for detection of 
aircraft might have typically a duty cycle of 0.001, while a C W  radar which transmits contin- 
~iously has a duty cycle of unity. 

Writing the radar equation in terms of the average power rather than the peak power, wc 

get 
P,, GA,anEi(n) 

Ria, = 
( 4 ~ ) ~ k T o  Fn(Bn .r)(SIN)I .fp 

The bandwidth and the pulse width are grouped together since the product of the two is 
~ ~ s u a l l y  of the order of unity in most pulse-radar applications. 

I f  the transmitted waveform is not a rectangular pulse, it is sometimes more convenient to 
express the radar equation in terms of the energy E, = Pa,/& contained in the transmitted 
waveform: 
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performance for partially correlated pulses, interpolation between the results for the correlated
and uncorrelatedconditions can be used as an approximation. A more general treatment
of partially correlated fluctuations has been given by Swerling.4s His analysis applies to a large
family of probability-density functions of the signal fluctuations and for very general correla­
tion properties. Methods for the design of optimal receivers for the detection of moderately
fluctuating signals have been considered.46

It is difficult to be precise about the statistical model to be applied to any particular
target. Few, if any, real targets fit a mathematical model with any precision and in some cases
it is not possible to approximate actual data with any mathematical model. Even if the
statistical distribution of a target were known, it might be difficult to relate this to an actual
radar measurement since a target generally travels on some well-defined trajectory rather than
present a statistically independent cross section. to the radar. Thus the various mathematical
models cannot, in general, be expected to yield precise predictions of system performance.

It has been suggested 38
•
39 that if only one parameter is to be used to describe a complex

target, it should be the median value of the cross section with Rayleigh statistics (Swerling
cases 1 and 2). Quite often Swerling case 1 is specified for describing radar performance since it
results in conservative values. The uncertainty regarding fluctuating target models makes the
use of the constant (nonfluctuating) cross section in the radar equation an attractive alterna­
tive when a priori information about the target is minimal.

2.9 TRANSMITIER POWER

The power PI in the radar equation (2.1) is called by the radar engineer the peak power. The
peak pulse power as used in the radar equation is not the instantaneous peak power of a sine
wave. It is defined' as the power averaged over that carrier-frequency cycle which occurs at the
maximum of the pulse of power. (Peak poWer is usually equal to one-half the maximum
instantaneous power.) The average radar power Pay is also of il1terest in radar and is defined as
the average transmitter power over the pulse-repetition period. If the transmitted waveform is
a train of rectangular pulses of width r and pulse-repetition period Tp = Ilfp , the average
power is related to the peak power by

(2.43)

The ratio Pay /PI' r/Tp , or rfp is called the duty cycle of the radar. A pulse radar for detection of
aircraft might have typically a duty cycle of 0.001, while a CW radar which transmits contin­
uously has a duty cycle of unity.

Writing the radar equation in terms of the average power rather than the peak power, we
get

(2.44L1 )

The bandwidth and the pulse width are grouped together since the product of the two is
usually of the order of unity in most pulse-radar applications.

If the transmitted waveform is not a rectangular pulse, it is sometimes more convenient to
express the radar equation in terms of the energy Et = PayUp contained in the transmitted
waveform:

4 EtGAeO'nEj(n)
Rmax = (4n)2kToFr/(B"r)(S/N)1

(2.44b)
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In  this form, the range does riot depend explicitly on either the wavelength or  the pulse 
repetitiori frequency. The irnportarit parariieters affecti~ig range are the total transmitted 
energy ~ I E , ,  the transmitting gain ti, tlie erective receiving aperture A, ,  and the receiver noise 
figure F,  . 

2.10 I'U I S I C  I~l<l'l<'l'l'l'iON 1'RISQUII:NCY AN11 UANCrl: AMBICU ITIES 

Tlie pillse repetition frequericy (prf) is determined primarily by tlie maximum range at which 
targets arc cxl,ectcd. I f  the prf is ~ n a d c  too higli, tlie likeliliood of obtaining target echoes from 
tlic WI-orig piilse 11 arisrnissiori is increased. Eclio sig~ials received after an interval exceeding the 
pulse-reyjctition period are called rr~~rltij,le-tin~e-arortnd echoes. They can result in erroneous or 
corlftisillg range r~le:tsi~r-e~nents. Corisider the three targets labeled A,  B, and C in Fig. 2 .26~ .  
Target .I is located witliin the maximum unambiguous range Runamb [Eq. (1.2)] of tlie radar, 
target B is at a distance greater than Runom,, but less than 2RUnamb, while target C is greater 
tliati 2R,,,,,,,, but less than 3RUn,,,,,. The appearance of the three targets on an A-scope is 
sketched in Fig. 2.266. TIie multiple-time-around echoes on the A-scope cannot be distin- 
guislied from proper target echoes actually within the maximum unambiguous range. Only the 
rarige measured for target A is correct; those for B and C are not. 

One method of distingwishing multiple-time-around echoes from unambiguous echoes is 
to operate with a varying pulse repetition frequency. The echo signal from an unambiguous 
rarige target will appear at  the same place on  the A-scope on each sweep no matter whether the 
prf is modulated or not. However, echoes from multiple-time-around targets will be spread 
over a finite range as shown in Fig. 2.26~.  The prf may be changed continuously within 
prescribed limits, or i t  may be changed discretely among several predetermined values. The 
number o f  separate pulse repetition frequencies will depend upon the degree of the multiple- 
time targets. Second-time targets need only two separate repetition frequencies in order to be 
resolved. 

Time (o r  range)  + 

( a )  

n m  n 
Range -+ 

( c )  

Figure 2.26 Multiple-tirne-around echoes that give rise to ambiguities in range. (a) Three targets A, B and 
C, where A is within R,,,,, , and B and C are multiple-time-around targets; (b )  the appearance of the 
three targets on the  A-scope; (c) appearance of the three targets on the A-scope with a changing prf. 
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In this form. the range does not depend explicitly on either the wavelength or the pulse
repetition frequency. The important parameters affecting range are the total transmitted
energy fiE,. the transmitting gain G. the effective receiving aperture An and the receiver noise
figure Fn .

2.10 PULSE nEPETITION FI~EQLlENCY AND RANGI£ AMBIGUITIES

The pulse repetition frequency (prr) is determined primarily by the maximum range at which
targets arc expected. If the prf is made too high. the likelihood of obtaining target echoes from
the wrong pulse transmission is increased. Echo signals received after an interval exceeding the
pulse-repctition pcriod are called l/I/11til'le-time-arormd echoes. They can resultin erroneous or
confusing rangc mcasurcmcnts. Consider the three targets labeled A. B, and C in Fig. 2.26a.
Target A i~ located within the maximum unambiguous range Runamb [Eq. (1.2)] of the radar,
targct B is at a distance greater than Runamb but less than 2Runamb' while target C is greater
than 2Runarnh but less than 3Runamh. The appearance of the three targets on an A-scope is
sketched in Fig. 2.26h. The multiple-time-around echoes on the A-scope cannot be distin­
guished from proper target echoes actually within the maximum unambiguous range. Only the
range measured for target A is correct; those for Band C are not.

One method of disting.uishing multiple-time-around echoes from unambiguous echoes is
to operate with a varying pulse repetition frequency. The echo signal from an unambiguous
range target will appear at the same place on the A-scope on each sweep no matter whether the
prf is modulated or not. However, echoes from multiple-time-around targets will be spread
over a finite range as shown in Fig. 2.26c. The prf may be changed continuously within
prescribed limits. or it may be changed discretely among several predetermined values. The
numher of separate pulse repetition frequencies will depend upon the degree of the multiple­
time targets. Second-time targets need only two separate repetition frequencies in order to be
resolved.

t = l/fp
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Figure 2.26 Multiple-time-around echoes that give rise to ambiguities in range. (a) Three targets A, Band
C. where A is within Runlmb. and Band Care multiple-time-around targets; (b) the appearance or the
three targets on the A-scope; (c) appearance of the three targets on the A-scope with a changing prr.
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Instead of modulating the prf, other schemes that might be employed to "mark"  s~~cces -  
sive P L I I S ~ S  SO as to identify multiple-time-around ecllocs incltrdc clla~igillg tllc pulse al~lpl~tutlc,  
pulse width, frequency, phase, or  polarization of transmission from pulse to pulse. Gz~lcrally, 
such schemes are not so successful in practice as one would like. One  of the fundamental 
limitations is the foldover of nearby targets; that is, nearby strong ground targets (clutter) can 
be quite large and can mask weak multiple-time-around targets appearing at the same place 
on the display. Also, more time is required to process the data when resolving ambiguities. 

Ambiguities may theoretically be resolved by observing the variation of the echo signal 
with time (range). This is not always a practical technique, however, since the echo-signal 
amplitude can fluctuate strongly for reasons other than a change in range. Instead, the range 
ambiguities in a multiple prf radar can be conveniently decoded and the true range found by 
the use of the Chinese remainder theorem4' o r  other computational algorithms." 

2.1 1 ANTENNA PARAMETERS 

Almost all radars use directive antennas for transmission and reception. O n  transmissiol~, tllc 
directive antenna channels the radiated energy into a beam to enhance the energy con- 
centrated in the direction of the target. The antenna gain G is a measure of the power radiated 
in a particular direction by a directive antenna to  the power which would have been radiatecf 
in the same direction by an  omnidirectional antenna with 100 percent efficiency. More 
precisely, the power gain of an  antenna used for transmission is 

power radiated per unit solid angle in azimuth O and elevation 4 
G(e, 0) = (2.35) power accepted by antenna from its generatorl4n 

Note that the antenna gain is a function of direction. If it is greater than unity in some 
directions, it must be less than unity in other directions. This follows from the conservation of 
energy. When we speak of antenna gain in relation to  the radar equation, we shall usually 
mean the maximum gain G, unless otherwise specified. One  of the basic principles of antenna 
theory is that of reciprocity, which states that the properties of an antenna are the same no 
matter whether it is used for transmission or  reception. 

The antenna pattern is a plot of antenna gain as a function of the direction of radiation. ( A  
typical antenna pattern plotted as a function of one angular coordinate is shown in Fig. 7.1 .) 
Antenna beam shapes most commonly employed in radar are the pencil beam (Fig. 2.2711) and 
the fan beam (Fig. 2.27b). The pencil beam is axially symmetric, or nearly so. Beamwidths of 
typical pencil-beam antennas may be of the order of a few degrees or less. Pencil heams arc 
commonly used where it is necessary t o  measure continuously the angular position of a target 
in both azimuth and elevation, as, for example, the target-tracking radar for the control of 
weapons or  missile guidance. The pencil beam may be generated with a metallic rztlzctor 
surface shaped in the form of a paraboloid of revolution with the electromagnetic energy k d  
fr.oln it point source placed at the focus. 

Although a narrow beam can, if necessary, search a large sector or even a tiemispherr, i t  is 
not always desirable to d o  so. Usually, operational requirements place a restriction on the 
maximum scan time (time for the beam to  return to the same point in spacc) so that the radar 
cannot dwell too long at any one radar resolution cell. This is especially true if there is a large 
number of resolution cells to  be searched. The number of resolution cells can be materially 
reduced i f  the narrow angular resolution cell of a pencil-beam radar is replaced by a beam in 
which one dimension is broad while the other dimension is narrow, that is, a fan-shaped 
pattern. O n e  method of generating a fan beam is with a parabolic reflector shaped to yield the 
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Instead of modulating the prf, other schemes that might he employed to" mark" SUCCl:S­
sive pulses so as to identify multiple-time-around echol:s include changinglhl: pulsl: amplitude,
pulse width, frequency, phase, or polarization of transmission from pulse to pulse. Genaally,
such schemes are not so successful in practice as one would like. One of the fundamental
limitations is the foldover of nearby targets; that is, nearby strong ground targets (clutter) can
be quite large and can mask weak multiple-time-around targets appearing at the same place
on the display. Also, more time is required to process the data when resolving ambiguities.

Ambiguities may theoretically be resolved by observing the variation of the echo signal
with time (range). This is not always a practical technique, however, since the echo-signal
amplitude can fluctuate strongly for reasons other than a change in range. Instead, the range
ambiguities in a multiple prf radar can be conveniently decoded and the true range found hy
the use of the Chinese remainder theorem41 or other computational algorithms.~tl

2.11 ANTENNA PARAMETERS

Almost all radars use directive antennas for transmission and reception. On transmission, the
directive antenna channels the radiated energy into a beam to enhance the energy con­
centrated in the direction of the target. The antenna gain G is a measure of the power radiatl:d
in a particular direction by a directive antenna to the power which would have heen radiatl:d
in the same direction by an omnidirectional antenna with 100 percent efficiency. More
precisely, the power gain of an antenna used for transmission is

G(
l1 A.) = pow~r radiated per unit solid angle in azimuth 0 and elevation 4J
0, 'I' d b f' (2.45)power accepte y antenna rom Its generator/4n

Note that the antenna gain is a function of direction. If it is greater than unity in some
directions, it must be less than unity in other directions. This follows from the conservation of
energy. When we speak of antenna gain in relation to the radar equation, we shall usually
mean the maximum gain G, unless otherwise specified. One of the basic principles of antenna
theory is that of reciprocity, which states that the properties of an antenna are the same no
matter whether it is used for transmission or reception.

The antenna pattern is a plot of antenna gain as a function of the direction of radiation. (A
typical antenna pattern plotted as a function of one angular coordinate is shown in Fig. 7.1.)
Antenna beam shapes most commonly employed in radar are the pencil beam (Fig. 2.27(1) and
the fan beam (Fig. 2.27b). The pencil beam is axially symmetric, or nearly so. Beamwidths of
typical pencil-beam antennas may be of the order of a few degrees or less. Pencil bl:ams are
commonly used where it is necessary to measure continuously the angular position of a target
in both azimuth and elevation, as, for example, the target-tracking radar for the control of
weapons or missile guidance. The pencil beam may be generated with a metallic rdlector
surface shaped in the form of a paraboloid of revolution with the electromagnetic energy fed
from a point source placed at the focus.

Although a narrow beam can, if necessary, search a large sector or even a hemisphere, it is
not always desirable to do so. Usually, operational requirements place a restriction on the
maximum scan time (time for the beam to return to the same point in space-) so that the radar
cannot dwell too long at anyone radar resolution cell. This is especially true if there is a large
number of resolution cells to be searched. The number of resolution cells can be matl:rial.ly
reduced if the narrow angular resolution cell of a pencil-beam radar is replaced by a beam in
which one dimension is broad while the other dimension is narrow, that is, a fan-shaped
pattern. One method of generating a fan beam is with a parabolic reflector shaped to yield the
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Figure 2.27 (a) Pencil-beam antenna pattern; (b)  
fan-beam-antenna pattern. 

proper ratio between the azimuth and elevation beamwidths. Many long-range ground-based 
search radars use a fan-beam pattern narrow in azimuth and broad in elevation. 

The rate at which a fan-beam antenna may be scanned is a compromise between the rate 
at whicll target-position information is desired (data rate) and the ability to detect weak 
targets (probability of detection). Unfortunately, the two are at cdds with one another. The 
more slowly the radar antenna scans, the more pulses will be available for integration and the 
better the detection capability. On the other hand, a stow scan rate means a longer time 
hetwcerl looks at the target. Scan rates of practical search radars vary from 1 to 60 rpm, 5 or 
6 rpm heing typical for the long-range surveillance of aircraft. 

The coverage of a simple fan beam is usually inadequate for targets at high altitudes close 
to the radar. Tltc simple fan-beam antenna radiates very little of its energy in this direction. 
tiowever. it is possible to modify the antenna pattern to radiate more energy at higher angles. 
One teclitlique for accomplishing this is to employ a fan beam with a shape proportional to the 
square of the cosecant of the elevation angle. In the cosecant-squared antenna (Sec. 7.7)- the 
gait1 as a f~~tlction of clevatiorl angle is given by 

where G(4) = gain at elevation angle 4,  and +o and 4, are the angular limits between which the 
beam follows a cscZ shape. This applies to the airborne search radar observing ground targets 
as well as ground-based radars observing aircraft targets. (In the airborne case, the angle $ is the 
depression angle.) Froni (b = 0 to (b = (bO, the antenna pattern is similar to a normal antenna 
pattern. but from (b = 4o to # = +,, the antenna gain varies as csc2 #. Ideally, the upper limit 
4, sllould be 90". but it is always less than this with a single antenna because of practical 
difficulties. Tlie cosecant-squared antenna may be generated by a distorted section of a parab- 
ola or by a true parabola with a properly designed set of multiple feed horns. The cosecant- 
squared pattern may also be generated with an array-type antenna. 
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Figure 2.27 (a) Pencil-beam antenna pattern; (b)
fan-beam-antenna pattern.

proper ratio between the azimuth and elevation beamwidths. Many long-range ground-based
search radars use a fan-beam pattern narrow in azimuth and broad in elevation.

The rate at which a fan-beam antenna may be scanned is a compromise between the rate
at which target-position information is desired (data rate) and the ability to detect weak
targets (probability of detection). Unfortunately, the two are at cdds with one another. The
more slowly the radar antenna scans. the more pulses will be available for integration and the
better the detection capability. On the other hand, a stow scan rate means a longer time
hetween looks at the target. Scan rates of practical search radars vary from 1 to 60 rpm, 5 or
6 rpm being typical for the long-range surveillance of aircraft.

The coverage of a simple fan beam is usually inadequate for targets at high altitudes close
to the radar. The simple fan-beam antenna radiates very little of its energy in this direction.
However. it is possible to modify the antenna pattern to radiate more energy at higher angles.
One technique for accomplishing this is to employ a fan beam with a shape proportional to the
square of the cosecant of the elevation angle. In the cosecant-squared antenna (Sec. 7.7), the
gain as a function of elevation angle is given by

for 1>0 < 1> < 1>m (2.46)

where G(<p) = gain at elevation angle 1>. and 1>0 and 1>m are the angular limits between which the
beam follows a csc 2 shape. This applies to the airborne search radar observing ground targets
as well as ground-based radars observing aircraft targets. (In the airborne case, the angle 1> is the
depression angle.) From 1> = 0 to 1> = <Po. the antenna pattern is similar to a normal antenna
pattern. but from 1> = 1>0 to 1> = 1>m, the antenna gain varies as csc21>. Ideally, the upper limit
4>m should he 90°. but it is always less than this with a single antenna because of practical
difficulties. The cosecant-squared antenna may be generated by a distorted section of a parab­
ola or by a true parabola with a properly designed set of multiple feed horns. The cosecant­
squared pattern may also be generated with an array-type antenna.



The cosecant-squared antenna has the important property that the echo power P, 
received from a target of constant cross section at constant altitude h is independent of the 
target's range R from the radar. Substituting the gain of  the cosecant-squared antenna 
[Eq. (2.46)] into the simple radar equation gives 

where K I  is a constant. The height h of the target is assumed constant, and sincc csc 4 = K I h ,  
the received power becomes 

where K 2  is a constant. The echo signal is therefore independent of range for a constant- 
altitude target. 

In practice, the power received from an antenna with a cosecant-squared pattern is not 
tri~ly independent of range because of the simplifying assi~mptions made. The cross sectloll cr 
varies with the viewing aspect, the earth is not flat, and the radiation pattern of any real 
antenna can be made to  only approximate the desired cosecant-squared pattern. The gain of a 
typical cosecant-squared antenna used for ground-based search radar might be about 2 dB 
less than if a fan beam were generated by the same aperture. 

The maximum gain of an  antenna is related to  its physical area A (aperture) by 

where p = antenna efficiency and A = wavelength of radiated energy. The antenna efficiency 
depends on the aperture illumination and the efficiency of the antenna feed. The product of p.4 
is the effective aperture A,. A typical reflector antenna with a parabolic shape will produce a 
beamwidth approximately equal to 

where 1 is the dimension of the antenna in the plane of the angle 0,  and A and 1 are mzasurcd I r i  

the same units. The value of the constant, in this case taken to be 65, depends upon the 1 

distribution of energy (illumination) across the aperture. 

2.12 SYSTEM LOSSES 

At the beginning of this chapter it was mentioned that one of the important factors orn~ttcd 
from the simple radar equation was the losses that occur throughout the radar system. The 
losses reduce the signal-to-noise ratio a t  the receiver output. They may be of two kinds, 
dependingupon whether o r  not they can be predicted with any degree of precision beforehand. 
The antenna beam-shape loss, collapsing loss, and losses in the microwave plumbing are 
examples of losses which can be calculated if the system configuration is known. These losses 
are very real and cannot be ignored in any serious prediction of radar performance. The loss 
due t o  the integration of many pulses (or integration efficiency) has already been mentioned in 
Sec. 2.6 and need not be discussed further. Losses not readily subject t o  calculation and which 
are less predictable include'those due. to  field degradation and to operator fatigue o r  lack of 
operator motivation. Estimates of the?latter type of loss must be made on  the basis of prior 
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The cosecant-squared antenna has the important property that the echo power Pr

received from a target of constant cross section at constant altitude II is independent of the
target's range R from the radar. Substituting the gain of the cosecant-squared antenna
[Eq. (2.46)] into the simple radar equation gives

P _ P,G2(¢0) csc4 ¢).2(J csc4 ¢
r - (41t)3 csc4 ¢o R4 = K 1 -"R4 (2.47)

where K 1 is a constant. The height h of the target is assumed constant, and since csc ¢ = Rill,
the received power becomes

(2.4~ )

(2.49)

where K 2 is a constant. The echo signal is therefore independent of range for a constant­
altitude target.

In practice, the power received from an antenna with a cosecant-squared pattern is not
truly independent of range because of the simplifying assumptions made. The cross section (1

varies with the viewing aspect, the earth is not flat, and the radiation pattern of any real
antenna can be made to only approxfmate the desired cosecant-squared pattern. The gain of a
typical cosecant-squared antenna used for ground-based search radar might be about 2 dB
less than if a fan beam were generated by the same aperture.

The maximum gain of an antenna is related to its physical area A (aperture) by

G _ 41tAp
- ).2

where p = antenna efficiency and), = wavelength of radiated energy. The antenna efficiency
depends on the aperture illumination and the efficiency of the antenna feed. The product of p.-l

is the effective aperture A e . A typical reflector antenna with a parabolic shape will produce a
beamwidth approximately equal to

(2.50)

where I is the dimension of the antenna in the plane of the angle 0, and), and I are measured in
the same units. The value of the constant, in this case taken to be 65, depends upon the
distribution of energy (illumination) across the aperture.

2.12 SYSTEM LOSSES

At the beginning of this chapter it was mentioned that one of the important factors umitted
from the simple radar equation was the losses that occur throughout the radar system. The
losses reduce the signal-to-noise ratio at t.he receiver output. They may be of two kinds,
depending-upon whether or not they can be predicted with any degree of precision beforehand.
The antenna beam-shape loss, collapsing loss, and losses in the microwave plumbing are
examples of losses which can be calculated if the system configuration is known. These losses
are very real and cannot be ignored in any serious prediction of radar performance. The loss
due to the integration of many pulses (or integration efficiency) has already been mentioned in
Sec. 2.6 and need not be discus'sed further. Losses not readily subject to calculation and which
are less predictable include' those due·to' field degradation and to operator fatigue or lack of
operator motivation. Estimates of the·'latter type of loss must be made on the basis of prior
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experierice and experirliental observations. They tnay be subject to considerable variation and 
uncertainty. Although the loss associated with any one factor may be small, there are many 
possible loss mechanisms in a complete radar system, and their sum total can be significant. 

In this section, loss (nurnber greater than unity) and efficiency (number less than unity) 
are used interchangeably. One is simply the reciprocal of the other. 

Plumbing loss. There is always some finite loss experienced in the transmission lines which 
co~~rlect  tlle oirtpi~t of tile tratist~litter to the antenna. The losses in decibels per 100 ft for radar 
t ransmissio~~ lines are sllowri i l l  Fig. 2.28. At the lower radar frequencies the transmission line 
introduces little loss, utlless its length is exceptionally long. At the higher radar frequencies, 
attenuation may not always be small and may have to  be taken into account. In addition to the 
losscs in tlie transrnissiotl line itself, at1 additional loss can occur at each connection or  bend in 
the line and at the antenna rotary joint if used. Connector losses are usually small, but if the 
connectidn is poorly made, i t  can contribute significant attenuation. Since the same transmis- 

, sion line is generally used for both receiving and transmission, the loss to be inserted in the 
radar equation is twice the one-way loss. 

The signal suffers attenuation as i t  passes through the duplexer. Generally, the greater the 
isolatio~l required from the duplexer 011 transmission, the larger will be the insertion loss. By 
inscrtio~i loss is rneant tlie loss itltr-oduced when the component. in this case the duplexer, is 
iti~ertcd into tlie tsansrnissiori line. 'Tlic precise value of the i~isertiorl loss depends to a large 
exte~it on tile particular design. For a typical duplexer it might be of the order of 1 dB. A 

o 01 r I I r r 1 1 1 1  I I I 1 1  1 1 1  I I I 1 1  1 1 1  
0.1 1.0 10 100 

Frequency, gigacycles 

Figure 2.28 Theoretical (one-way) attenuation of RF transmission lines. Waveguide sizes are inches and 
are tlie inside dimensions. (Data ,from Armed Services Index of R.F. Transmission Lines and Fittings, 
ASESA.  49-28 , )  
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experience and experimental observations. They may be subject to considerable variation and
uncertainty. Although the loss associated with anyone factor may be small, there are many
possible loss mechanisms in a complete radar system, and their sum total can be significant.

In this section. loss (number greater than unity) and efficiency (number less than unity)
are used interchangeably. One is simply the reciprocal of the other.

Plumbing loss. There is always some finite loss experienced in the transmission lines which
cOllnect the output of the transmitter to the antenna. The losses in decibels per 100 ft for radar
transmission lines are shown in Fig. 2.28. At the lower radar frequencies the transmission line
introduces little loss, unless its length is exceptionally long. At the higher radar frequencies,
attenuation may not always be small and may have to be taken into account. In addition to the
losscs in the transmission linc itself, an additional loss can occur at each connection or bend in
the line and at the antenna rotary joint if used. Connector losses are usually small, but if the
connection is poorly made, it can contribute significant attenuation. Since the same transmis­
sion line is generally used for both receiving and transmission, the loss to be inserted in the
radar equation is twice the one-way loss.

The signal suffers attenuation as it passes through the duplexer. Generally, the greater the
isolation required from the duplexer on transmission, the larger will be the insertion loss. By
insertion loss is meant the loss introduced when the component, in this case the duplexer, is
inserted into the transmission linc. The prccise value of the insertion loss depcnds to a large
extcnt on the particular design. For a typical duplexer it might be of the order of 1 dB. A
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Figure 2.28 Theoretical (one-way) attenuation or RF transmission lines. Waveguide sizes are inches and
are the inside dimensions. (Data .from Armed Services Index of R.F. Transmission Lines and Fittings,
ASESA.49-28.)
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gas-tube duplexer also introduces loss when in the fired condition (arc loss); approximately 
1 dB is typical. 

In an S-band (3000 MHz) radar, for example, the plumbing losses might be as follows: 

100 ft of RG-113/U A1 waveguide transmission line (two-way) 1.0 dB 
Loss due to poor connections (estimate) 0.5 dB 
Rotary-joint loss 0 .4  dB 
Duplexer loss 1.5 dB 
Total plumbing loss 3.4 dB 

Beam-shape loss. The antenna gain that appears in the radar equation was assumed to be a 
constant equal to the maximum value. But in reality the train of pulses returned from a target 
with ascanning radar is modulated in amplitude by the shape of the antenna beam. T o  properly 
take into account the pulse-train modulation caused by the beam shape, the computations 
of the probability of detection (as given in Secs. 2.5.2.6, and 2.8) would have to be performed 
assuming a modulated train of pulses rather than constant-amplitude pulses. Some authors do  
indeed take account of the beam shape in this manner when computing the probability of 
detection. Therefore, when using published computations of probability of detection it should , 

be noted whether the effect of the beam shape has been included. In this text, this approach is 
not used. Instead a beam-shape loss is added to the radar equation to account for the fact that 
the maximum gain is employed in the radar equation rather than a gain that changes pulse to 
pulse. This is a simpler, albeit less accurate, method. It is based on calculating the reduction in 
signal power and thus does not depend on the probability of detection. It applies for detection 
probabilities in the vicinity of 0.50, but it is used as an approximation with other values as a 
matter of convenience. 

Let the one-way-power antenna pattern be approximated by the gaussian expression 
exp (-2.7802/8fi), where 8 is the angle measured from the center of the beam and 0, is the 
beamwidth measured between half-power points. If is the number of pulses received witllirl 
the half-power beamwidth Us, and n the total number of pulses integrated (,I does not neces- 
sarily equal nB), then the beam-shape loss (number greater than unity) relative to a radar that 
integrates all 11 pulses with an antenna gain corresponding to  the maximum gain at the beam 
center is 

I1 
Beam-shape loss = -- (, - , ,,, - -. - - - - - -. (2 51) 3 

1 + 2 exp ( -  5.55k2/t1;) 
& =  1 

For example, if we integrate 11 pulses, all lying uniformly between the 3-dR beamwidth, the 
loss is 1.96 dB. 

The beam-shape loss considered above was for, a beam shaped in one plant. only. I i  

applies to  a fan beam, or t o  a pencil beam if the target passes through its center. If the target 
passes through any other point of the pencil beam, the maximum signal received will 1101 

correspond to the signal from the beam center. The beam-shape loss is reduced by 111s ratio of 
the square of the maximum antenna gain at which the pulses were transmitted divided by the 
square of the antenna gain at beam center. The ratio involves the square because of ttlc 
two-way transit. 

When there are a large number of pulses per beamwidth integrated, the scanning loss is 
generally taken to  be 1.6 d B  for a fan beam scanning in one coordinate and 3.2 dR whcn 
two-coordinate scanning is ~ s e d . ~ ' - ~ '  

When the antenna scans rapidly enough that the gain on transmit is nor tile same as tllc 
gain on receive, an additional loss has t o  be computed, called the scatlt~it~g loss. The technique 
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gas-tube duplexer also introduces loss when in the fired condition (arc loss); approximatcly
1 dB is typical.

In an S-band (3000 MHz) radar, for example, the plumbing losses might be as follows:

tOO ft of RG-I13/V Al waveguide transmission line (two-way)
Loss due to poor connections (estimate)
Rotary-joint loss
Duplexer loss
Total plumbing loss

1.0 dB
0.5 dB
0.4 dB
1.5 dB
3.4 dB

Beam-shape loss. The antenna gain that appears in the radar equation was assumed to be a
constant equal to the maximum value. But in reality the train of pulses returned from a target
with a scanning radar is modulated in amplitude by the shape of the antenna beam. To properly
take into account the pulse-train modulation caused by the beam shape, the computations
of the probability of detection (as given in Sees. 2.5,2.6, and 2.8) would have to be performed
assuming a modulated train of pulses rather than constant-amplitude pulses. Some authors do
indeed take account of the beam shape in this manner when computing the probability of
detection. Therefore, when using published computations of probability of detection it should
be noted whether the effect of the beam shape has been included. In this text, this approach is
not used. Instead a beam-shape loss is added to the radar equation to account for the fact that
the maximum gain is employed in the radar equation rather than a gain that changes pulse to
pulse. This is a simpler, albeit less accurate, method. It is based on calculating the reduction in
signal power and thus does not depend on the probability of detection. It applies for detection
probabilities in the vicinity of 0.50, but it is used as an approximation with other values as a
matter of convenience.

Let the one-way-power antenna pattern be approximated by the gaussian expression
exp (- 2.78lJ2/(}~), where (} is the angle measured from the center of the beam and 08 is the
beamwidth measured between half-power points. If llB is the number of pulses received within
the half-power beamwidth OB, and 11 the total number of pulses integrated (11 does not neces­
sarily equal l1B), then the beam-shape loss (number greater than unity) relative to a radar that
integrates all 11 pulses with an antenna gain corresponding to the maximum gain at thc beam
center is

11
Beam-shape loss = (n-l)/2 ..__._.__._-

1 + 2 L exp ( - 5.55k 2/11~)
1<=1

(2.51 )

For example, if we integrate 11 pulses, all lying uniformly betwecn the 3-dB beamwidth. the
loss is 1.96 dB.

The beam-shape loss considered above was for. a beam shaped in one plane only. It
applies to a fan beam, or to a pencil beam if the target passes through its center. If the target
passes through any other point of the. pencil beam, the maximum signal receivcd will IlOt
correspond to the signal from the beam center. The beam-shape loss is reduced by the ratio of
the square of the maximum antenna gain at which the pulses were transmitted divided by the
square of the antcnna gain at beam center. The ratio involves the square because of thc
two-way transit.

When there are a large number of pulses per beamwidth integrated, the scanning loss is
generally taken to be 1.6 dB for a fan beam scanning in one coordinate and 3.2 d R when
two-coordinate scanning is used.49

-
Sl

When the antenna scans rapidly enough that the gain on transmit is not the same as the
gain on receive, an additional loss has to be computed, called the scanning loss. The techniquc
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for computing scanning loss is similar in principle to that for computing beam-shape loss. 
Scanning loss can be important for rapid-scan antennas or for very long range radars such as 
those designed to view extraterrestrial objects. A similar loss must be taken into account when 
covcrilig a sc;ircli voltil~lc with a stcp-scatiriing pcrlcil bcain, as wit11 a pllased array," siiicc riot 
all regions of space are illilminated by the same value of antenna gain. 

1,inliting loss. Lilrlitilig in the radar receiver can lower the probability of detection. Altllougl~ a 
well-tlcsigtlcd and cngirlcered receiver will not limit the received signal under normal circum- 
starices. ir~tensity rrlodulated CR'T displays such as the PPI or the B-scope have limited dyna- 
mic range and may limit. Some receivers, however, might employ limiting for some special 
purpose, as for pulse compression processing for example. 

Limiting results in a loss of only a fraction of a decibel for a large number of pulses 
iritegrated, provided tllc limiting ratio (ratio of video limit level to rms noise level) is as large as 
2 or 3.'' Other analyses of bandpass limiters show that for small signal-to-noise ratio, the 

, redtiction in the signal-to-noise ratio of a sine-wave imbedded in narrowband gaussian noise is 
n/4 (about 1 dB).53 However, by appropriately shaping the spectrum of the input noise, i t  has 
been suggested54 that the degradation can be made negligibly small. 

Collapsing loss. I f  the radar were to integrate additional noise samples along with the wanted 
signal-to-noise pulses, the added noise results in a degradation called the collapsing loss. It can 
occur in displays which collapse the range information, such as the C-scope which displays 
elevation vs. azimuth angle. The echo signal from a particular range interval must compete in a 
collapsed-range C-scope display, not only with the noise energy contained within that range 
interval, but with the noise energy from all other range intervals at the same elevation arid 
azimuth. In some 3D radars (range, azimuth, and elevation) that display the outputs at all 
elevations on a single PPI (range, azimuth) display, the collapsing of the 3D radar information 
onto a 2D display results in a loss. A collapsing loss can occur when the output of a high- 
resolution radar is displayed on a device whose resolution is coarser than that inherent in the 
radar. A collapsing loss also results i f  the outputs of two (or more) radar receivers are 
cornbilled and only one contains signal while the other contains noise. 

Tlie mathematical derivation of the collapsing loss, assuming a square-law detector, may 
be carried out as suggested by Marcumlo who has shown that the integration of nt noise 
pulses. along wit11 11 signal-plus-noise pulses with signal-to-noise ratio per pulse (SIN), , is 
equikalent to the integration of ~n + 11 signal-to-noise pulses each with signal-to-noise ratio 
t~(S/N),/(nr + 11). The collapsing loss in this case is equal to the ratio of the integration loss Li 
(Sec. 2.6) for n1 + 11 pulses to the integration loss for n pulses, or 

For exaniple, assume that 10 signal-plus-noise pulses are integrated along with 30 noise pulses 
arid that Pd  = 0.90 and rlf  = 10'. From Fig. 2.8b, Li(40) is 3.5 dB and Li(lO) is 1.7 dB, so that 
the collapsing loss is 1.8 dB. 1 t is also possible to account for the collapsing loss by substituting 
into the radar equation of Eq. (2.33) the parameter Ei(m + n) for Ei(n) ,  since Ei(n) = 1/Li(tl). 

-1'lic above applies for a square-law detector. Trunks5 has shown that the collapsing loss 
for a linear detector differs from that of the square-law detector, and i t  can be much greater. 
.The corliparison between the two is shown in Fig. 2.29 as a function of the collapsing ratio 
(111 + 11)irl.  The difference between tile two cases can be large. As the nurnber of hits ri iricreases, 
the difference becomes smaller. 
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for computing scanning loss is similar in principle to that for computing beam-shape loss.
Scanning loss can be important for rapid-scan antennas or for very long range radars such as
those designed to view extraterrestrial objects. A similar loss must be taken into account when
covcring a scarch volullle with a step-scanning pencil beam, as with a phased array, ~R since not
all regions of space are illuminated by the same value of antenna gain.

Limiting loss. Limiting in the radar receiver can lower the probability of detection. Although a
wcll-designcd and cngineered receiver will not limit the received signal under normal circum­
stances. intensity modulated CRT displays such as the PPI or the B-scope have limited dyna­
mic range and may limit. Some receivers, however, might employ limiting for some special
purpose, as for pulse compression processing for example.

Limiting results in a loss of only a fraction of a decibel for a large number of pulses
intcgrated. provided the limiting ratio (ratio of video limit level to rms noise level) is as large as
2 or 3. 10 Other analyses of band pass limiters show that for small signal-to-noise ratio, the
red uction in the signal-to-noise ratio of a sine-wave imbedded in narrowband gaussian noise is
n/4 (about I dB).53 However, by appropriately shaping the spectrum of the input noise, it has
been suggested 54 that the degradation can be made negligibly small.

Collapsing loss. If the radar were to integrate additional noise samples along with the wanted
signal-to-noise pulses, the added noise results in a degradation called the collapsing loss. It can
occur in displays which collapse the range information, such as the C-scope which displays
elevation vs. azimuth angle. The echo signal from a particular range interval must compete in a
collapsed-range C-scope display, not only with the noise energy contained within that range
interval. but with the noise energy from all other range intervals at the same elevation and
azimuth. In some 3D radars (range, azimuth, and elevation) that display the outputs at all
elevations on a single PPI (range, azimuth) display, the collapsing of the 3D radar information
onto a 2D display results in a loss. A collapsing loss can occur when the output of a high­
resolution radar is displayed on a device whose resolution is coarser than that inherent in the
radar. A collapsing loss also results if the outputs of tWo (or more) radar receivers are
combined and only one contains signal while the other contains noise.

The mathematical derivation of the collapsing loss, assuming a square-law detector. may
he ca rried out as suggested by Marcum 1 0 who has shown that the integration of m noise
pUlses. along with 11 signal-plus-noise pulses with signal-to-noise ratio per pulse (S/N)n, is
equivalent to the integration of m + " signal-to-noise pulses each with signal-to-noise ratio
,,(S/N)n /(m + 11). The collapsing loss in this case is equal to the ratio of the integration loss L j

(Sec. 2.6) for m + /1 pulses to the integration loss for n pulses, or

Lj(m + n)
Lj(m, 11) = L;(lI) (2.52)

For example. assume that 10 signal-plus-noise pulses are integrated along with 30 noise pulses
and that Pd = 0.90 and /If = 108

. From Fig. 2.8b, L j(40) is 3.5 dB and L;(lO) is 1.7 dB, so that
the collapsing loss is 1.8 dB. It is also possible to account for the collapsing loss by substituting
into the radar equation of Eq. (2.33) the parameter £j(m + 11) for £;(n), since £;(n) = 1/Li(,,).

The ahove applies for a square-law detector. Trunk 55 has shown that the collapsing loss
for a linear detector differs from that of the square-law detector, and it can be much greater.
The comparison hetween the two is shown in Fig. 2.29 as a function of the collapsing ratio
(111 + II )ill. The difference bet ween the two cases can be large. As the number of hits" increases,
the difference hecomes smaller.



Figure 2.29 Collapsing loss versus collapsing ratio ( m  + 1 1 ) / 1 1 ,  for a false alarm probability of and a 
detection probability of 0.5. (From Trlr~lk," colrrtesy Proc. I E E E . )  

Nonideal equipment. The transmitter power introduced into the radar equation was assumed 
to  be the output power (either peak or  average). However, transmitting tubes are not all uniform 
in quality, nor should it be expected that any individual tube will remain at the same level of 
performance throughout its useful life. Also the power is usually not uniform over the operat- 
ing band of the device. Thus, for one reason or  another, the transmitted power may be other 
than the design value. T o  allow for this, a loss factor may be introduced. This factor can vary 
with the application, but lacking a better number, a loss of about 2 dB might be used as an 
approximation. 

Variations in the receiver noise figure over the operating band also are to be expected. 
Thus, if the best noise figure over the band is used in the radar equation, a loss factor has to be 

a %  

introduced t o  account for its poorer value elsewhere within the band. 
If the receiver is not the exact matched filter for the transmitted waveform, a loss in 

signal-to-noise ratio will occur. Examples are given in Table 10.1. A typical value of loss for a 
nonmatched receiver might be about 1 dB. Because of the exponential relation between the 
false-alarm time and the threshold level [Eq. (2.26)], a slight change in the threshold can cause 
a significant change in the false alarm time. In practice, therefore, i t  may be necessary to set (tit: 
threshold level slightly higher than calculated so  as to insure a tolerable false alarm time 111 

the event of circuit instabilities. This increase in the threshold is equivalent to a loss. 

Operator loss. An alert, motivated, and well-trained operator should perform as well as 
described by theory. However, when distracted, tired, overloaded, or not properly trained, 
operator performance will decrease. There is little guidance available on how to account for 
the performance of an operator. 

Based a n  both empirical and experimental results, one study6' gives the operator- 
efficiency factor as 

P O  = 0.7(Pd)2 (2.53) 
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Figure 2.29 Collapsing loss versus collapsing ratio (m + 11)/11, for a false alarm prohahilily of JO - b and a
detection probability of 0.5. (From Tnl/lk,ss courtesy Proc. 1EEE.)

Nonideal equipment. The transmitter power introduced into the radar equation was assumed
to be the output power (either peak or average). However, transmitting tubes are not all uniform
in quality, nor should it be expected that any individual tube will remain at the same level of
performance throughout its useful life. Also the power is usually not uniform over the operat­
ing band of the device. Thus, for one reason or another, the transmitted power may be olher
than the design value. To allow for this, a loss factor may be introduced. This factor can vary
with the application, but lacking a better number, a loss of about 2 dB might be lIsed as an
approximation.

Variations in the receiver noise figure over the operating band also are to be expected.
Thus, if the best noise figure over the band is used in the radar equation, a loss factor has to be
introduced to account for its poorer value elsewhere within the band.

If the receiver is not the exact matched filter for the transmitted waveform, a loss in
signal-to-noise ratio will occur. Examples are given in Table 10.1. A typical value of loss for a
nonmatched receiver might be about 1 dB. Because of the exponential relation between the
false-alarm time and the threshold level [Eq. (2.26)], a slight change in the threshold can cause
a significant change in the false alarm time. In practice, therefore, it may be necessary to set the
threshold level slightly higher than calculated so as to insure a tolerable false alarm time in
the event of circuit instabilities. This increase in the threshold is equivalent to a loss.

Operator loss. An alert, motivated, and well-trained operator should perform as well as
described by theory. However, when distracted, tired, overloaded, or not properly trained,
operator performance will decrease. There is little guidance available on how to account for
the performance of an operator.

Based on both empirical and experimental results, one study69 gives the operator­
efficiency factor as

(2.53 )



where P d  is tlie single-scan probability of detection. This was said to apply to a good operator 
viewing a PPI under good conditions. Its degree of  applicability, however, is not clear. 

It is not iinusual to  find no accoutlt of the operator loss being taken in the radar equation. 
This is probably justified when operators are alert, motivated, and well trained. It is also 
justifled when automatic (electronic) detections are made without the aid of an operator. 
When the operator does introduce loss into the system, it is not easy to select a proper value to 
account for i t .  The better action is to take steps to correct loss in operator performance rather 
than tolerate i t  by including i t  as a loss factor in the radar equation. 

Field degradation. When a radar system is operated under laboratory conditions by engineer- 
ing personnel and experienced technicians, the inclusion of the above losses into the radar 
equation sllould give a realistic description of the performance of the radar under normal 
corlditioris (ignoring anomalous propagation effects). However, when a radar is operated 
i111der field cotlditions. the performance usually deteriorates even more than can be accounted 
for. hy the above losses, especially when the equipment is operated and maintained by inexper- 
icilccd or urtillotivatcd ~~crsotirlel. I t  may cvctl apply, to some extent, to eqi~iprncrlt operated by 
professional engineers under adverse field conditions. Factors which contribute to  field degra- 
dation are poor tuiliiig, weak tubes, water in the transmission lines, incorrect mixer-crystal 
currelit, deterioration of receiver noise figure, poor TR tube recovery, loose cable connections, 
etc. 

To  minimize field degradation, radars should be designed with built-in automatic 
performance-monitoring equipment. Careful observation of performance-monitoring instru- 
ments and timely preventative maintenance can d o  much to keep radar performance up to 
design level. Radar cllaracteristics that might be monitored include transmitter power, receiver 
noise figure, the spectrum and/or shape of the transmitted pulse, and the decay time of the TR 
tube. 

A good estimate of the field degradation is difficult to  obtain since it cannot be predicted 
and is dependent upon the particular radar design and h e  conditions under which it is 
operating. A degradation of 3 dB is sometimes assumed when no other information is 
available. 

Cllher loss factors. A radar designed to discriminate between moving targets and stationary 
objects (MTI radar) may introduce additional loss over a radar without this facility. The MTI 
discrirniiiatiori technique results in complete loss of sensitivity for certain values of target 
velocity relative to the radar. These are called blind speeds. The blind-speed problem and the 
loss res~~ltirlg tllerefrom are discussed in more detail in Chap. 4, 

1 1 1  a radar with overlappirig range gates, the gates may be wider than optittlum for 
practical reasons. The additional noise introduced by the nonoptimum gate width will result in 
some degradation. The straddlitig loss accounts for the loss in signal-to-noise ratio for targets 
riot at ttie center of the range gate or  at the center of the filter in a multiple-filter-bank 
processor 

Another factor that has a profound effect on  the radar range performance is the propaga- 
tion medium discussed briefly in the next section and in Chap. 12. 

There are many causes of loss and inefficiency in a radar. Not all have been included here. 
Although they may each be small, the sum total can result in a significant reduction in radar 
performance. I t  is importat~t to understand the origins of these losses, not only for better 
predictions of radar range, but also for the purpose of keeping them to a minimum by careful 
radar design. 
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where Pd is the single-scan probability of detection. This was said to apply to a good operator
viewing a PPI under good conditions. Its degree of applicability, however, is not clear.

It is not unusual to find no account of the operator loss being taken in the radar equation.
This is probably justified when operators are alert, motivated, and well trained. It is also
justified when automatic (electronic) detections are made without the aid of an operator.
When the operator does introduce loss into the system, it is not easy to select a proper value to
account for it. The heller action is to take steps to correct loss in operator performance rather
than tolerate it by including it as a loss factor in the radar equation.

Field degradation. When a radar system is operated under laboratory conditions by engineer­
ing personnel and experienced technicians, the inclusion of the above losses into the radar
equation should give a realistic description of the performance of the radar under normal
conditions (ignoring anomalous propagation effects). However, when a radar is operated
under ficld conditions. thc pcrformance usually deteriorates even more than can be accounted
for hy the ahove losses, especially when the equipment is operated and maintained by inexper­
ienced or unmotivated personllcl. It may evcn apply, to somc cxtcnt, to equipmcnt opcratcd hy
professional engineers under adverse field conditions. Factors which contribute to field degra­
dation arc poor tuning. wcak tuhes, water in the transmission lines, incorrect mixer-crystal
currcnt. dctcrioration of rcceiver noise figure, poor TR tube recovery, loose cable connections,
etc.

To minimize field degradation, radars should be designed with built-in automatic
performance-monitoring equipment. Careful observation of performance-monitoring instru­
ments and timely preventative maintenance can do much to keep radar performance up to
design level. Radar characteristics that might be monitored include transmitter power, receiver
noise figure, the spectrum and/or shape of the transmitted pulse, and the decay time of the TR
tube.

I\. good estimate of the field degradation is difficult to obtain since it cannot be predicted
and is dependent upon the particular radar design and "the conditions under which it is
operating. A degradation of 3 dB is sometimes assumed when no other information is
available.

Other Ios.~ factors. I\. radar designed to discriminate between moving targets and stationary
objects (MTI radar) may introduce additional loss over a radar without this facility. The MTI
discrimination technique results in complete loss of sensitivity for certain values of target
velocity relative to the radar. These are called blind speeds. The blind-speed problem and the
loss resulting therefrom are discussed in more detail in Chap. 4.

In a radar with overlapping range gates, the gates may he wider than optimum for
practical reasons. The additional noise introduced by the nonoptimum gate width will result in
some degradation. The straddlillg loss accounts for the loss in signal-to-noise ratio for targets
not at the center of the range gate or at the center of the filter in a multiple~filter-bank

processor.
Another factor that has a profound effect on the radar range performance is the propaga­

tion medium discussed briefly in the next section and in Chap. 12.
There are many causes of loss and inefficiency in a radar. Not all have been included here.

Although they may each be small, the sum total can result in a significant reduction in radar
performance. It is important to understand the origins of these losses, not only for better
predictions of radar range, but also for the purpose of keeping them to a minimum by carefuJ
radar design.



2.13 PROPAGATION EFFECTS 

In analyzing radar performance it is convenient to assume that the radar and target are 110th 
located in free space. However, there are very few radar applications which approximate 

free-space conditions. In most cases of practical interest, the earth's surface and the medium in 
which radar waves propagate can have a significant effect on radar performance. In some 
instances the propagation factors might be important enough to overshadow all other factors 
that contribute to abnormal radar performance. The effects of non-free-space propagation o n  
the radar are of three categories: (1) attenuation of the radar wave as i t  propagates through the 
earth's atmosphere, (2) refraction of the radar wave by the earth's atmosphere, and (3) loht) 
structure caused by interference between the direct wave from radar to target and the wave 
which arrives at the target via reflection from the ground. 

In general, for most applications of radar at microwave frequencies, the attenuat~on in 
propagating through either the normal atmosphere or through precipitation is usually not 
sufficient to affect radar performance. However, the reflection of the radar signal from rain 
(clutter) is often a limiting factor in the performance of radar in adverse weather. 

The decreasing density of the atmosphere with increasing altitude results in a bending, or 
refraction, of the radar waves in a manner analogous to the bending of light waves by an 
optical prism. This bending usually results in an increase in the radar line of sight. Normal 
atmospheric conditions can be accounted for in a relatively simple manner by considering the 
earth to have a larger radius than actual. A "typical" earth radius for refractive effects IS 

four-thirds the actual radius. At times, atmospheric conditions might cause more than usual 
bending of the radar rays, with the result that the radar range will be considerably increased. 
This condition is called superrefraction, or ducting, and is a form of anomalous propagaiion. 
It is not necessarily a desirable conditioh since it cannot be relied upon. It can degrade the 
performance of MTI radar by extending the range at which ground clutter is seen. ' 

The presence of the earth's surface not only restricts the line of sight, but it can cause 
major modification of the coverage within the line of sight by breaking up the antenna 
elevation pattern into many lobes. Energy propagates directly from the radar to the target, but 
there can also be energy that travels to the target via a path that includes a reflection from the 
ground. The direct and ground-reflected waves interfere at the target either destructively or 
constructively to produce nulls or reinforcements (lobes). The lobing that results causes non- 
uniform illumination of the coverage, and is an important factor that influences the capabll~ty 
of a radar system. 

Most propagation effects that are of importance cannot be easily included into the radar 
equation. They must be properly taken into account, however, since they can have a major 
impact on performance. Further discussion of the effects of propagation on radar is given in 
Chap. 12. 

2.14 OTHER CONSIDERATIONS 

Prediction of radar range. In this chapter, some of the more important factors that enter into 
the radar equation for the prediction of range were briefly considered. The radar equation 
(2.1), with the modifications indicated in this chapter, becomes 

Pa, G Ap, crnEi(n) 
Rk,, = 

(4~)'kTo Fn(Br) . fp(SIN) ,  Ls 
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2.13 PROPAGATION EFFECTS

In analyzing radar performance it is convenient to assume that the radar and target are both
located in free space. However, there are very few radar applications which approximate
free-space conditions. In most cases of practical interest, the earth's surface and the medium in
which radar waves propagate can have a significant effect on radar performance. In- some
instances the propagation factors might be important enough to overshadow all other factors
that contribute to abnormal radar performance. The effects of non-free-space propagation on
the radar are of three categories: (1) attenuation of the radar wave as it propagates through the
earth's atmosphere, (2) refraction of the radar wave by the earth's atmosphere, and (3) loht'
structure caused by interference between the direct wave from radar to target and the wave
which arrives at the target via reflection from the ground.

In general, for most applications of radar at microwave frequencies, the attenuation in
propagating through either the normal atmosphere or through precipitation is usually not
sufficient to affect radar performance. However, the re.lle~tion of the radar signal from rain
(clutter) is often a limiting factor in the" performance of radar in adverse weather.

The decreasing density of the atmosphere with increasing altitude results in a bending, or
refraction, of the radar waves in a manner analogous to the bending of light waves by an
optical prism. This bending usually results in an increase in the radar line of sight. Normal
atmospheric conditions can be accounted for in a relatively simple manner by considering the
earth to have a larger radius than actual. A "typical" earth radius for refractive effects is
four-thirds the actual radius. At times, atmospheric conditions might cause more than usual
bending of the radar rays, with the result that the radar range will be considerably increased.
This condition is called superre!raetion, or dueting, and is a form of anomalous propagation.
It is not necessarily a desirable conditio'n since it cannot be relied upon. It can degrade the
performance of MTI radar by extending the range at which ground clutter is seen..

The presence of the earth's surface not only restricts the line of sight, but it can cause
major modification of thecDverage within the line of sight by breaking up the antenna
elevation pattern into many lobes. Energy propagates directly from the radar to the target, but
there can also be energy that travels to the target via a path that includes a reflection from the
ground. The direct and ground-reflected waves interfere at the target either destructively or
constructively to produce nulls or reinforcements (lobes). The Jobing that results causes non­
uniform illumination of the coverage, and is an important factor that influences the capability
of a radar system.

Most propagation effects that are of importance cannot be easily included into the radar
equation. They must be properly taken into account, however, since they can have a major
impact on performance. Further discussion of the effects of propagation on radar is given in
Chap. 12.

2.14 OTHER CONSIDERATIONS

Prediction of radar range. In this chapter, some of the more important factors that enter into
the radar equation for the prediction of range were briefly considered. The radar equation
(2.1), with the modifications indicated in this chapter, becomes

.
"R 4 = PavGAp"anEj(n)

mall (4n)2kTofn(Br)fp(S/N)1 Ls
(2.54)
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W I I C ' I  c R,,,,, = rllaxirn\iiil I i~clar r i~ilge, I I I  

C; = anterlna gain 
:I = antenna aperture, 1n2 

= antellrla elficiet~cy 
r r  = ntrmber of hits integrated 

E,(rl) = integration efficiency (less than unity) 
L, = system losses (greater than unity) not included in other parameters 

(T = rictlar cross scction of target, rn2 
F', = noise figure 

k = Bolt7mann's constant = 1.38 x Jldeg 
7, = standard tcrnpcrature = 290 K 
B = receiver bandwidth. Hz 
r = pulse widtli. s 

1, = pulse repetition frequency, Hz 
(SIN), = signal-to-noise ratio required at receiver output (based on single-hit 

detection) 

7'tiis equiitiorl car1 also he writtell i l l  terms of energy rather than power. Tlie energy in the 
Irarlst~iittcd pulse is E ,  = I ] , ,  #il, = P,  T and the signal-to-noise power ratio (SIN), can be 
replaccd h y  the signal-to-noise er~crgy ratio (E/No)l, where E = SIT is tlie energy in the 
rcccived signal, and N ,  = NIB is the noise power per unit bandwidth, or the noise energy. Also 
note that BT - 1,  and T,, F ,  = T,  is defined as the system noise temperature. Then the radar 
equation bcco~ncs 

4 E, G Ap, anEi(tl) Rmax = --- 
(4n)2kT,(E/No)l Ls 

Althougli Eq. (2.55) was derived for a rectangular pulse, it can be applied to other waveforms 
as well, provided matched-filter detection is employed. Most calculations for probability of 
detection with signal-to-noise ratio as the parameter apply equally well when the ratio of 
signal-energy to noise-power-per-hertz is used instead. The radar equation developed in this 
cliapter for pulse radar can he readily modified to accommodate CW, FM-CW, pulse-doppler, 
MTI. or tracking r a d a ~ - . ~ ~ . " . ~ '  

Radar performance figure. This is a figure of merit sometimes used to express the relative 
pcrforrnancc of radar. It is defined as the ratio of the pulse power of the radar transmitter to 
tlie minimum detectable signal power of the receiver. It is not often used. 

Blipscan ratio. This is the same as the single-scan probability of detection. It predates the 
widespread use of the term probability of detection and came about by the manner in which 
tile performance of ground-based search-radars was checked. An aircraft would be flown on a 
radial course and on each scan of the antenna it would be recorded whether o r  not a target blip 
had been detected on the radar display. This was repeated many times until sufficient data was 
ohtai~icd to corni,ute, as a futictior) - - ofrange, -- the ratio of the average number ofscans the target 
was seen at a particular range (blips) to the total number of times it could have been seen 
(scans). This is the blip-scan ratio and is the probability of detecting a target at  a particular 
range. altitude, and aspect. The head-on and tail-on are the two easiest aspects to  provide in 
field measurements. The experimentally found blip-scan ratio curves are subject to  many 
limitations, but it  represents one of the few methods for evaluating the performance of an  
actual radar equipment against real targets under somewhat controlled conditions. 
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where Hill"' = maximum radar range, III

(i = antcnna gain
.4 = antenna aperture, 111

2

I'a = antenna efficiency
/I = number of hits integrated

Ej(/l) = integration efficiency (less than unity)
LJ = system losses (greater than unity) not included in other parameters

fT = radar cross section of target, m 2

Fn = noise figure
k = Boltzmann's constant = 1.38 x 10- 23 J/deg

70 = standard temperature = 290 K
B = receiver bandwidth, Hz
r = pulse width. s

.If' = pulse repetition frequency, Hz
(51 N)\ = signal-to-noise ratio required at receiver output (based on single-hit

detection)

This equation can also he written in terms of energy rather than power. The energy in the
transmitted pulse is Er = Pa\!/~ = PI r and the signal-to-noise power ratio (SIN)I can be
replaced by the signal-to-noise energy ratio (EI N 0)1, where E = Sir is the energy in the
received signal. and No = NIB is the noise power per unit bandwidth, or the noise energy. Also
note that Br ~ 1, and To Fn = ~ is defined as the system noise temperature. Then the radar
equation becomes

R4 = Er GAPa lJ1lE i(l1)
max (4rr)2kI;(EINo)1 Ls

(2.55)

Although Eq. (2.55) was derived for a rectangular pulse, it can be applied to other waveforms
as well, provided matched-filter detection is employed. Most calculations for probability of
detection with signal-to-noise ratio as the parameter apply equally well when the ratio of
signal-energy to noise-power-per-hertz is used instead. The radar equation developed in this
chapter for pulse radar can be readily modified to accommodate CW, FM-CW, pulse-doppler,
MTI. or tracking radar.47.56.57

Radar performance figure. This is a figure of merit sometimes used to express the relative
performancc of radar. It is defined as thc ratio of the pulse power of the radar transmitter to
the minimum detectable signal power of the receiver. It is not often used.

Blip-scan ratio, This is the samc as the single-scan probability of detection. It predates the
widcspread use of the term probability of detection and came about by the manner in which
the performance of ground-based search-r.adars was checked. An aircraft would be flown on a
radial course and on each scan of the antenna it would be recorded whether or not a target blip
had been detected on the radar display. This was repeated many times until sufficient data was
obtained to computc. as a functigllQ[r1!.llge, the ratio of the average num~erof scans the target
was seen at a particular range (blips) to the total number of times it could have been seen
(scans). This is the blip-scan ratio and is the probability of detecting a target at a particuJar
range. altitude, and aspect. The head-on and tail-on are the two easiest aspects to provide in
field measurements. The experimentally found blip-scan ratio curves are subject to many
limitations, but it represents one of the few methods for evaluating the performance of an
actual radar equipment against real targets under somewhat controlled conditions.



64 INTRODUCTION TO R A D A R  SYSTEMS 

Cumulative probability of detection. If the single scan probability of detection for a surveil- 
lance radar is P,, the probability of  detecting a target at least once during N scans is called the 
cumulative probability of detection, and may be written 

The variation of P, with range might have to be taken into account when computing PC. The 
variation of range based on the cumulative probability of detection can be as the third power 
rather than the more usual fourth power variation based on the single scan probability.59 

The cumulative probability has sometimes been proposed as a measure of the detectabi- 
lity of a radar rather than the single-scan probability of detection, which is more conservative. 
In practice the use of the cumulative probability is not easy to apply. Furthermore, radar 
operators d o  not usually use such a criterion for reporting detections. They seldom report a 
detection the first time it is observed, as is implied in the definition of cumulative probability. 
Instead, the criterion for reporting a detection might be a threshold crossing on  two successive 
scans, or threshold crossings on two out of three scans, three out of five, or  so forth. In 
track-while-scan radars the measure of performance might be the probability of initiating a 1 

target track rather than a criterion based on detection alone. 

Surveillance-radar range equation. The form of the radar equation described in this chapter 
applies to a radar that dwells on the target for n pulses. It is sometimes called the searchlight 
range equation. In a search or  surveillance radar there is usually an additional constraint 
imposed that modifies the range equation significantly. This constraint is that the radar is 
required to search a specified volume of space within a specified time. Let R denote the angular 
region to be searched in the scan time t,. (For example, 0 might represent a region 360" in 
azimuth and 30" in elevation.) The scan time is t, = toR/iZo, where to is the time on target = 
n&, and Ro is the solid angular beamwidth which is approximately equal to the product offlle 
azimuth beamwidth 8, times the elevation beamwidth 0,.  (This assumes that O ,  10, and ( I E  / O ,  
are integers, where O A  is the total azimuth coverage and oE the total elevation coverage, such 
that R 2: OABE.) The antenna gain can be written as G = 4n/Ro. With the above substitutions 
into Eq. (2.54) the radar equation for a search radar becomes 

This indicates that the important parameters in a search radar are the average power and the 
antenna effective aperture. The frequency does not appear explicitly in the search-radar range 
equation. However, the lower frequencies are preferred for a search radar since large power 
and large aperture are easier to  obtain a t  the lower frequencies, it is easier to build a good MTI 
capability, and there is little effect from adverse weather. 

Different radar range equations can .be derived for different applications, depending on 
the particular constraints imposed. The radar equation will also be considerably different if 
clutter echoes or  external noise, rather than receiver noise, determine the background with 
which the radar signal must compete. Some of these other forms of the radar equation are 
given elsewhere in this text. 

Accuracy of the radar equation. The predicted value of the range as found from the radar 
equation cannot be expected to  be checked experimentally with any degree of accuracy. I t  is 
difficult to determine precisely all the important factors that must be included in the radar 
equation and it is difficult to  establish a set of controlled, realistic experimental conditions in 
which to  test the calculations. Thus it might not be worthwhile t o  try t o  obtain too great a 

64 INTRODUCTION TO RADAR SYSTEMS

Cumulative probability of detection. If the single scan probability of detection for a surveil­
lance radar is Pd , the probability of detecting a target at least once during N scans is called the
cumulative probability of detection, and may be written

(2.56)

(2.57)

The variation of Pd with range might have to be taken into account when computing Pc. The
variation of range based on the cumulative probability of detection can be as the third power
rather than the more usual fourth power variation based on the single scan probability. 59

The cumulative probability has sometimes been proposed as a measure of the detectabi­
lity of a radar rather than the single-scan probability of detection, which is more conservative.
In practice the use of the cumulative probability is not easy to apply. Furthermore, radar
operators do not usually use such a criterion for reporting detections. They seldom report a
detection the first time it is observed, as is implied in the definition of cumulative probability.
Instead, the criterion for reporting a detection might be a threshold crossing on two successive
scans, or threshold crossings on two out of three scans, three out of five, or so forth. In
track-while-scan radars the measure of performance might be the probability of initiating a
target track rather than a criterion based on detection alone.

Surveillance-radar range equation. The form of the radar equation described in this chapter
applies to a radar that dwells on the target for n pulses. It is sometimes called the searchlight
range equation. In a' search or surveillance radar there is usually an additional constraint
imposed that modifies the range equation significantly. This constraint is that the radar is
required to search a specified volume of space within a specified time. Let 0 denote the angular
region to be searched in the scan time ts ' (For example, 0 might represent a region 3600 in
azimuth and 30° in elevation.) The scan time is ts = to 0/00 , where to is the time on target =
n/Jp , and 0 0 is the soiid angular beamwidth which is approx imately equal to the prod uct of the
azimuth beamwidth 00 times the elevation beamwidth Oe' (This assumes that 0.0{ fOe and Of fOe
are integers, where 0A is the total azimuth coverage and OE the total elevation coverage, such
that 0 ~ 0A fh.) The antenna gain can be written as G = 4n/Oo. With the above substitutions
into Eq. (2.54) the radar equation for a search radar becomes

R4 = PavAeO'Ei(n) t s
max 4nkTo Fn(S/Nh Ls0

This indicates that the important parameters in a search radar are the average power and the
antenna effective aperture. The frequency does not appear explicitly in the search-radar range
equation. However, the lower frequencies are preferred for a search radar since large power
and large aperture are easier to obtain at the lower frequencies, it is easier to build a good MTI
capability, and there is little effect from adverse weather.

Different radar range equations can .be derived for different applications, depending on
the particular constraints imposed. The radar equation will also be considerably different if
clutter echoes or external noise, rather than receiver noise, determine the background with
which the radar signal must compete. Some of these other forms of the radar equation are
given elsewhere in this text.

Accuracy of the radar equation. The predicted value of the range as found from the radar
equation cannot be expected to be checked experimentally with any degree of accuracy. It is
difficult to determine precisely all the important factors that must be included in the radar
equation and it is difficult to establish a set of controlled, realistic experimental conditions in
which to test the calculations. Thus it might not be worthwhile to try to obtain too great a



precision in the itidividual parameters of the radar  equation.  Nevertheless, if a.particular range 
is required of a radar, the systems engineer must  provide it. The  safest means t o  achieving a 
specified range performance is to design conservatively a n d  a d d  a safety factor. T h e  inclusion 
of a safety factor in design is not always appreciated, especially in competitive procurements, 
but it is a standard procedure in nlariy o ther  engineering disciplines. In  the few cases where this 
Ilrxirry was permitted, firw radars were obtained since they accomplished what was needed 
cvcn rrndcr clcgratlcd corlditio~ls. 
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precision in the individual parameters of the radar equation. Nevertheless, ira.particular range
is required of a radar, the systems engineer must provide it. The safest means to achieving a
specified range performance is to design conservatively and add a safety factor. The inclusion
of a safety factor in design is not always appreciated, especially in competitive procurements,
but it is a standard procedure in many other engineering disciplines. In the few cases where this
luxury was rcrmitted, fine radars were obtained since they accomplished what was needed
cvcn under dcgradlxl conditions.
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CHAPTER 

THREE 

AND FREQUENCY-MODULATED RADAR 

3.1 THE DOPPLER EFFECT 

A radar detects the presence of objects and locates their position in space by transmitting 
electromagnetic energy and observing the returned echo. A pulse radar transmits a relatively 
short burst of electromagnetic energy, after which the receiver is turned on to listen for the 
echo. The echo not only indicates that a target is present, but the time that elapses between the 
transmission of the pulse and the receipt of the echo is a measure of the distance to the target. 
Separation of the echo signal and the transmitted signal is made on the basis of differences i l l  

time. 
The radar transmitter may be operated continuously rather than pulsed i f  the strong 

transmitted signal can be separated from the weak echo. The received-echo-signal power is 
cotisicicrahly smaller than the transmitter power; i t  might be as little as 10- '' t l l a t  of tllc 
transmitted power-sometimes even less. Separate antennas for transmission and reception 
help segregate the weak echo from the strong leakage signal, but the isolation is usually not 
sufficient. A feasible technique for separating the received signal from the transmitted signal 
when there is relative motion between radar and target is based on recognizing the change in 
the echo-signal frequency caused by the doppler effect. 

It is well known in the fields of optics and acoustics that if either the source of oscillation 
or the observer of the oscillation is in motion, an apparent shift in frequency will result. This is 
the dopplrr eJfect and is the basis of CW radar. If R is the distance from the radar to target, tile 
total number of wavelengths L contained in the two-way path between the radar and the target 
is 2RlA. The distance R and the wavelength L are assumed to be measured in the same units. 
Since one wavelength corresponds to an  angular excursion of 27~ radians, the total angular 
excursion # made by the electromagnetic wave during its transit to and from the target is 
4rtRlA radians. If the target is in motion, R and the phase 4 are continually changing. A change 
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A radar detects the presence of objects and locates their position in space by transmitting
electromagnetic energy and observing the returned echo. A pulse radar transmits a relatively
short burst of electromagnetic energy, after which the receiver is turned on to listen for the
echo. The echo not only indicates that a target is present, but the time that elapses between the
transmission of the pulse and the receipt of the echo is a measure of the distance to the target.
Separation of the echo signal and the transmitted signal is made on the basis of dilTerences ill
time.

The radar transmitter may be operated continuously rather than pulsed if the strong
transmitted signal can be separated from the weak echo. The received-echo-signal power is
cOllsiderahly smaller than the transmitter power; it might be as little as 10 - I tl that of rhe
transmitted power-sometimes even less. Separate antennas for transmission and reception
help segregate the weak echo from the strong leakage signal, but the isolation is usually not
sufficient. A feasible technique for separating the received signal from the transmitted signal
when there is relative motion between radar and target is based on recognizing the change in
the echo-signal frequency caused by the doppler effect.

It is well known in the fields of optics and acoustics that if either the source of oscillation
or the observer of the oscillation is in motion, an apparent shift in frequency will result. This is
the doppler effect and is the basis of CW radar. If R is the distance from the radar to target, the
total number of wavelengths). contained in the two-way path between the radar and the target
is 2RjA.. The distance R and the wavelength), are assumed to be measured in the same units.
Since one wavelength corresponds to an angular excursion of 2n radians, the total angular
excursion cP made by the electromagnetic wave during its transit to and from the target is
4nRj). radians. If the target is in motion, R and the phase cP are continually changing. A change
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in 4 with rcspcct to time i s  equal to a frequency. This is the doppler angular frequency wd. 
given by 

where fd = doppler frequency shift and L). = relative (or radial) velocity of target with respect 
to radar. The doppler frequency shift is 

l e r c ,  = r a l s l l l  f r ~ q ~ ~ e ~ ~ c y  i ~ i d  c = velocity of propagatio~l = 3 X 10' [nh 1 f f d  in 
hertz. r, in knots, and 1 in meters, 

1 . 0 3 ~ ~  (3.2 b) 

A plot of this equation is shown in Fig. 3.1. 
1.he relative velocity may be written c, = v cos 0, where v is the target speed and 0 is the 

angle ~ n a d e  by tllc target trajectory and tile line joining radar and target. When 0 = " the 
doppler frequency is maximum. The doppler is zero when the trajectory is perpendicular to 
the radar line of sight (0 = 90"). 

The type of radar which employs a continuous transmission, either modulated or unmod- 
ulated. has had wide application. Historically, the early radar experimenters worked almost 
exclusively wit!, continuous rather than pulsed transmissions (Sec. 1.5). Two of the more 

Figure 3.1 Doppler frequency [Eq. ( 3 2 h ) )  as a function of radar frequency and target telalive velocity. 
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III q, wilh respcct to lilllc is equal 10 a frequency. This is the doppler angular frequency UJd.

given by

(3.1 )

(3.2£1)

where f~ = doppler frequency shift and l', = relative (or radial) velocity of target with respect
to radar. The doppler frequency shift is

. 2v, 2v, J~
Jd=-r =-c~

where /0 = lranslllilleo frequency anu (' = velocity of propagation = 3 x 108 m/s. If fd is in
hertz. ", in knots. and A in meters,

r. _ 1.OJvr

d - A (3.2b)

A plot of this equation is shown in Fig. 3.1.
The relative velocity may be written t', = V cos (J, where v is the target speed and () is the

angle made by the target trajectory and the line joining radar and target. When () = O. the
doppler frequency is maximum. The doppler is zero when the trajectory is perpendicular to
the radar line of sight (0 = 90°).

The type of radar which employs a continuous transmission, either modulated or unmod­
ulated. has had wide application. Historically, the early radar experimenters worked almost
exclusively with continuous rather than pulsed transmissions (Sec. 1.5). Two of the more
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Figure 3.1 Doppler frequency [Eq. (3.2b)J as a function of radar frequency and target relative velocity.



important early applications of the CW radar principle were the proxim~ty (VT) ftire and the 
FM-CW altimeter. The CW proximity fuze was first employed in artillery projectiles during 
World War 11 and greatly enhanced the effectiveness of both field and antlaircraft arttllery 
Tile first practical model of the FM-CW altimeter was developed by the Wt'slern Electric 
Company in 1938, although the principle of altitude determination using radio-wave 
reflections was known ten years earlier, in 1928.' 

The CW radar is of interest not only because of its many applications, hut its sttidy also 
serves as a means for better understanding the nature and use of the doppler inforrnatlon 
contained in the echo signal, whether in a CW or a pulse radar (MTl)  application. In addition 
to  allowing the received signal to  be separated from the transmitted signal, t h o  C W  radar 
provides a measurement of relative velocity which may be used to distinguish moving targets 
from stationary objects or  clutter. 

3.2 CW RADAR 

Consider the simple CW radar as illustrated by the block diagram of Fig. 3 . 2 ~ ~ .  The transmitter 
generates a continuous (unmodulated) oscillation of frequency fo, which is radiated by the 
antenna. A portion of the radiated energy is intercepted by the target and is scattered, some of 
it in the direction of the radar, where it is collected by the receiving antenna. I f  the target is in 
motion with a velocity v, relative to  the radar, the received signal will be shifted in frequency 
from the transmitted frequency jo by an  amount + fd as given by Eq. (3.2). The plus sign 
associated with the doppler frequency applies i f  the distance between target and radar is 
decreasing (closing target), that is, when the received signal frequency is greater than the 
transmitted signal frequency. The minus sign applies if the distance is increasing (receding 
target). The received echo signal at a frequencyf, 4.fd enters the radar via the antenna and 1s 
heterodyned in the detector (mixer) with a portion of the transmitter signal fo to producc a 
doppler beat note of frequency fd. The sign of.& is lost in this process. 
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Figure 3.2 (0) Simple CW radar block diagram; ( h )  response characteristic of bcat-frequency arnpilficr. 
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important early applications of the CW radar principle were the proximity (VT) fULe and the
FM-CW altimeter. The CW proximity fuze was first employed in artilkry projectiles during
World War II and greatly enhanced the effectiveness of both field and antiaircraft artillery.
The first practical model of the FM-CW altimeter was developed by the Weskrn Electric
Company in 1938, although the principle of altitude determination using radio-wave
reflections was known ten years earlier, in 1928. 1

The CW radar is of interest not only because of its many applications. but its study also
serves as a means for better understanding the nature and use of the doppler information
contained in the echo signal, whether in a CW or a pulse radar (MTI) application. In addition
to allowing the received signal to be separated from the transmitted signal, the CW radar
provides a measurement of relative velocity which may be used to distinguish moving targds
from stationary objects or clutter.

3.2 CW RADAR

Consider the simple CW radar as illustrated by the block diagram of Fig. 3.2(1. The transmitkr
generates a continuous (unmodulated) oscillation of frequency fo, which is radiated hy the
antenna. A portion of the radiated energy is intercepted by the target and is scattered, some of
it in the direction of the radar, where it is collected by the receiving antenna. If the target is in
motion with a velocity Vr relative to the radar, the received signal will be shifted in frequency
from the transmitted frequency 10 by an amount ±!cJ as given by Eq. (3.2). The plus sign
associated with the doppler frequency applies if the distance between target and radar is
decreasing (closing target), that is, when the received signal frequency is greater than the
transmitted signal frequency. The minus sign applies if the distance is increasing (receding
target). The received echo signal at a frequency 10 ±fd enters the radar via the antenna and is
heterodyned in the detector (mixer) with a portion of the transmitter signal/o to produce a
doppler beat note of frequency Id' The sign oUd is lost in this process.
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Figure 3.2 (a) Simple CW radar block diagram; (b) response charactcristic of hcat-frcLJlIcm;y amplifier.



The purpose of the doppler amplifier is to eliminate echoes from stationary targets and to 
an~plify the doppler eclio signal to a level where it can operate an indicating device. It might 
Iiave a frcqi~ency-respouse cliaracteristic sirnilar to that of Fig. 3.2h. The low-frequency cutoff 
must be high enougll to reject tile d-c component caused by stationary targets, but yet it nlitst 
be low enougli to pass the smallest doppler frequency expected. Sometimes both conditions 
cantlot he rnct sitni~ltar~cously arid a co~nprornise is necessary. The upper cutoff frequency is 
selected to pass tlic liigliest doppler frequency expected. 

The indicator might be a pair of earphones or  a frequency meter. If exact knowledge of the 
doppler frequetlcy is not rlccessary, earplio~ies are especially attractive provided the doppler 
frequencies lie within the audio-frequency response of the ear. Earphones are not only simple 
devices. but the ear acts as a selective bandpass filter with a passband of the order of 50 Hz 
centered about tlie signal frequency.2 The narrow-bandpass characteristic of the ear results in 
an effective increase in the signal-to-noise ratio of the echo signal. With subsonic aircraft 
targets and transmitter frequencies in the middle range of the microwave frequency region, the 
doppler frequencies usually fall within the passband of the ear. If audio detection were desired 
for those combinations of target velocity and transmitter frequency which d o  not result in 
audible doppler frequencies, the doppler signal could be heterodyned to  the audible range. The 
doppler frequency can also be detected and measured by conventional frequency meters, 
usually one that counts cycles. An example of the CW radar principle is the radio proximity 
(VT) fuze, used with great success during World War I1 for the fuzing of artillery projectiles. It 
may seem strange that the radio proximity fuze should be classified as a radar, but it fulfills the 
same basic function of a radar, which is the detection and location of reflecting objects by 
" radio " r n ~ a n s . ~ . ~  

isolation between transmitter and receiver. A single antenna serves the purpose of transmission 
and reception in the simple CW radar described above. In principle, a single antenna may be 
erliployed since tlie necessary isolation between the transmitted and the received signals is 
acliieved via separation in frequency as a result of the doppler effect. In practice, it is riot 
possible to eliminate completely the transmitter leakage. However, transmitter leakage is not 
always undesirable. A moderate amount of leakage entering the receiver along with the echo 
signal supplies the reference necessary for the detection of the doppler frequency shift. If a 
leakage signal of sufficient magnitude were not present, a sample of the transmitted signal 
would have to be deliberately introduced into the receiver to provide the necessary reference 
freqitency. 

Tliere are two practical effects which limit the amount of transmitter leakage power which 
can be tolerated at the receiver. These are ( 1 )  the maximum amount of power the receiver 
input circuitry can withstand before i t  is physically damaged or its sensitivity reduced 
(burnout) and (2) the amount of transmitter noise due to  hum, microphonics, stray pick-up, 
and instability which enters the receiver from the transmitter. The additional noise introduced 
by the transmitter reduces the receiver sensitivity. Except where the CW radar operates with 
relatively low transmitter power and insensitive receivers, additional isolation is usually 
required hctwceri tlie transmitter and tlic receiver if  tile sensitivity is not to  be degraded either 
by bur noirt or  by excessive noise. 

Tlie amoiliit of isolation required depends on the transmitter power and the accompany- 
ing tratisr~iilter rioisc as well as tlie ruggedtless and the sensitivity of the receiver. For  example, 
if  tllc safe value of power which might be applied to a receiver were 10 mW and if the 
trarisnlitter power were 1 kW, the isolation between transmitter and receiver must be at least 
50 dB. 

The amount of isolation needed in a long-range CW radar is more often determined by 
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The purpose of the doppler amplifier is to eliminate echoes from stationary targets and to
amplify the doppler echo signal to a level where it can operate an indicating device. It might
have a frequency-response characteristic similar to that of Fig. 3.2b. The low-frequency cutoff
must he high enough to reject the d-c component caused by stationary targets, but yet it must
he low enough to pass the smallest doppler frequency expected. Sometimes both conditions
cannot· he met simultancously and a compromise is necessary. The upper cutoff frequency is
selectcd to pass thc highcst doppler frequency expected.

The indicator might be a pair of earphones or a frequency meter. Ifexact knowledge of the
doppler frequency is not neccssary, earphones are especially attractive provided the doppler
frequencies lie within the audio-frequency response of the ear. Earphones are not only simple
devices. but the ear acts as a selective bandpass filter with a passband of the order of 50 Hz
centered about the signal frequency.2 The narrow-bandpass characteristic of the ear results in
an effective increase in the signal-to-noise ratio of the echo signal. With subsonic aircraft
targets and transmitter frequencies in the middle range of the microwave frequency region, the
doppler frequencies usually fall within the passband of the ear. If audio detection were desired
for those combinations of target velocity' and transmitter frequency which do not result in
audible doppler frequencies, the doppler signal could be heterodyned to the audible range. The
doppler frequency can also be detected and measured by conventional frequency meters,
usually one that counts cycles. An example of the CW radar principle is the radio proximity
(VT) fuze, used with great success during World War II for the fuzing of artillery projectiles. It
may seem strange that the radio proximity fuze should be classified as a radar, but it fulfills the
same basic function of a radar, which is the detection and location of reflecting objects by
"radio" means. J
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Isolation between transmitter and receiver. A single antenna serves the purpose of transmission
and reception in the simple CW radar described above. In principle, a single antenna may be
employed since the necessary isolation between the transmitted and the received signals is
achieved via separation in frequency as a result of the doppler effect. In practice, it is not
possible to eliminate completely the transmitter leakage. However, transmitter leakage is not
always undesirable. A moderate amount of leakage entering the receiver along with the echo
signal supplies the reference necessary for the detection of the doppler frequency shift. If a
leakage signal of sufficient magnitude were not present, a sample of the transmitted signal
would have to be deliberately introduced into the receiver to provide the necessary reference
freq uency.

There are two practical effects which limit the amount of transmitter leakage power which
can be tolerated at the receiver. These are (I) the maximum amount of power the receiver
input circuitry can withstand before it is physically damaged or its sensitivity reduced
(burnout) and (2) the amount of transmitter noise due to hum, microphonics, stray pick-up,
and instability which enters the receiver from the transmitter. The additional noise introduced
by the transmitter reduces the receiver sensitivity. Except where the CW radar operates with
relatively low transmitter power and insensitive receivers, additional isolation is usually
requircd hctwe'en the transmitter and the receiver if the sensitivity is not to be degraded either
by burnout or by excessive noise.

The amount of isolation required depends on the transmitter power and the accompany­
ing transmittcr noise as well as the ruggedness and the sensitivity of the receiver. For example,
if the safe value of power which might be applied to a receiver were 10 mW and if the
transmitter power were I kW, the isolation between transmitter and receiver must be at least
50 dB.

The amount of isolation needed in a long-range CW radar is more often determined by



the noise that accompanies the transmitter leakage signal rather than by any damage caused 
by high power.5 For example, suppose the isolation between the transmitter and receiver were 
si~cli that 10 mW of leakage signal appeared at the receiver. I f  the rnini~num detectable signal 
were 10-l3 watt (100 dB below 1 mW), the transmitter noise must be at least 110 dR 
(preferably 120 or 130 dB) below the transmitted carrier. 

The transmitter noise of concern in doppler radar includes those noise components that 
lie within the same frequency range as the doppler frequencies. The greater the desired radar 
range, the more stringent will be the need for reducing the noise modulation accompanying the 
transmitter signal. If complete elimination of the direct leakage signal at the receiver could be 
achieved, i t  might not entirely solve the isolation problem since echoes from nearby fixed 
targets (clutter) can also contain the noise components of the transmitted ~ i g n a l . ~ . ~ '  

It will be recalled (Sec. 1.3) that the receiver of a pulsed radar is isolated and protected 
from the damaging effects of the transmitted pulse by the duplexer, which short-circuits the 
receiver input during the transmission period. Turning off the receiver during transmission 
with a duplexer is not possible in a CW radar since the transmitter is operated continuously. 
Isolation between transmitter and receiver might be obtained with a single antenna by using a 
hybrid junction, circulator, turnstile junction, or with separate polarizations. Separate 
antennas for transmitting and receiving might also be used. The amount of isolation which can 
be readily achieved between the arms of practical hybrid junctions such as the magic-T, rat 
race, or short-slot coupler is of the order of 20 to 30 dB. In some instances, when extreme 
precision is exercised, an isolation of perhaps 60 dB or more might be achieved. One limitation 
of the hybrid junction is the 6-dB loss in overall performance which results from the inherent 
waste of half the transmitted power and half the received signal power. Both the loss in 
performance and the difficulty in obtaining large isolations have limited the application of the 
hybrid junction to short-range radars. 

Ferrite isolation devices such as the circulator d o  not suffer the 6-dB loss inherent in the 
hybrid junction. Practical devices have isolation of the order of 20 to 50 dB. Turnstile junc- 
tions7 achieve isolations as high as 40 to  60 dB. 

The use of orthogonal polarizations for transmitting and receiving is limited to short- 
range radars because of the relatively small amount of isolation that can be obtained.' 

An important factor which limits the use of isolation devices with a common antenna is 
the reflections produced in the transmission line by the antenna. The antenna can never be 
perfectly matched to free space, and there will always be some transmitted signal reflected back 
toward the receiver. The reflection coefficient from a mismatched antenna with a voltage- 
standing-wave ratio o is J p  I = ( B  - l)/(a + 1). Therefore, if an isolation of 20 dB is to be 
obtained, the VSWR must be less than 1.22. If 40 dB of isolation is required, the VSWR must 
be less than 1.02. , . 

The largest isolations are obtained with two antennas-one for transmission, the other for 
reception-physically separated from.one another. Isolations of the order of 80 dB or more 
are possible with high-gain antennas. The more directive the antenna beam and the greater the 
spacing between antennas, the greater will be the'isolation. When the antenna designer is 
restricted by the nature of the application, large isolations may not be possible. For example, 
typical isolations.between transmitting and receiving antennas on missiles might be about 
50 dB at X band, 70 dB at K band and as low as 20 dB at L band.' Metallic baffles, as well as 
absorbing material, placed between the antennas can provide additional i s ~ l a t i o n . ' ~  

It has been reported1 that the ,isolation .between two X-band horn antennas of 22 dB 
gain can be increased from a normal -value of 70 dB to  about 120 dB by separating the two 
with a smooth surface covered by a sheet of radar-absorbing material and providing screening 
ridges at the edges of the horns. A common:radome enclosing the two antennas should be 
avoided since it limits the amount of isolation that can be achieved. 

72 INTRODUCTION TO RADAR SYSTEMS

the noise that accompanies the transmitter leakage signal rather than by any damage caused
by high power. 5 For example, suppose the isolation between the transmitter and receiver were
such that to mW of leakage signal appeared at the receiver. If the minimum detectable signal
were to- 13 watt (100 dB below 1 mW), the transmitter noise must be at least 110 dB
(preferably 120 or 130 dB) below the transmitted carrier.

The transmitter noise of concern in doppler radar includes those noise components that
lie within the same frequency range as the doppler frequencies. The greater the desired radar
range, the more stringent will be the need for reducing the noise modulation accompanying the
transmitter signal. If complete elimination of the direct leakage signal at the receiver could be
achieved, it might not entirely solve the isolation problem since echoes from nearby fixed
targets (clutter) can also contain the noise components of the transmitted signal. 6
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It will be recalled (Sec. 1.3) that the receiver of a pulsed radar is isolated and protected
from the damaging effects of the transmitted pulse by the duplexer, which short-circuits the
receiver input during the transmission period. Turning off the receiver during transmission
with a duplexer is not possible in a CW radar since the transmitter is operated continuously.
Isolation between transmitter and receiver might be obtained with a single antenna by using a
hybrid junction, circulator, turnstile junction, or with separate polarizations. Separate
antennas for transmitting and receiving might also be used. The amount of isolation which can
be readily achieved between the arms of practical hybrid junctions such as the magic-T, rat
race, or short-slot coupler is of the order of 20 to 30 dB. In some instances, when extreme
precision is exercised, an isolation of perhaps 60 dB or more might be achieved. One limitation
of the hybrid junction is the 6-dB loss in overall performance which results from the inherent
waste of half the transmitted power and half the received signal power. Both the Joss in
performance and the difficulty in obtaining large isolations have limited the application of the
hybrid junction to short-range radars.

Ferrite isolation devices such as the circulator do not suffer the 6-dB loss inherent in the
hybrid junction. Practical devices have isolation of the order of 20 to 50 dB. Turnstile junc­
tions 7 achieve isolations as high as 40 to 60 dB.

The use of orthogonal polarizations for transmitting and receiving is limited to short­
range radars because of the relatively small amount of isolation that can be obtained. 8

An important factor which limits the use of isolation devices with a common antenna is
the reflections produced in the transmission line by the antenna. The antenna can never be
perfectly matched to free space, and there will always be some transmitted signal reflected back
toward the receiver. The reflection coefficient from a mismatched antenna with a voltage­
standing-wave ratio (J is Ip I = (0" - 1)/(0" + 1). Therefore, if an isolation of 20 dB is to be
obtained, the VSWR must be less than 1.22. If 40 dB of isolation is required, the VSWR must
be less than 1.02.

The largest isolations are obtained with two antennas-one for transmission, the other for
reception-physically separated from one another. Isolations of the order of 80 dB or more
are possible with high-gain antennas. The more directive the antenna beam and the greater the
spacing between antennas, the greater will be the' isolation. When the antenna designer is
restricted by the nature of the application, large isolations may not be possible. For example,
typical isolations· between transmitting and receiving antennas on missiles might be about
50 dB at X band, 70 dB at K band and as low as 20 dB at L band. 9 Metallic baffles, as well as
absorbing material, placed between the antennas can provide additional isolation. 10

It has been reported 11 that the ·isolationbetween two X-band horn antennas of 22 dB
gain can be increased from a normal.value of 70 dB to about 120 dB by separating the two
with a smooth surface covered by a sheet of radar-absorbing material and providing screening
ridges at the edges of the horns. A commonradome enclosing the two antennas should be
avoided since it limits the amount of isolation that can be achieved.
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The separate antennas of the AN/MPQ-46 C W  tracker-illurninator of.tlle Hawk rnissile 
system are shown in Fig. 3.3. The Cassegrain receiving antenna is on the right. Both antennas 
have a " tunnel " around the periphery for further shielding. 

Additional isolation can be obtained by properly introducing a controlled sample of the 
transmitted sig:ial directly into the receiver. The phase and amplitude of this " buck-off" signal 
are adjusted to cancel the portion of the transmitter signal that leaks into the receiver. An 
additional 10 dB  of isolatiorl might be obtained.12 The phase and amplitude of the leakage 
signal, however, can vary as the antenna scans, which results in varying cancellation. There- 
fore. when additional isolation is necessary, as in the high-power CW tracker-illuminator, a 
~ I ~ I I ; I I I ~ ~ C  C ; I I I C C I C ~  L';\II t>e I I S C ~  t l i ; ~ t  S C I ~ S C S  the proper phase r71icI arnplittrdc required or the 
nulling ~ i g n a l . ~ . '  Ilynarnic carlcelalion of the leakage by this type of " feedthrough nullirlg" 
ca rl exceed 30 i3,3 ' 

'I'lie traris~liiltcr signal is never a pure C W  waveform. Minute variations i l l  arnplitucie 
(AM) and phase ( F M )  can result in sideband components that fall within the doppler 
frequency band. These can generate false targets or  mask the desired signals. Therefore both 
A M  arid FM modulations can result in undesired sidebands. AM sidebands are typically 
120 dB below the carrier, as measured in a 1 kHz band, and are relatively constant across the 

Figure 3.3 AN/MP()-46 C W  tracker-ill~irninator for the Hawk missile system showing separate transmit- 
ring and receiving antentias. (('ortrresj* Raj~rlreorl ('0.). 
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The separate antennas of the AN!MPQ~46CW tracker-illuminator of.the Hawk missile
system are shown in Fig. 3.3. The Cassegrain receiving antenna is on the right. Both antennas
have a "tunnel" around the periphery for further shielding.

Additional isolation can be obtained by properly introducing a controlled sample of the
transmitted signal directly into the receiver. The phase and amplitude of this " buck-off" signal
are adjusted to cancel the portion of the transmitter signal that leaks into the receiver. An
additional 10 dB of isolation might be obtained. 12 The phase and amplitude of the leakage
signal, however, can vary as the antenna scans, which results in varying cancellation. There­
fore. when additional isolation is necessary, as in the high-power CW tracker-illuminator, a
dynamic canceler can he lIsed that senses the proper phase and amplitude required of the
nulling signal. 5.1 J Dynamic cancelation of the leakage by this type of" feedthrougl1 nulling"
can exceed .10 dB. ,'I

The transmitter signal is never a pure CW waveform. Minute variations in amplitude
(A M) and phase (FM) can result in sideband components that fall within the doppler
frequency band. These can generate false targets or mask the desired signals, Therefore both
A M and FM modulations can result in undesired sidebands. AM sidebands are typically
120 dB below the carrier, as measured in a 1 kHz band, and are relatively constant across the

: '1.Jr;?' 1" ~\' f, f .~''t'''~)'...... , ... , ..):., }., ....\... .'.
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Figur£> ~.~ i\ N/M P{)·46 ('W tf<lckcr-illuminatnr for the Hawk missile system showing separate transmit­
ting and receiving antennas. (Courtesy Ra.\'tlreOlI Co.).
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usual doppler spectrum of The normal antenna isolation plus feedthrough nul- 
ling usually reduces the AM components below receiver noise in moderate power radars. FM 
sidebands are usually significantly greater than AM, but decrease with increasing offset from 
the ~ a r r i e r . ~  The character of FM noise in the leakage signal is also affected by stabilizing the 
output frequency of the CW transmitter and by active noise-degeneration using a microwave 
bridge circuit to extract the FM noise components. These are then fed back to the transmitter 
in such a manner as to reduce the original frequency de~ i a t i on .~ '  It has been said69 that 
experience indicates that a satisfactory measurement of AM noise over the doppler frequency 
band provides assurance that both AM and FM noise generated by the tube are within 
required limits. 

The transmitter noise that enters the radar receiver via backscatter from the clutter is 
sometimes called transmitted clutter.69 It can appear at the same frequencies as the doppler 
shifts from moving targets and can mask desired targets or cause spurious responses. This 
extraneous noise is produced by ion oscillations in the tube (usually a klystron amplifier) 
rather than by the thermal noise, or noise figure. When the ion oscillations appear, they 
usually have a magnitude about 40 dB below the carrier, or  else they are not m e a ~ u r a b l e . ~ ~  1 
Thus there is no need to  specify a measurement of this noise to a level better than 40 dB below 
the carrier to insure the required noise levels. Since ion oscillations may occur at some 
combination of tube parameters and not at others, the CW radar tube should be tested for 
noise-free operation over the expected range of beam voltage, heater voltage, RF drive level, 
and load VSWR. Noise-free operation also requires well-filtered beam power-supplies and a 
dc  heater supply. 

Since ion osci:lations require's fiiiite time to develop (tens of microseconds), a pulse- 
doppler radar with a pulse width of leis than 10 ps should not experience this form of noise. 

Intermediate-frequency receiver. Thd ieceiver of the simple CW radar of Fig. 3.2 is in some 
respects analogous to  a superheterodyne receiver. Receivers of this type are called homodyne 
receivers, or superheterodyne receivers with zero IF.14 The function of the local oscillator is 
replaced by the leakage signal from the transmittkr. Such a receiver is simpler than one with a 
more conventional intermediate frequency since no I F  amplifier or local oscillator is required. 
However, the simpler receiver is not as sensitive because of increased noise at the lower 
intermediate frequencies caused by flicker effect. Flicker-effect noise occurs in semiconductor 
devices such as diode detectors'and cathodes of vacuum tubes. The noise power produced by 
the flicker effect varies as lr, where a is approximately unity. This is in contrast to shot noise 
or thermal noise, which is independent of frequency. Thus, at the lower range of frequencies 
(audio or video region), where the doppler frequencies usually are found, the detector of the 
C W  receiver can introduce a considerable amount of flicker noise, resulting in reduced receiver 
sensitivity. For short-range, low-power, applications this decrease in sensitivity might be 
tolerated since it can be cornpensat& by a modest increase in antenna aperture and/or 
additional transmitter power. But for 'maximum efficiency with CW radar, the reduction in 

- n .  h 

sensitivity caused by the simple doppler.r&iver with zero IF, cannot be tolerated. 
or ? 4.+<qLJX".\ .  

The effects of flicker nois$a"e ov&@pe in the normal superheterodyne receiver by using 
an intermediate frequen~y.high;khoight$ci.ender *, . ! i s  the flicker noise small compared with the 
normal receiver noise. Thisv. resulk: from. the' inverse, frequency dependence of flicker noise. 
Figure 3.4 shows a bl&k.diagrarh.of thc*EW radar whose receiver operates with a nonzero IF. 
Separate antennas are ihdwn-for*trans&&ion and reception. instead of the usual local oxilla- 
tor found in the conventiona~~susupirhet'e~6d~ne I '. receiver, the local oscillator (or reference 
signal) is derived in thii receiver from a portion of the transmitted signal mixed with a locally 
generated signal of frequency equal to that of the receiver IF. Since the output of the mixer 
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usual doppler spectrum of interest. 31,69 The normal antenna isolation plus feed through nul­
ling usually reduces th~ AM components below receiver noise in moderate power radars. FM
sidebands are usually significantly greater than AM, but decrease with increasing offset from
the carrier. 5 The character of FM noise in the leakage signal is also affected by stabilizing the
output frequency of the CW transmitter and by active noise-degeneration using a microwave
bridge circuit to extract the FM noise components. These are then fed back to the transmitter
in such a manner as to reduce the original frequency deviation. 31 It has been said 69 that
experience indicates that a satisfactory measurement of AM noise over the doppler frequency
band provides assurance that both AM and FM noise generated by the tube are within
required limits.

The transmitter noise that enters the radar receiver via backscatter from the clutter is
sometimes called transmitted clutter.69 It can appear at the same frequencies as the doppler
shifts from moving targets and can mask desired targets or cause spurious responses. This
extraneous noise is produced by ion oscillations in the tube (usually a klystron amplifier)
rather than by the thermal noise, or noise figure. When the ion oscillations appear, they
usually have a magnitude about 40 dB below the carrier, or else they are not measurable.69

Thus there is no need to specify a measurement of this noise to a level better than 40 dB below
the carrier to insure the required noise levels. Since ion oscillations may occur at some
combination of tube parameters and not at others, the CW radar tube should be tested for
noise-free operation over the expected range of beam voltage, heater voltage, RF drive level,
and load VSWR. Noise-free operation also requires well-filtered beam power-supplies and a
dc heater supply. . .

Since ion osciUations requint a .finite time to develop (tens of microseconds), a pulse­
doppler radar with a pulse width of less than 10 JlS should not experience this form of noise.

. • l... "

Intermediate-frequency receiver. The Jeceiver of the simple CW radar of Fig. 3.2 is in some
respects analogous to a superheterodyne receiver. Receivers of this type are called homodyne
receivers, or superheterodyne receivers with zero IF.14 The function of the local oscillator is
replaced by the leakagesignaHrom the transmitter. Such a receiver is simpler than one with a
more conventional intermediate frequericy since no IF amplifier or local oscillator is required.
However, the simpler receiver is not as sensitive because of increased noise at the lower
intermediate frequencies caused by flicker effect. Flicker-effect noise occurs in semiconductor
devices such as diode qetectors'and cathodes of vacuum tubes. The noise power produced by
the flicker effect varies as -liP', where Ids approximately unity. This is in contrast to shot noise
or thermal noise, which is independent of frequency. Thus, at the lower range of frequencies
(audio or video region), 'w'here the doppler frequencies usually are found, the detector of the
CW receiver can intrOduce a considerable amount' of flicker noise, resulting in reduced receiver
sensitivity. For short-range,. low.:power.! applications this decrease in sensitivity might be

• •• c •• ~ •• '.

tolerated since it can, be compensated by a modest' increase in antenna aperture and/or
additional transmitt~r power,But:for'm~"imumefficiency with CW radar, the reduction in
sensitivity caused by the simple dopplei:r~ivefwithzero IF, cannot be tolerated.

. The effe.cts of flicker,:~ol~e~it~:'~Y~~m~inthe n~~·alsuper.heterodynereceiver b~ using
an mtermedlate frequencyJ~lgh~eJ1oughJo·render.the flicker nOise small compared With the
normal receiver noise~:'Thk, re~uli~ifrom: the' inverse. frequency dependence of flicker noise.

,.".. ..... .. '" .. . '. .

Figure ,3.4 shows a block:~jagra~"oft~c ~Wradar whose receiver operates with a nonzero IF.
Separate antennas are'·shown.f9r,transm"ission and reception. Instead of the usual local oscilla­
tor fou~d in. the. con~entjo?~~\~~~~~et~"'O?Yn.e,receiver, th.e loc~l oscill~tor (~r reference
signal) IS denved m thiS receiver from a portion of the transmitted Signal mixed With a locally
generated signal of frequency equal to that of the receiver IF. Since the output of the mixer
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Figure 3.4 Block diagram of CW doppler radar with nonzero IF receiver, sometimes called sideband 
srrperheterodyne. 

consists of two sidebands on either side of the carrier plus higher harmonics, a narrowband 
filter selects one of the sidebands as the reference signal. The improvement in receiver sensi- 
tivity with an intermediate-frequency superheterodyne might be as much as  30 dB over the 
simple receiver of Fig. 3.2. 

Receiver bandwidth. One  of the requirements of the doppler-frequency amplifier in the simple 
C W  radar (Fig. 3.2) o r  the I F  amplifier of the sideband superheterodyne (Fig. 3.4) is that it be 
wide enough to pass the expected range of doppler frequencies. In most cases of practical 
interest the expected range of doppler frequencies will be much wider than the frequency 
spectrum occupied by the signal energy. Consequently, the use of a wideband amplifier cover- 
ing the expected dopplcr range will result in an increase in noise and a lowering of the receiver 
5ensitivity. I f  the frequency of the doppler-shifted echo signal were known beforehand, a 
narrowband filter-one just wide enough to  reduce the excess noise without eliminating a 
significant amount of signal energy-might be used. If the waveform of the echo signal were 
known, as well as its carrier frequency, the matched filter could be specified as outlined in 
See. 10.2. 

Several factors tend to spread the CW signal energy over a finite frequency band. These 
must be known if  an approximation to the bandwidth required for the narrowband doppler 
filter is to be obtained. 

I f  the received waveform were a sine wave of infinite duration, its frequency spectrum 
would be a delta furiction (Fig. 3.5a) and the receiver bandwidth would be infinitesimal. But a 
sine wave of infinite duration and an infinitesimal bandwidth cannot occur in nature. The 
rnore normal situation is an echo signal which is a sine wave of finite rather than infinite 
duration. The frequency spectrum of a finite-duration sine wave has a shape of the form 
[sin n(./'--jb)6]/lc(/-- fb), where f, and 6 are the frequency and duration of the sine wave, 
respectively, and f is the frequency variable over which the spectrum is plotted (Fig. 3.5b). 
Practical receivers can only approximate this characteristic. (Note that this is the same as the 
3pectrum o f a  pulse of sine wave, the only difference being the relative value of the duration 6.) 
In marly instances, the echo is not a pure sine wave of finite duration but is perturbed by 
fluctuations in cross section, target accelerations, scanning fluctuations, etc., which tend to 
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Figure 3.4 Block diagram of CW doppler radar with nonzero IF receiver, sometimes called sideband
Sli perlleterodpie.

consists of two sidebands on either side of the carrier plus higher harmonics, a narrowband
filter selects one of the sidebands as the reference signal. The improvement in receiver sensi­
tivity with an intermediate-frequency superheterodyne might be as much as 30 dB over the
simple receiver of Fig. 3.2.

Receiver bandwidth. One of the requirements of the doppler-frequency amplifier in the simple
CW radar (Fig. 3.2) or the IF amplifier of the sideband superheterodyne (Fig. 3.4) is that it be
wide enough to pass the expected range of doppler frequencies. In most cases of practical
interest the expected range of doppler frequencies will be much wider than the frequency
spectrum occupied by the signal energy. Consequently, the use of a wideband amplifier cover­
ing the expected doppler range will result in an increase in noise and a lowering of the receiver
s;ensitivity. If the frequency of the doppler-shifted echo signal were known beforehand, a
narrowband filter-one just wide enough to reduce the excess noise without eliminating a
significant amount of signal energy-might be used. If the waveform of the echo signal were
known, as well as its carrier frequency, the matched filter could be specified as outlined in
Sec. 10.2.

Several factors tend to spread the CW signal energy over a finite frequency band. These
must be known if an approximation to the bandwidth required for the narrowband doppler
filter is to be obtained.

If the received waveform were a sine wave of infinite duration, its frequency spectrum
would be a delta function (Fig. 3.5a) and the receiver bandwidth would be infinitesimal. But a
sine wave of infinite duration and an infinitesimal bandwidth cannot occur in nature. The
more normal situation is an echo signal which is a sine wave of finite rather than infinite
duration. The frequency spectrum of a finite-duration sine wave has a shape of the form
[sin rr(f - .I~)c5]/rr(f - 10)' where 10 and c5 are the frequency and duration of the sine wave,
respectively, and 1 is the frequency variable over which the spectrum is plotted (Fig. 3.5h).
Practical receivers can only approximate this characteristic. (Note that this is the same as the
spectrum of a pulse of sine wave, the only difference being the relative value of the duration c5.)
In many instances, the echo is not a pure sine wave of finite duration but is perturbed by
fluctuations in cross section, target accelerations, scanning fluctuations, etc., which tend to
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Figure 3.5 Frequency spectrum of C W  oscillation of (u)  infinire duration and ( h )  finite duration. 

broaden the bandwidth still further. Some of these spectrum-broadening effects are considered 
below. 

Assume a C W  radar with an antenna beamwidth of 0, deg scanning at the rate of 6,  deg/s. 
The time on target (duration of the received signal) is 6 = 6,/i), s. Thus the signal is of finite 
duration and the bandwidth of the receiver must be of the order of the reciprocal of the time on 
target 8,/8,. Although this is not an exact relation, i t  is a good enough approximation for 
purposes of the present discussion. If the antenna beamwidth were 2" and if the scanning rate 
were 36"/s (6 rpm), the spread in the spectrum of the received signal due to the finite time on 
target would be equal to  18 Hz, independent of'the transmitted frequency. 

In addition to  the spread of the received signal spectrum caused by the finite time on 
target, the spectrum may be further widened if the target cross section fluctuates. The fluctua- 
tions widen the spectrum by modulating the echo signal. In a particular case, it has been 
reported12 that the aircraft cross section can change by 15 dB  for a change in target aspect of 
as little as fO. The echo signal from a propeller-driven aircraft can also contain modulation 
components at a frequency proportional to the propeller rotation.'' The  spectrum produced 
by propeller modulations.is-more like that produced by a sine-wave signal and its harmonics 
rather than a broad, white-noise spectrum. The frequency range of propeller modulation 
depends upon the shaft-rotation speed and the number of propeller blades. I t  is i~sually in the 
vicinity of 50 to 60 Hz for World War I1 aircraft engines. This could be a potential soilrct: of 
difficulty in a C W  radar since it might mask the target's doppler signal or  i t  might cailse an 
erroneous measurement of doppler frequency. In some instances, propeller modulation can be 
of advantage. It might permit the detection of propeller-driven aircraft passing on a tangential 
trajectory, even though the doppler frequency shift is zero. The rotating blades of a helicopter 
and the compressor stages of a jet engine can also result in a modulation of the echo and a 
widening of the spectrum that can degrade the performance of C W  doppler radar. 

I f  the target's relative velocity is not constant, a further widening of the received signal 
spectrum can occur. If a, is the acceleration of the target with respect to  the radar, the sigrlal 
will occupy. a bandwidth 

If, for example, a, is twice the acceleration of gravity, the receiver bandwidth must be approxi- 
mately 20 Hz when the radar's wavelength is 10 cm. 

When the doppler-shifted echo signal is known to lie somewhere within a relatively wide 
band of frequencies, a bank of narrowband filters (Fig. 3.6) spaced throughout the frequency 
range permits a measurement of frequency and improves the signal-to-noise ratio. The 
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Figure 3.5 Frequency spectrum of CW oscillation of (u) infinite duration and (b) finite duration.

broaden the bandwidth still further. Some of these spectrum-broadening effects are considaed
below.

Assume a CW radar with an antenna beamwidth of DB deg scanning at the rate of Os deg/s.
The time on target (duration of the received signal) is [) = 0B/Os s. Thus the signal is of finite
duration and the bandwidth of the receiver must be of the order of the reciprocal of the time on
target iJs/OB • Although this is not an exact relation, it is a good enough approximation for
purposes of the present discussion. If the antenna beamwidth were 2° and if the scanning rate
were 36°/s (6 rpm), the spread in the spectrum of the received signal due to the finite time on
target would be equal to 18 Hz, independent of the transmitted frequency.

In addition to the spread of the received signal spectrum caused by the finite time on
target, the spectrum may be further widened if the target cross section fluctuates. The l~lIctua­

tions widen the spectrum by modulating the echo signal. In a particular case, it has been
reported 12 that the aircraft cross section can change by 15 dB for a change in target aspect of
as little as ~o. The echo signal from a propeller-driven aircraft can also contain modulation
components at a frequency proportional to the propeller rotation. ls The spectrum produced
by propeller modulations is more like that produced by a sine-wave signal and its harmonics
rather than a broad, white-noise spectrum. The frequency range of propeller modulation
depends upon the shaft-rotation speed and the number of propeller blades. It is usually in the
vicinity of 50 to 60 Hz for World War II aircraft engines. This could be a potential source of
dirficulty in a CW radar since it might mask the target's doppler signal or it might cause an
erroneous measurement of doppler frequency. In some instances, propeller modulation can be
of advantage. It might permit the detection of propeller-driven aircraft passing on a tangential
trajectory, even though the doppler frequency shift is zero. The rotating blades of a helicopter
and the compressor stages of a jet engine can also result in a modulation of the echo and a
widening of the spectrum that can degrade the performance of CW doppler radar.

If the target's relative velocity is not constant, a further widening of the received signal
spectrum can occur. If Q, is the acceleration of the target with respect to the radar, the signal
will occupy a bandwidth

(3.3 )

If, for example, Q, is twice the acceleration of gravity, the receiver bandwidth must be approxi­
mately 20 Hz when the radar's wavelength is 10 em.

When the doppler-shifted echo signal is known to lie somewhere within a relatively wide
band of frequencies, a bank of narrowband filters (Fig. 3.6) spaced throughout the frequency
range permits a measurement of frequency and improves the signal-to-noise ratio. The
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Figure 3.6 (0) Block diagram of IF doppler filter bank; (h) frequency-response characteristic of doppler 
filter bank. 

bandwidth of each individual filter is wide enough to  accept the signal energy, but 
not so wide as to introduce more noise than need be. ?'he center frequencies of the filters are 
staggered to cover the entire range of doppler frequencies. If the filters are spaced with their 
half-power points overlapped, the maximum reduction in signal-to-noise ratio of a signal 

1 lies midway between adjacent channels compared with the signal-to-noise ratio at 
and is 3 dB. The more filters used to cover the band, the less will be the maximum loss 

perienced, but the greater the probability of false alarm. 
A bank of narrowband filters may be used after the detector in the video of the simple CW 

radar of Fig. 3.2 instead of in the IF. The improvement in signal-to-noise ratio with a video 
filter bank is not as good as can be obtained with an  I F  filter bank, but the ability to  measure 
the magnitude of doppler frequency is still preserved. Because of foldover, a frequency which 
lies to  one side of the IF carrier appears, after detection, at  the same video frequency as one 
which lies an equal amount on the other side of the IF. Therefore the sign of the doppler shift is 
lost with a video filter bank, and it cannot be directly determined whether the doppler 
frequericy corresponds to an approaching or  to a receding target. (The sign of the doppler may 
he determined in the video by other means, as described later.) One advantage of the foldover 
in ttie video is that only half the number of filters are required than in the I F  filter bank. The 
equivalerit of a bank of contiguous bandpass filters may also be obtained by converting the 
atinlog IF or video signal 10 a set of sarnplcd, quantized sigrials which are processed with 
digital circuitry by means of the fast Fourier transform algorithm.16 

A hank of overlapping doppler filters, whether in the IF or  video, increases the complexity 
the receiver. When the system requirements permit a time sharing of the doppler frequency 
nge, the bank of doppler filters may be replaced by a single narrowband tunable filter which 

searches in frequency over the band of expected doppler frequencies until a signal is found. 
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Figure .1.6 (a) Alock diagram of IF doppler filter bank; (b) frequency-response characteristic of doppler
filter bank.

bandwidth of each individual filter is wide enough to accept the signal energy, but
not so wide as to introduce more noise than need be. The center frequencies of the filters are
staggered to cover the enti re range of doppler frequencies. If the filters are spaced with their
half-power points overlapped. the maximum reduction in signal-to-noise ratio of a signal
which lies midway between adjacent channels compared with the signal-to-noise ratio at

1idband is 3 dB. The more filters used to cover the band, the less will be the maximum loss
experienced. but the greater the probability of false alarm.

A bank of narrowband filters may be used after the detector in the video of the simple CW
radar of Fig. 3.2 instead of in the IF. The improvement in signal-to-noise ratio with a video
filter bank is not as good as can be obtained with an IF filter bank, but the ability to measure
the magnitude of doppler frequency is still preserved. Because of foldover, a frequency which
lies to one side of the IF carrier appears, after detection, at the same video frequency as one
which lies an equal amount on the other side of the IF. Therefore the sign of the doppler shift is
lost with a video filter bank, and it cannot be directly determined whether the doppler
frequency corresponds to an approaching or to a receding target. (The sign of the doppler may
be determined in the video by other means, as described later.) One advantage of the foldover
in the video is that only half the number of filters are required than in the IF filter bank. The
equivalent of a bank of contiguous bandpass filters may also be obtained by converting the
analog IF or video signal to a set of sampled, quantized signals which are processed with
digital circuitry by means of the fast Fourier transform algorithm. 16

A hank of overlapping doppler filters. whether in the IF or video, increases the complexity
f the receiver. When the system requirements permit a time sharing of the doppler frequency

range, the bank of doppler filters may be replaced by a single narrowband tunable filter which
searches in frequency over the band of expected doppler frequencies until a signal is found.



After detecting and recognizing the signal, the filter may be programmed to continue its search 
in frequency for additional signals. One of the techniques for accomplishing this is similar to 
the tracking speed-gate mentioned in Sec. 5.8, the phase-locked filter," or the phase-locked 
loop. 

If, in any of the above techniques, moving targets are to be distinguished from stationary 
objects, the zero-doppler-frequency component must be removed. The zero-doppler-frequzncy 
component has, in practice, a finite bandwidth due to  the finite time on target, clutter tlirctt~a- 
tions, and equipment instabilities. The clutter-rejection band of the doppler filter must be wide 
enough t o  accommodate this spread. In the multiple-filter bank, removal of those filtc~s in the 
vicinity of the RF  or  I F  carrier removes the stationary-target signals. 

Sign of the radial velocity. In some applications of CW radar i t  is of interest to know whet her 
the target is approaching o r  receding. This might be determined with separate filters located 
on either side of the intermediate frequency. If the echo-signal frequency lies below the carrier, 
the target is receding; if the echo frequency is greater than the carrier, the target is approaching 
(Fig. 3.7). 

Although the doppler-frequency spectrum "folds over" in the video because of the 
action of the detector, it is possible to  determine its sign from a technique borrowed from 
single-sideband communications. If the transmitter signal is given by 

the echo signal from a moving target will be 

E ,  = k ,  Eo cos [(too +_ (I),)( + 4) ( 3 . 5 )  

where Eo = amplitude of transmitter signal 
k ,  = a constant determined from the radar equation 
oo = angular frequency of transmitter, rad/s 
o, = dopper angular frequency shift 
#I = a constant phase shift, which depends upon range of initial detection 

The sign of the doppler frequency, and therefore the direction of target motion, may be found 
I 

by splitting the received signal into two channels as shown in Fig. 3.8. In channel .4 the signal 
is processed as in the simple CW radar of Fig. 3.2. The received signal and a portion of the 
transmitter heterodyne in the detector (mixer) to yield a difference signal 

Figure 3.7 Spectra of received signals. (a) No doppler shift, no relative target motion; (h) approaching 
target; (c) receding target. 
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After detecting and recognizing the signal, the filter may be programmed to continue its search
in frequency for additional signals. One of the techniques for accomplishing this is similar to
the tracking speed-gate mentioned in Sec. 5.8, the phase-locked filler, 1

7 or the phase-locked
loop.

If, in any of the above techniques, moving targets are to be distinguished from stationary
objects, the zero-doppler-frequency component must be removed. The zero-doppler-frequency
component has, in practice, a finite bandwidth due to the finite time on target, clutter fluctua­
tions, and equipment instabilities. The clutter-rejection band of the doppler filter must be wide
enough to accommodate this spread. In the multiple-filter bank, removal of those filters in the
vicinity of the RF or IF carrier removes the stationary-target signals.

Sign of the radial velocity. In some applications of CW radar it is of interest to know whether
the target is approaching or receding. This might be determined with separate filters located
on either side of the intermediate frequency. If the echo-signal frequency lies below the carrier,
the target is receding; if the echo frequency is greater than the carrier, the target is approaching
(Fig. 3.7).

Although the doppler-frequency spectrum "folds over" in the video because of the
action of the detector, it is possible to determine its sign from a technique borrowed from
single-sideband communications. If the transmitter signal is given by

(3.4 )

the echo signal from a moving target will be

(35)

where Eo = amplitude of transmitter signal
k l = a constant determined from the radar equation

Wo = angular frequellcy of transmitter, racl/s
Wd = dopper angular frequency shift

c/> = a constant phase shift, which depends upon range of initial detection

The sign of the doppler frequency, and therefore the direc'tion of target motion, may be fou od
by splitting the received signal into two channels as shown in Fig. 3.8. In channel A the signal
is processed as in the simple CW radar of Fig. 3.2. The received signal and a portion of the
transmitter heterodyne in the detector (mixer) to yield a difference signal
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Figure 3.7 Spectra of received signals. (a) No doppler shift, no relative target motion; (b) approaching
target; (c) receding target. .



T r ~ l n ~ r n i  t t inq 
~ r l t e n n o  

CW A N D  F R E Q U E N C Y - M O D U L A T E D  R A D A R  79 

phose 

Receivinq 
ontenna 

motor 
ind ica tor  

Figure 3.8 Measurement of doppler direction using synchronous, two-phase motor. 

The other cliannel is similar, except for a 90" phase delay introduced in the reference signal. 
7'lte ou tp t~ t  of tlte chan~lel B mixer is 

I f  the target is approaching (positive doppler). the outputs from the two channels are 

On  the other hand, if the targets are receding (negative doppler), 

Tlie sign of (I), and the direction of the target's motion may be determined according to 
whether the output of  channel B leads or  lags the output of channel A.  One method of 
determining !'he relative phase relationship between the two channels is to apply the outputs to 
a synchronous two-phase motor." The direction of motor rotation is an indication of the 
direction of the target motion. 

Electronic methods may be used instead of a synchronous motor to sense the relative 
phase of the two channels. One application of this technique has been described for a rate-of- 
climb meter for vertical take-off aircraft to determine the velocity of the aircraft with respect to 
the ground during take-off and landing.'' It has also been applied to  the detection of moving 
targets in the presence of heavy foliage," as discussed in Sec. 13.6. 

The Doppler frequency shift. The expression for the doppler frequency shift given previously 
by Eq. (3.2) is an  approximation that is valid for most radar applications. The correct expres- 
sion for the frequency/* from a target moving with a relative velocity v ,  when the frequency f 
is transmitted is2' 23-70 
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(3.Sh)

The other channel is similar, except for a 90° phase delay introduced in the reference signal.
The output of the channel B mixer is

EB= k2Ea cos ( ±Wdt + ¢ + ~) (3.7)

H the target is approaching (positive doppler), the outputs from the two channels are

E.~( +) = k 2 Eo cos (Welt + c/J) EB( +) = k2 Eo cos (Wd t + c/J +~) (3.8a)

On the other hand, if the targets are receding (negati\'e doppler),

ER( - ) = k 2 Eo cos (Wd t - ¢ - ~)

The sign of (l)d and the direction of the target's motion may be determined according to
whether the output of channel B leads or lags the output of channel A. One method of
determining the relative phase relationship between the two channels is to apply the outputs to
a synchronous two-phase motor. 18 The direction of motor rotation is an indication of the
direction of the target motion.

Electronic methods may be used instead of a synchronous motor to sense the relative
phase of the two channels. One application of this technique has been described for a rate-of­
climb meter for vertical take-off aircraft to determine the velocity of the aircraft with respect to
the ground d tiring take-off and landing. 19 It has also been applied to the detection of moving
targets in the presence of heavy foliage,20 as discussed in Sec. 13.6.

The Doppler frequency shift. The expression for the doppler frequency shift given previously
by Eq. (3.2) is an approximation that is valid for most radar applications. The correct expres­
sion for the frequency f* from a target moving with a relative velocity v, when the frequencyf
is transmitted isll 23.70

r* = r (I + (]Ie)
. . (1 - pic) (3.9)
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where c is the velocity of propagation. When, as is ~rs~ially the case, 1 )  6 r . ,  Eq. (3.9) rtd~rccs to 
the classical form of the doppler frequency shift. The phase shift associated with the return 
signal is (4TCfRo/c)/(l - v/c), where R,  is the range at time r = 0. 

Applications of CW radar.24s25 The chief use of the simple, unmodulated CW radar is for the 
measurement of the relative velocity of a moving target, as in the police speed monitor or in 
the previously mentioned rate-of-climb meter for vertical-take-off aircraft. In support of auto- 
mobile traffic, CW radar has been suggested for the control of traffic lights, regulation of toll 
booths, vehicle counting, as a replacement for the " fifth-wheel" speedometer in vehicle testlng, 
as a sensor in antilock braking systems, and for collision avoidance. For railways, C W  radar 
can be used as a speedometer to replace the conventional axle-driven tachometer. In such an 
application it would be unaffected by errors caused by wheelslip on accelerating or  wheelslide 
when braking. It has been used for the measurement of railroad-freight-car'velocity during 
humping operations in marshalling yards, and as a detection device to  give track maintenance 
personnel advance warning of approaching trains. CW radar is also employed for monitorln 
the docking speed of large ships. It nas also seen application for intruder alarms and for th 
measurement of the velocity of missiles, ammunition, and baseballs. 

The principal advantage of a CW doppler radar over other (nonradar) methods of meas- 
uring speed is that there need not be any physical contact with the object whose speed is be~ng  
measured. In industry this has been applied to the measurement of turbine-blade vibration, the 
peripheral speed of  grinding wheels, and the monitoring of vibrations in the cables of suspen- 
sion bridges. 

~ o s t  of the above applications can be satisfied with a simple, solid-state CW source with 
powers in the tens of milliwatts. High-power CW radars for the detection of aircraft and other 
targets have been developed and have been used in such systems as the Hawk missile systems 
(Fig. 3.3). However, the difficulty of eliminating the leakage of the transmitter signal into the 
receiver has limited the utility of unmodulated CW radar for many long-range applications A 
notable exception is the Space Surveillance System (Spasur) for the detection of satellites 26.27 
The CW transmitter of Spasur at 216 MHz radiates a power of up to one megawatt from an 
antenna almost two miles long to  produce a narrow, vertically looking fan beam. The receiver 
is separated from the transmitter by a distance of several hundred miles. Each receiver site 
consists of an interferometer antenna to obtain an angle measurement in the plane of the fan 
beam. There are three sets of transmitter-receiver stations to provide fence coverage of the 
southern United States. 

The CW radar, when used for short or moderate ranges, is characterized by simpler 
equipment than a pulse radar. The amount of power that .can be used with a C W  radar is 
dependent on the isolation that can be achieved between the transmitter and receiver since the 
transmitter noise that finds its way into the receiver limits the receiver sensitivity. (The pulse 
radar has no similar limitation to its maximum range because the transmitter is not operative 
when the receiver is turned on.) 

Perhaps one of  the greatest shortcomings of the simple CW radar is its inability to obtain 
a measurement of range. This limitation can be overcome by modulating the CW carrier, as in 
the frequency-modulated radar described in the next section. 

Some anti-air-warfare guided missile systems employ semiactive homing guidance in 
which a receiver in the missile receives energy from the target, the energy having been trans- 
mitted from an " illuminator" external to  the missile. The illuminator, for example, might be at 
the launch platform. CW illumination has been used in many successful systems. An example 
is the Hawk tracking illuminator shown in Fig. 3.3. It is a tracking radar as well as an 
illuminator since it must be able to follow the target as i t  travels through space. The doppler 
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where c is the velocity of propagation. When, as is usually the case, l' ~ c, Eq. (3.9) reduces [0

the classical form of the doppler frequency shift. The phase shift associated with the return
signal is (4~tRolc)/(1 - vIc), where Ro is the range at time ( = o.

Applications of CW radar. 24
•
25 The chief use of the simple, unmodulated CW radar is for the

measurement of the relative velocity of a moving target, as in the police speed monitor or in
the previously mentioned rate-of-climb meter for vertical~take-off aircraft. In support of auto­
mobile traffic, CW radar has been suggested for the control of traffic lights, regulation of toll
booths, vehicle counting, as a replacement for the" fifth-wheel" speedometer in vehicle testing,
as a sensor in antilock braking systems, and for collision avoidance. For railways, CW radar
can be used as a speedometer to replace the conventional axle-driven tachometer. In such an
application it would be unaffected by errors caused by wheelslip on accelerating or wheelslide
when braking. It has been used for the measurement of railroad-freight-car'velocity during
humping operations in marshalling yards, and as a detection device to give track maintenance
personnel advance warning of approaching trains, CW radar is also employed for monitorinf
the docking speed of large ships. It has also seen application for intruder alarms and for the
measurement of the velocity of missiles, ammunition, and baseballs.

The principal advantage of a CW doppler radar over other (nonradar) methods of meas­
uring speed is that there need not be any physical contact with the object whose speed is being
measured. In industry this has been applied to the measurement of turbine-blade vibration, the
peripheral speed of grinding wheels, and the monitoring of vibrations in the cables of suspen­
sion bridges. -

Most of the above applications can be satisfied with a simple, solid-state CW source with
powers in the tens of milliwatts. High-power CW radars for the detection of aircraft and other
targets have been developed and have been used in such systems as the Hawk missile systems
(Fig. 3.3). However, the difficulty of eliminating the leakage of the transmitter signal into the
receiver has limited the utility of unmodulated CW radar for many long-range applications. A
notable exception is the Space Surveillance System (Spasur) for the detection of satellites. 2 6. 2 7

The CW transmitter of Spasur at 216 MHz radiates a power of up to one megawatt from an
antenna almost two miles long to produce a narrow, vertically looking fan beam. The receiver
is separated from the transmitter by a distance of several hundred miles. Each receiver site
consists of an interferometer antenna to obtain an angle measurement in the plane of the fan
beam. There are three sets of transmitter-receiver stations to provide fence coverage of the
southern United States.

The CW radar, when used for short or moderate ranges, is characterized by simpler
equipment than a pulse radar. The amount of power that 'can be used with a CW radar is
dependent on the isolation that can be achieved between the transmitter and receiver since the
transmitter noise that finds its way into the receiver limits the receiver sensitivity. (The pulse
radar has no similar limitation to its maximum range because the transmitter is not operative
when the receiver is turned on.)

Perhaps one of the greatest shortcomings of the simple CW radar is its inability to obtain
a measurement of range. This limitation can be overcome by modulating the CW carrier, as in
the frequency-modulated radar described in the next section.

Some anti-air-warfare guided missile systems employ semiactive homing guidance in
which a receiver in the missile receives energy from the target, the energy having been trans­
mitted from an" illuminator" external to the missile. The illuminator, for example, might be at
the launch platform. CW illumination has been used in many successful systems. An example
is the Hawk tracking illuminator shown in Fig. 3.3. It is a tracking radar as welt as an
illuminator since it must be able to follow the target as it travels through space. The doppler
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Figure 3.9 Block diagram of a C W  tracking-ill~rninator.~~ (Corlrtesy I E E E . )  

discrimination of a C W  radar allows operation in the presence of clutter and.has been well 
suited for low altitude niissile defense systems. A block diagram of a CW tracking illuminator 
is shown in Fig. 3.9.)' Note that following the wide-band doppler amplifier is a speed gate, 
wl~icli is a narrow-band tracking filter that acquires the target's doppler and tracks its chang 
ing doppler f req~~ency shift. 

3.3 FREQUENCY-hlOL)ULAI1ED CW RADAR 

The inability of  the simple CW radar to measure range is related to the relatively narrow 
spectrum (bandwidth) of its transmitted waveform. Some sort of timing mark must be applied 
to  a CW carrier if range is to be measured. The timing mark permits the time of transmission 
and the time of return to be recognized. The sharper or more distinct the mark, the more 
accurate the measurement of the transit time. But the more distinct the timing mark, the 
broader will be the transmitted spectrum. This follows from the properties of the Fourier 
transform. Therefore a finite spectrum must of necessity be transmitted if transit time or range 
is to be measured. 

The spectrum of a CW transmissiorl can be broadened by the application ofmodulation, 
either amplitude. frequency, or phase. A n  example of an amplitude modulation is the pulse 
radar. The narrower the pulse, the more accurate the measurement of range and the broader 
the transmitted spectrum. A widely used technique to broaden the spectrum of CW radar is to 
frequency-modulate the carrier. The timing mark is the changing frequency. The transit time is 
proportiorial to  the difference in freqileticy between the echo signal and the transmitter signal. 
The greater the transmitter frequency deviation in a given time interval, the more accurate the 
measurement of the transit time and the greater will be the transmitted spectrum. 

CW AND FRE<)lJENCY-MODlJI.ATED RADAR HI

Scan
reference SCR /584

servo system

1kHz 30kHz
M

Doppler
amplifier

e--_K_1Y-,sl_ro_n--,1 AFC

Signal IF

Reference
IF

X+D

--X

Pedestal control

Figure 3.9 Block diagram or a CW tracking-illuminator. 31 (Courtesy IEEE.)

discrimination of a CW radar allows operation in the presence of clutter and ·has been well
suited for low altitude missile defense systems. A block diagram of a CW tracking illuminator
is shown in Fig. 3.9. 31 Note that following the wide-band doppler amplifier is a speed gate.
which is a narrow-band tracking filter that acquires the target's doppler and tracks its chang
ing doppler frequency shift.

3.3 FREQUENCY-!\,10DULATED CW RADAR

The inability of the simple CW radar to measure range is related to the relatively narrow
spectrum (bandwidth) of its transmitted waveform. Some sort of timing mark must be applied
to a CW carrier if range is to be measured. The timing mark permits the time of transmission
and the time of return to be recognized. The sharper or more distinct the mark. the more
accurate the measurement of the transit time. But the more distinct the timing mark. the
broader will be the transmitted spectrum. This follows from the properties of the Fourier
transform. Therefore a finite spectrum must of necessity be transmitted if transit time or range
is to be measured.

The spectrum of a CW transmission can be broadened by the application of modulation,
either amplitude. frequency, or phase. An example of an amplitude modulation is the pulse
radar. The narrower the pulse. the more accurate the measurement of range and the broader
the transmitted spectrum. A widely used technique to broaden the spectrum of CW radar is to
frequency-modulate the carrier. The timing mark is the changing frequency. The transit time is
proportional to the difference in frequency between the echo signal and the transmitter signal.
The greater the transmitter frequency deviation in a given time interval. the more accurate the
measurement of the transit time and the greater will be the transmitted spectrum.
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Range and doppler measurement. In the frequency-modulated C W  radar (abbreviated 
FM-CW), the transmitter frequency is changed as a function of time in a known manner. 
Assume that the transmitter frequency increases linearly with time, as shown by the solid line 
in Fig. 3.10~. If there is a reflecting object at a distance R, an echo signal will return after a time 
T = 2Rlc. The dashed line in the figure represents the echo signal. If the echo signal is 
heterodyned with a portion of the transmitter signal in a nonlinear element such as a diode, a 
beat note fb will be produced. If there is no  doppler frequency shift, the beat note (difference 
frequency) is a measure of the target's range and fb = f,, wheref, is the beat frequency due only 
to the target's range. If the rate of change of the carrier frequency isj , ,  the beat frequency is 

In any practical CW radar, the frequency cannot be continually changed in one direction 
only. Periodicity in the modulation is necessary, as in the triangular frequency-modi~lation 
waveform sllown in Fig. 3.10b. The modulation need not necessarily be triangular; it can be 
sawtooth, sinusoidal, or  some other shape. The resulting beat frequency as a function of tinle is "" 

shown in Fig. 3.10~ for triangular modulation. The beat note is of constant frequency except at 
the turn-around region. If the frequency is modulated at a rate fm over a range AL the beat 
frequency is 

Thus the measurement of the beat frequency determines the range R.  
A block diagram illustrating the principle of the FM-CW radar is shown in Fig. 3.1 1. A 

portion of the transmitter signal acts as the reference signal required to produce the beat 
frequency. It is introduced directly into the receiver via a cable or  other direct connection. 
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Range and doppler measurement. In the frequency-modulated CW radar (abbreviated
FM-CW), the transmitter frequency is changed as a function of time in a known manner.
Assume that the transmitter frequency increases linearly with time, as shown by the solid line
in Fig. 3.lOa. If there is a reflecting object at a distance R, an echo signal will return after a time
T = 2R/c. The dashed line in the figure represents the echo signal. If the echo signal is
heterodyned with a portion of the transmitter signal in a nonlinear element such as a diode, a
beat note fb will be produced. If there is no doppler frequency shift, the beat note (difference
frequency) is a measure of the target's range andfb = j,., wheref,. is the beat frequency due only
to the target's range. If the rate of change of the carrier frequency is Jo, the beat frequency is

. 2R .
j,. = fo T = - fo

c
(3.10)

In any practical CW radar, the frequency cannot be continually changed in one direction
only. Periodicity in the modulation is necessary, as in the triangular frequency-modulation
waveform shown in Fig. 3.10b. The modulation need not necessarily be triangular; it can be
sawtooth, sinusoidal', or some other shape. The resulting beat frequency as a function of time is
shown in Fig. 3.10c for triangular modulation. The beat note is of constant frequency except at
the turn-around region. If the frequency is modulated at a rate fm over a range i1f, the beat
frequency is

i1f= 4Rfm ~f
c

(3.11)

Thus the measurement of the beat frequency determines the range R.
A block diagram illustrating the principle of the FM-CW radar is shown in Fig. 3.11. A

portion of the transmitter signal acts as the reference signal required to produce the beat
frequency. It is introduced directly into the receiver via a cable or other direct connection.
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Figure 3.1 1 Block diagram of FM-CW radar. 
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Ideally. tile isolation between transmitting and receiving antennas is made sufficiently large so 
as to reduce to a negligible level the transmitter leakage signal which arrives at  the receiver via 
+he coupling between antennas. The beat frequency is amplified and limited to remove any 
amplitude fluctuations. The frequency of the amplitude-limited beat note is measured with a 
cycle-counting frequency meter calibrated it1 distance. 

111 the above, the target was assumed to  be stationary. If this assumptiotl is not applicable, 
a doppler frequency shift will be superimposed on the FM range beat note and an erroneous 
range measuretnent results. The doppler frequency shift causes the frequency-time plot of the 
echo signal to be shifted up o r  down (Fig. 3.12a). O n  one portion of the frequency-modulation 
cycle. tlie beat frequerlcy (Fig. 3.12b) is increased by the doppler shift, while on the other 
portion, i t  is decreased. If. for example, the target is approaching the radar, the beat frequency 
f,(up) produced during the increasing, or up, portion of the F M  cycle will be the differer~ce 
between the beat frequency due to the rangef, and the doppler frequency shift fd [Eq. (3.12a)l. 
Similarly, on the decreasing portion, the beat frequency &(down) is the sum of the two 
[Eq. (3.12b)l. 

The range frequency fr may be extracted by measuring the average beat frequency; that is, 
, f [h (up )  + fb(down)] = f,. If fb(up) and fb(down) are measured separately, for example, by 

switching a frequency counter every half modulation cycle, one-half the difference between the 
frequencies will yield the doppler frequency. This assumes.fr > fd . If, on the other hand,fr < fd, 
silcti as might occur with a high-speed target at short range, the roles of the averaging and the 
difference-frequency measurements are reversed; the averaging meter will measure doppler 
velocity, and the difference meter, range. If it is not known that the roles of the meters are 
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Figure 3.11 Block diagram of FM-CW radar.

Ideally. the isolation between transmitting and receiving antennas is made sufficiently large so
as to reduce to a negligible level the transmitter leakage signal which arrives at the receiver via
the coupling between antennas. The beat frequency is amplified and limited to remove any
amplitude fluctuations. The frequency of the amplitude-limited beat note is measured with a
cycle-counting frequency meter calibrated in distance.

In the above, the target was assumed to be stationary. If this assumption is not applicable,
a doppler frequency shift will be' superimposed on the FM range beat note and an erroneous
range measurement results. The doppler frequency shift causes the frequency-time plot of the
echo signal to be shifted up or down (Fig. 3.12a). On one portion of the frequency-modulation
cycle. the heat frequency (Fig, 3.12b) is increased by the doppler shift, while on the other
portion. it is decreased. If. for example, the target is approaching the radar, the beat frequency
fb(UP) produced during the increasing, or up, portion of the FM cycle will be the difference
between the beat frequency due to the range f, and the doppler frequency shiftfd [Eq. (3.l2a)].
Similarly, on the decreasing portion, the beat frequency Ji,{down) is the sum of the two
[Eq. (3.12b)]'

fb(UP) = f, - fd

fb(down) = f, + fd

(3.12a)

(3.12b)

The range frequency f, may be extracted by measuring the average beat frequency; that is,
![fb(UP) + fb(down)] = fr. Iffb(up) andfb(down) are measured separately, for example, by
switching a frequency counter every half modulation cycle, one-half the difference between the
frequencies will yield the doppler frequency. This assumesf, > fd' If, on the other hand,f, < fd'
such as might occur with a high-speed target at short range, the roles of the averaging and the
difference-frequency measurements are reversed; the averaging meter will measure doppler
velocity, and the difference meter, range. If it is not known that the roles of the meters are

...---.-' Tronsmtlted s/qno/

/

/ -- Rece/ved s:.znol

~ "'- ........

>­
u
C
QJ
::J
o
~ lo~-----"-.::--''''''r----'".p:c---~~---~",=-­

LL

(a)

>-

t'~1 Ir -Id j
Ir + fd

\ /m

( b)

\
Time

Figure 3.12 Frequency-time relation­
ships in FM-CW radar when the
received signal is shifted in frequency
by the doppler effect (a) Transmitted
(solid curve) and echo (dashed curve)
frequencies; (b) beat frequency.



reversed because of a change in the ineqiiality sign \~ctwccn 1, and /,, arl lrlcorrect Interprcta- 
tlon of the measurements may result. 

When more than one target is present within the view of the radar, the mixer oiitpilt w~l l  
contain more than one difference frequency. I f  the system is linear, there will be a frequency 
component corresponding to  each target. In principle, the range to  each target may be 
determined by measuring the individual frequency components and applying Eq. (3.11) to 
each. T o  measure the individual frequencies, they must be separated from one another. This 
might he accomplished with a bank of narrowband filters, or alternatively, a single frcqucncy 
corresponding to  a single target may be singled out and continuously observed with a narrow- 
banci tiinable filter. Hi i t  i f  the motion of the targets were to procJ11cc ii doppler frccl~lency sl~ilt, 
or if  the frequency-modulation waveform were nonlinear, or if  the mixer were not operated In 
its linear region, the problem of resolving targets and measi~ring the range of each becomes 
more complicated. 

If the FM-CW radar is used for single targets only, such as in the radio altimeter, i t  is not 
necessary to employ a linear modulation waveform. This is certainly advantageous since a 
siniisoidal or  almost sinusoidal frequency modulation is easier to obtain with practical equip- ,: 
ments than are linear modulations. The beat frequency obtained with sinusoidal modulation 1s 
not constant over the modulation cycle as it is with linear modulation. However, i t  may be 
shown that the average beat frequency measured over a modulation cycle, when substituted 
into Eq. (3.1 1)  yields the correct value of target range. Any reasonable-shape modulation 
waveform can be used tb measure the range, provided the average beat frequency is 
m e a s ~ r e d . ~ ' . ~ ~  If  he target is in motion and the beat signal contains a component due to the - 

doppler frequency shift, the range frequency can be extracted, as before, i f  the average 
frequency is measured. T o  extract the doppler frequency, the modulation waveform must have 
equal upsweep and downsweep time intervals. 

The FM-CW radar principle was known and used at about the same time as pulse radar, 
althoilgh the early development of these two radar techniques seemed to be relatively incicpt'rl- 
dent of each other. FM-CW was applied to the measurement of the height of the ionosphc~.e in 
the 1 9 2 0 s ~ ~  and as an aircraft altimeter in the 1 9 3 0 ~ . ~ ~  

FM-CW altimeter. The FM-CW radar principle is used in the aircraft radio altimeter to 
measure height above the surface of the earth. The large backscatter cross section and the 
relatively short ranges required of altimeters permit low transmitter power and low antenna 
gain. Since the relative motion between the aircraft and ground is small, the effect of the 
doppler frequency shift may usually be neglected. 

The band from 4.2 to 4.4 GHz is reserved for radio altimeters, altlloligh they have in the 
past operated at UHF. The transmitter power is relatively low and can be obtained from a C W  
magnetron, a backward-wave oscillator, or a reflex klystron, but these have been replaced by 
the solid state transmitter. 

The altimeter can employ a simple homodyne7' receiver, but for better sensitivity and 
stability the superheterodyne is to be prefered whenever its more complex construction can 
be tolerated. A block diagram of the FM-CW radar with a sideband superheterodyne receiver 
is shown in Fig. 3.13. A portion of the frequ~ncy-modulated transmitted signal is applied to a 
mlxer along with the oscillator signal. The selection of the local-oscillator frequency is a bit 
different from that in the usual superheterodyne receiver. The local-oscillator frequency .f;F 

should be the same as the intermediate frequency used in the receiver, whereas in the conven- 
tional superheterodyne the LO frequency is of the same order of magnitude as the RF signal. 
The output of the mixer consists of the varying transmitter frequency fo(t) plus two sideband 
frequencies, one on either side offo(t) and separated from/b(t) by the local-oscillator frequency 
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reversed because of a change in the inequality sign hdwl:l:nf~ andfJ' an incorrl:ct interpreta­
tion of the measurements may result.

When more than one target is present within the view of the radar, the mixer output will
contain more than one difference frequency. If the system is linear, there will be a frequency
component corresponding t9 each target. In principle, the range to each target may be
determined by measuring the individual frequency components and applying Eq. (3.11) to
each. To measure the individual frequencies, they must be separated from one another. This
might be accomplished with a bank of narrowband filters, or alternatively, a single frequency
corresponding to a single target may be singled out and continuously observed with a narrow­
band tUllable filter. But if the motion of the targets wcre to produce a doppler frequcncy shift,
or if the frequency-modulation waveform were nonlinear, or if the mixer were not operated in
its linear region, the problem of resolving targets and measuring the range of each becomes
more complicated.

If the FM-CW radar is used for single targets only, such as in the radio altimeter, it is not
necessary to employ a linear modulation waveform. This is certainly advantageous since a
sinusoidal or almost sinusoidal frequency modulation is easier to obtain with practical equip­
ments than are linear modulations. The beat frequency obtained with sinusoidal modulation is
not constant over the modulation cycle as it is with linear modulation. However, it may he
shown that the average beat frequency measured over a modulation cycle, when substituted
into Eq. (3.11) yields the correct value of target range. Any reasonable-shape modulation
waveform can be used to measure the range, provided the average beat frequency is
measured. 28

,29 Iflhe target is in motion and the beat signal contains a component due to the
doppler frequency shift, the range frequency can be extracted, as before, if the average
frequency is measured. To extract the doppler frequency, the modulation waveform must have
equal upsweep and downsweep time intervals.

The FM-CW radar principle was known and used at about the same time as pulse radar,
although the early development of these two radar techniques seemed to be relatively indepcn­
dent of each other. FM-CW was applied to the measurement of the height of the ionosphcre in
the 1920S32 and as an aircraft altimeter in the 1930s. 33

FM-CW altimeter. The FM-CW radar principle is used in the aircraft radio altimeter to
measure height above the surface of the earth. The large backscatter cross section and the
relatively short ranges required of altimeters permit low transmitter power and low antenna
gain. Since the relative motion between the aircraft and ground is small, the effect of the
doppler frequency shift may usually be neglected.

The band from 4.2 to 4.4 G Hz is reserved for radio altimeters, allhough they have in the
past operated at UHF. The transmitter power is relatively low and can be obtained from a CW
magnetron, a backward-wave oscillator, or a reflex klystron, but these have been replaced by
the solid state transmitter.

The altimeter can employ a simple homodyne71 receiver, but for better sensitivity and
stability the superheterodyne is to be prefered whenever its more complex construction can
be tolerated. A block diagram of the FM-CW radar with a sideband superheterodyne receiver
is shown in Fig. 3.13. A portion of the frequency-modulated transmitted signal is applied to a
mixer along with the oscillator signal. The selection of the local-oscillator freq uency is a bit
different from that in the usual superheterodyne receiver. The local-oscillator frequency.!iF
should be the same as the intermediate frequency used in the receiver, whereas in the conven­
tional superheterodyne the LO frequency is of the same order of magnitude as the RF signal.
The output of the mixer consists of the varying transmitter frequency lo{t) plus two sideband
frequencies, one on either side of/o(t) and separated from/o{t) by the local-oscillator frequency
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Figure 3.13 Block diagram of FM-CW radar using sideband superheterodyne receiver. 

,/if:. l'lle filter selects tlie lower sideband , f " ( t )  -jiF and rejects the carrier and tlie upper 
sidebarid. l 'he sideharid that is passed by the filter is modulated in the same fashion as the 
transmitted signal. The sideband filter must have sufficient bandwidth to pass tlie tnodulation, 
but riot the carrier or other sideband. The filtered sideband serves the function of the local 
oscillator. 

When an echo sigrial is present, the output of the receiver mixer is an I F  signal of 
frequency ./IF + . f b ,  where .fb is composed of the range frequency S, and the doppler velocity 
frequency ,/b. The I F  signal is amplified and applied to the balanced detector along with the 
local-oscillator sigtial . f i F .  Tlie output of t11e detector contains the beat frequency (range 
frequency and the doppler velocity frequency), which is amplified to a level where it can 
actuate the frequency-measuring circuits. 

In Fig. 3.13, the output of the low-frequency amplifier is divided into two channels: one 
feeds an average-frequency counter to determine range, the other feeds a switched frequency 
counter to determine the doppler velocity (assuming f, > fd). Only the averaging frequency 
counter need be used in an altimeter application, since the rate of change of altitude is usually 
small. 

A target at short range will generally result in a strong signal at  low frequency, while one 
at long range will result in a weak signal at high frequency. Therefore the frequency character- 
istic of tlie low-frequency amplifier in the FM-CW radar may be shaped to  provide attenua- 
tion at the low frequencies corresponding to short ranges and large echo signals. Less 
attcntuation is applied to tile higher frequencies, where the echo signals are weaker. 

The echo signal from an isolated target varies inversely as the fourth power of the range, 
A S  is well known from the radar equation. With this as a criterion, the gain of the low- 
frcqueticy amplifier sliould be made to increase at the rate of 12 dB/octave. The output of the 
amplifier would then be independent of the range, for constant target cross section. Amplifier 
response shaping is similar in function to sensitivity time control (STC) employed in conven- 
tional pulse radar. However, in the altimeter, the echo signal from an extended target such as 
the ground varies inversely as the square (rather than the fourth power) of the range, since the 
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.til" The filter selects the lower sideband fo(t) - fiF and rejects the carrier and the upper
sidehand. The sidehand that is passed by the filter is modulated in the same fashion as the
transmitted signal. The sideband filter must have sufficient bandwidth to pass the modulation,
but not the carrier or other sideband. The filtered sideband serves the function of the local
oscillator.

When an echo signal is present, the output of the receiver mixer is an IF signal of
frequency .r.F + Ib' where II> is composed of the range frequencY!r and the doppler velocity
frequency Jd' The IF signal is amplified and applied to the balanced detector along with the
local-oscillator signal .IiI" The output of the detector contains the beat frequency (range
frequency and the doppler velocity frequency), which is amplified to a level where it can
actuate the frequency-measuring circuits.

In Fig. 3.13, the output of the low-frequency amplifier is divided into two channels: one
feeds an average-frequency counter to determine range, the other feeds a switched frequency
counter t6 determine the doppler velocity (assuming fr > fd)' Only the averaging frequency
counter need be used in an altimeter application, since the rate of change of altitude is usually
small.

A target at short range will generally result in a strong signal at low frequency, while one
at long range will result in a weak signal at high frequency. Therefore the frequency character­
istic of the low-frequency amplifier in the FM-CW radar may be shaped to provide attenua­
tion at the low frequencies corresponding to short ranges and large echo signals. Less
attcntuation is applicd to the higher frequencies, where the echo signals are weaker.

The echo signal from an isolated target varies inversely as the fourth power of the range,
as is well known from the radar equation. With this as a criterion, the gain of the low­
frequency amplifier should be made to increase at the rate of 12 dB/octave. The output of the
amplifier would then be independent of the range, for constant target cross section. Amplifier
response shaping is similar in function to sensitivity time control (STC) employed in conven­
tional pulse radar. However, in the altimeter, the echo signal from an extended target such as
the ground varies inversely as the square (rather than the fourth power) of the range, since the
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greater the range, the greater the echo area i l l~~minated by the beam For extended targets, 
therefore, the low-frequency amplifier gain should increase 6 dB/oc~ave. A compronlisz 
between the isolated (12-dB slope) and extended (6-dB slope) target echoes might be a 
characteristic with a slope of 9dBloctave. The constant output produced by shaping the 
doppler-amplifier frequency-response characteristic is not only helpful in lowering the dy- 
namlc range requirements of the frequency-measuring device, but the attenuation of the low 
frequencies effects a reduction of low-frequency interfering noise. Lowered gain at low alti- 
tudes also helps to reduce interference from unwanted retlections. The response at the upper 
end o f  the frequency characteristic is rapidly reduced for frequencies beyond that correspond- 
ing to maximum range. If there is a minimum target range, the response is also cut off at the 
low-frequency end, t o  further reduce the extraneous noise entering the receiver. 

Another method of processing the range or  height information from an altimeter so as to 
reduce the noise output from the receiver and improve the sensitivity uses a narrow-bandwidth 
low-frequency amplifier with a feedback loop to maintain the beat frequency c ~ n s t a n t . ~ ' . ' ~  
When a fixed-frequency excursion (or deviation) is used, as in the usual altimeter, the beat 
frequency can vary over a considerable range of values. The low-frequency-amplifier band- 1 
width must be sufficiently wide to encompass the expected range of beat frequencies. Since tlie 
bandwidth is broader than need be to pass the signal energy, the signal-to-noise ratio 1s 
reduced and the receiver sensitivity degraded. Instead of maintaining the frequency excursion 
Af constant and obtaining a varying beat frequency, Af can be varied to maintain the beat 
frequency constant. The beat-frequency amplifier need only be wide enough to pass the 
received signal energy, thus reducirig the amount of  noise with which the signal must compete. 
The frequency excursion is maintained by a servomechanism to that value which permits the 
beat frequency to fall within the passband of the narrow filter. The value of the frequency 
excursion is then a measure of the altitude and may be substituted into Eq. (3.1 1). 

When used in the FM altimeter, the technique of servo-controlling the frequency excirr- 
sion is usually applied at all altitudes above a predetermined minimum. Since the frequency 
excursion Af is inversely proportional to range, the radar is better operated at very low 
altitudes in the more normal manner with a fixed AJ and hence a varying beat frequency. 

Measurement errors. The absolute accuracy of radar altimeters is usually of more importance 
at low altitudes than at high altitudes. Errors of a few meters might not be of significance when 3 
cruising at altitudes of 10 km, but are important if the altimeter is part of a blind landing 
system. 

The theoretical accuracy with which distance can be measured depends upon the band- 
width of the transmitted signal and the ratio of signal energy to noise energy. In addition, 
measurement accuracy might be limited by such practical restrictions as the accuracy of thc 
frequency-measuring device, the residual path-length error caused by the circuits and trans- 
mission lines, errors caused by multiple reflections and transmitter leakage, and the frequency 
error due to  the turn-around of the frequency modulation. 

A common form of frequency-measuring device is the cycle counter, which mcasurcs thc 
number of  cycles or  half cycles of the beat during the modulation period. Thc total cycle count 
is a discrete number since the, counter is unable to measure fractions of a cycle. The 
discreteness o f  the frequency measurement gives rise to an error called thefiurd error, or  st^'^) 

error. It has also been called the quantization error, a more descriptive name. The average 
number of cycles N of the beat frequency& in one period of the modulation cyclc 1, is rb / f m ,  
where the bar o v e r 6  denotes time average. Equation (3.1 1)  may be written as 
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greater the range, the greater the echo area illuminated hy the heam. For extended targets,
therefore, the low-frequency amplifier gain should increase 6 dB/octave. A compromise
between the isolated (l2-dB slope) and extended (6-dB slope) target echoes might be a
characteristic with a slope of 9 dB/octave. The constant output produced by shaping the
doppler-amplifier frequency-response characteristic is not only helpful in lowering the dy­
namic range requirements of the frequency-measuring device, but the attenuation of the low
frequencies efTects a reduction of low-frequency interfering noise. Lowered gain at low alti­
tudes also helps to reduce interference from unwanted rellections. The response at the upper
end of the frequency characteristic is rapidly reduced for frequencies beyond that correspond­
ing to maximum range. If there is a minimum target range, the response is also cut ofT at the
low-frequency end, to further reduce the extraneous noise entering the receiver.

Another method of processing the range or height information from an altimeter so as to
reduce the noise output from the receiver and improve the sensitivity uses a narrow-bandwidth
low-frequency amplifier with a feedback loop to maintain the beat frequency constant. 30.34

When a fixed-frequency excursion (or deviation) is used, as in the usual altimeter, the heat
frequency can vary over a considerable range of values. The low-frequcncy-amplifier hand­
width must be sufficiently wide to encompass the expected range of beat frequencies. Since the
bandwidth is broader than need be to pass the signal energy, the signal-to-noise ratio is
reduced and the receiver sensitivity degraded. Instead of maintaining the frequency excursion
4f constant and obtaining a varying beat frequency, 4f can be varied to maintain the heat
frequency constant. The beat-frequency amplifier need only be wide cnough to pass the
received signal energy, thus reducing the amount of noise with which the signal must com pdC.

The frequency excursion is maintained by a servomechanism to that value which permits the
beat frequency to fall within the passband of the narrow filter. The value of the frequency
excursion is then a measure of the altitude and may be substituted into Eq. (3.11).

When used in the FM aitimeter, the technique of servo-controlling the frequency excur­
sion is usually applied at all altitudes above a predetermined minimum. Since the frequency
excursion t1f is inversely proportional to range, the radar is better operated at very low
altitudes in the more normal manner with a fixed 4f, and hence a varying beat frequency.

Measurement errors. The absolute accuracy of radar altimeters is usually of more importance
at low altitudes than at high altitudes. Errors of a few meters might not be of significance when
cruising at altitudes of 10 km, but are important if the altimeter is part of a hlind landing
system.

The theoretical accuracy with which distance can be measured depends upon the band­
width of the transmitted signal and the ratio of signal energy to noise energy. In addition,
measurement accuracy might be limited by such practical restrictions as the accuracy of the
frequency-measuring device, the residual path-length error caused by the circuits and trans­
mission lines, errors caused by multiple reflections and transmitter leakage, and the frequency
error due to the turn-around of the frequency modulation.

A common form of frequency-measuring device is the cycle counter, which measures the
number of cycles or half cycles of the beat during the modulation period. The total cycle count
is a discrete- number since the. counter is unable to measure fractions of a cycle. The
discreteness of the frequency measurement gives rise to an error called thejixed error, or !;[t/p

error. It has also been called the quantization error, a more descriptive name. The average
number of cycles N of the beat frequen<;y fb in one period of the modulation cycleJ~ islblfm,

\

where the bar over fi, denotes time average. Equation (3.11) may be written as

...... eN
. ,. ,. R = 4 t1f (3.13)
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c = velocity of propagatiori, rn/s 
A / ' =  frequeticy cxctlrsiori. t1z 

Since the output of tlic freqitet~cy counter N is an integer, ttie rarige will be an integral multiple 
of ci(4 A/ ) atid \ \ f i l l  givc rise to a qitantizatiorl error equal to 

I J  

6 R (rn ) = 
41' ( M H z )  

Note tllat tile fixed error is iridepcndent of the range arid carrier frequency and is a fulictiotl of 
tlie frequericy exct~rsiori only. Large frequency excursions are necessary if the fixed error is to 
he sr11aIl. 

Sirice the fixed error is due to the discrete nature of the frequency counter, its effects can 
he reduced by wobbling tlie modulation frequency or the phase of the transmitter output. 
Wobblirlg the transmitter phase results in a wobbling of the phase of the beat signal so that an 
average reading of the cycle coutiter somewhere between N and N + 1 will be obtained on a 
riormal meter rhovement. In one altimeter,jO the modulation frequency was varied at a 10-Hz 
rate. causi~ig the phase shift of the beat signal to vary cyclically with time. The indicating 
system was designed so that i t  did not respond to the 10-Hz modulation directly, but it caused 
the fixed error to be averaged. Normal fluctuations in aircraft altitude due to uneven terrain, 
waves on the water, or turbulent air can also average out the fixed error provided the time 
coristant of the indicating device is large compared with the time between fluctuations. Over 
smooth terrain, such as an airport runway, the fixed error might not be averaged out. Note that 
cveri i f  thc fixed error werc not present, the accuracy with which the height can be measured 
will deperid on the signal-to-noise ratio, as discussed in Sec. 11.3, and can be comparable to 
tlie fixed error as given by Eq.(3.14). 

Other errors might be introduced in the CW radar if there are uncontrolled variations in 
the transmitter frequency, modulation frequency, or  frequency excursion. Target motion can 
cause an error in range equal to v ,  To, where v ,  is the relative velocity and To is the observation 
time. A,t short ranges the residual path error can also result in a significant error unless 
compensated for. The residual path error is the error caused by delays in the circuitry and 
transmission lines. Multipath signals also produce error. Figure 3.14 shows some of the 
utiwanted signals that might occur in the FM altimeter.36.37 The wanted signal is shown by 
the solid line. while the unwanted signals are shown by the broken arrows. The unwanted 
signals ir~clude: 

I .  The reflection of tlie transmitted signals at the antenna caused by impedance mismatch. 
2. The standing-wave pattern on the cable feeding the reference signal to the receiver, due to 

poor mixer match. 
3. The leakage signal entering the receiver via coupling between transmitter and receiver 

antennas. This can limit the ultimate receiver sensitivity, especially at high altitudes. 
4. The interference due to power being reflected back to the transmitter, causing a change in 

tile impedance seen by the transmitter. This is usually important only at  low altitudes. It 
can be reduced by ati attenuator introduced in the transmission line at low altitude or by a 
directional coupler or an isolator. 

5. The double-bounce signal. 

Reflections frorri the landing gear can also cause errors. 
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wltl'le H .,.,., range (altitudc). III

c = vclocity of rroragation. m/s
!1f = frcqucncy cxcursion. Hz

Sincc the output of thc frequcncy counter N is an integer, the range will be an integral multiple
of c/(4 !1f) and will give risc to a quantization error equal to

(3.1417)

(3.14a)

or

c
/jR = 4 tir

75
('>R (m) =i1r (MHz)

Note tltat the fixed error is independcnt of the range and carrier frequency and is a function of
the frcqucncy cxcursion only. Large frequency excursions are necessary if the fixed error is to
be small.

Since the fixed error is due to the discrete nature of the frequency counter, its effects can
he reduced by wobbling the modulation frequency or the phase of the transmitter output.
Wobbling the transmitter phase results in a wobbling of the phase of the beat signal so that an
average reading of the cycle counter somewhere between Nand N + 1 will be obtained on a
normal meter movement. In one altimeter,3o the modulation frequency was varied at a IO-Hz
rate, causing the phase shift of the beat signal to vary cyclically with time. The indicating
system was designed so that it did not respond to the lO-Hz modulation directly, but it caused
the fixed error to be averaged. Normal fluctuations in aircraft altitude due to uneven terrain,
waves on the water, or turbulent air can also average out the fixed error provided the time
constant of the indicating device is large compared with the time between fluctuations. Over
smooth terrain, such as an airport runway, the fixed error might not be averaged out. Note that
even if the fixed error werc not prcscnt, the accuracy with which the height can be measured
will depend on the signal-to-noise ratio, as discussed in Sec. 11.3, and can be comparable to
the fixed error as given by Eq.(3.14).

Other errors might be introduced in the CW radar if there are uncontrolled variations in
the transmitter frequency, modulation frequency, or frequency excursion. Target motion can
cause an error in range equal to Vr To, where Vr is the relative velocity and To is the observation
time. At short ranges the residual path error can also result in a significant error unless
compensated for. The residual path error is the error caused by delays in the circuitry and
transmission lines. Multipath signals also produce error. Figure 3.14 shows some of the
unwanted signals that might occur in the FM altimeter.36.37 The wanted signal is shown by
the solid line, while the unwanted signals are shown by the broken arrows. The unwanted
signals include:

1. The reflection of the transmitted signals at the antenna caused by impedance mismatch.
2. The standing-wave pattern on the cable feeding the reference signal to the receiver, due to

poor mixer match.
3. The leakage. signal entering the receiver via coupling between transmitter and receiver

antennas. This can limit the ultimate receiver sensitivity, especially at high altitudes.
4. The interference due to power being reflected back to the transmitter, causing a change in

the impedance seen by the transmitter. This is usually important only at low altitudes. It
can be reduced by an attenuator introduced in the transmission line at low altitude or by a
directional coupler or an isolator.

5. The double-bounce signal.

Reflections from the landing gear can also cause errors.
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Transmitter leakage. The sensitivity of FM-CW radar is limited by the noise accompanying 
the transmitter signal which leaks into the receiver. Although advances have been made in 
reducing the AM and F M  noise generated by high-power CW transmitters, the noise is irsirally 
of sufficient magnitude compared with the echo signal to require some means of minimizing 
the leakage that finds its way into the receiver. The techniques described previously for 
reducing leakage in the CW radar apply equally well to  the FM-CW radar. Separate antennas 
and direct cancellation of the leakage signal are two techniques which give considerable 
isolation. 

Sinusoidal modulation. The ability of the FM-CW radar to  measure range provides an addi- 
tional basis for obtaining isolation. Echoes from short-range targets-including the leakage 
signal-may be attenuated relative to the desired target echo from longer ranges by properly 
processing the difference-frequency signal obtained by heterodyning the transmitted and 
received signals. a If theCW carrier is frequency-modulated by a sine wave, the difference frequency obtained -3 

by heterodyning the returned signal with a portion of the transmitter signal may be expanded 
in a trigonometric series whose terms are the harmonics of the modulating frequency 1. .'." 
Assume the form of the transmitted signal to be 

A f 
2?fo t + sin 2?fm t 

? f m  

where .fo = carrier frequency 
,fm = modulation frequency 
Af= frequency excursion (equal to twice the frequency derivation) 

The difference frequency signal may be written 

L'D = Jo(D) COS (2?fdt - 40)  + 2J1(D)  sin (2?fdt - $0) COS (2?fmf - (6,,,) 

- 2J,(D) cos (2?fd t - 40) cos 2(27rfmt - (6,) 

- 2J3(D) sin ( 2 ~ f d t  - (60) COS 3(2?fm t - ( 6 m )  

-k 2J4(D) COS (2?fdt - (60 )  COS 4(2?fm 1 - (6,) + 2J5(D) ' '  ' 
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Figure 3.14 Unwanted signals in FM altimeter. (Frv/II
Capelli,30 IRE Trans.)

(3.15)

Transmitter leakage. The sensitivity of FM-CW radar is limited by the noise accompanying
the transmitter signal which leaks into the receiver. Although advances have been made in
reducing the AM and FM noise generated by high-power CW transmitters, the noise is usually
of sufficient magnitude compared with the echo signal to require some means of minimizing
the leakage that finds its way into the receiver. The techniques described previously for
reducing leakage in the CW radar apply equally well to the FM-CW radar. Separate antennas
and direct cancellation of the leakage signal are two techniques which give considerable
isolation.

Sinusoidal modulation. The ability of the FM-CW radar to measure range provides an addi­
tional basis for obtaining isolation. Echoes from short-range targets-including the leakage
signal-may be attenuated relative to the desired target echo from longer ranges by properly
processing the difference-frequency signal obtained by heterodyning the transmitted and
received signals.

IftheCW carrier is frequency-modulated by a sine wave, the difference frequency obtained
by heterodyning the returned signal with a portion of the transmitter signal may be exp(l.nded
in a trigonometric series whose terms are the harmonics of the modulating frequency.l~.9.2t1

Assume the form of the transmitted signal to be

sin ( 2rrfo t + ~£ sin 2rrfm t )

where fo = carrier frequency
fm = modulation frequency
11:( = frequency excursion (equal to twice the frequency derivation)

The difference frequency signal may be written

eD = Jo(D) cos (2~(dt - ¢o) + 2J 1{D) sin (2~rdt - ¢o) cos (2nfm t - ¢m)

-2J2(D) cos (2rrfdt - ¢o) cos 2(2~rmt - ¢m)

- 2J3(D) sin (2~(dt - ¢o) cos 3(2nfm t - ¢m)

+ 2J4(D) cos (2rr/d t - ¢o) cos 4(2~rm r - ¢m) + 21 s(D) ." (3.16)
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ivliere . I , ,  J , .  J 2 ,  etc = Bessel functions of first kind anci order 0, 1 ,  2, etc., respectively 

L) = (Af j ' fm)  sin 2qJ,Ro/c 
Ro = distance to target at time t = 0 (distance that would have been meas- 

ured i f  target were stationary) 
c = velocity of propagation 

,fd = 21-, ,/;/C = doppler frequency shift 
r., = relative velocity of target with respect to radar 

4 ,  = pllase sliift approxirnately equal to angi~lar distance 4cf, R,/c 
$,,, = phase shift approxirnately equal to 2nJ,, Role 

l'lle difference-freque~icy signal of Eq. (3.16) consists of a doppler-frequency cornpollent 
of aniplitude Jo(l)) and a series of cosine waves of frequency f,, 2 f m ,  3fm, etc. Each of these 
tiarnlorlics of f, is lnodulated by a doppler-frequency component with anlpliti~de proportional 
to J , ( D ) .  I'lle product of tile doppler-frequency factor times the 11th harmonic factor is equiva- 
lent to a sr~ppressed-carrier double-sideballd modulation (Fig. 3.15). 

In principle, any of the Jn components of the difference-frequency signal can be extracted 
ill  the FM-CW radar. Consider first tlie d-c term J,(D) cos (2?fd t - $O). This is a cosine wave 
at tile doppler f reque~~cy with an arliplitude proportional to Jo(L)). Figure 3.16 shows a plot of 
several of the Bessel functions. The argument D of the Bessel function is proportional to range. 
The Jo amplitude applies maximum response to  signals at zero range in a radar that extracts 
the d-c doppler-frequency component. This is the range at which the leakage signal and its 
noise conlponents (including microphony and vibration) are found. At greater ranges, where 
the target is expected, the effect of the Jo Bessel function is t o  reduce the echo-signal amplitude 
in comparison with the echo at zero range (in addition to  the normal range attenuation). 
Therefore. i f  the Jo term were used, it would enhance the leakage signal and reduce the target 
signal. a condition opposite to that desired. 

An examination of the Bessel functions (Fig. 3.16) shows that if one of the modulation- 
frequency harmonics is extracted (such as the first, second, or  third harmonic), the amplitude 
of the leakage signal at zero range may theoretically be made equal to zero. The higher the 
number of the harmonic, the higher will be the order of the Bessel function and the less will be the 
amount of rnicropllonism-leakage feedthrough. This results from the property that Jn(.u) be- 
haves as .un for srr~all .u. Although higl~er-order Bessel functions may reduce the zero-range 
response. they may also reduce the response at the desired target range if the target happens to 
fall at or near a range corresponding to a zero of the Bessel function. When only a single target 
is involved. the frequency excursion Afcan be adjusted to  obtain that value of D which places 
tlie maximum of the Bessel function at the target range. 
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where J 0, J I, J 2, etc = Bessel functions of first kind and order 0, I, 2, etc., respectively

D = (~I/f~) sin 2rrf~Role

Ro = distance to target at time t = 0 (distance that would have been meas­
ured if target were stationary)

c = velocity of propagation
Id = 2l', .f~/c = doppler frequency shift
1', = relative velocity of target with respect to radar

<Po = phase shift approximately equal to angular distance 4rrfo Role
cPm = phase shift approximately equal to 2rrfm Role

The difference-frequcncy signal of Eq. (3.16) consists of a doppler-frequency component
of amplitude J o(D) and a series of cosine waves of frequency 1m' ~rm, ~rm' etc. Each of these
harmonics off~ is modulatcd by a doppler-frequency component with amplitude proportional
to J n(IJ). The product of the doppler-frequency factor times the nth harmonic factor is equiva­
lent to a suppressed-carrier double-sidcband modulation (Fig. 3.15).

In principle, any of the J n components of the difference-frequency signal can be extracted
in thc FM-CW radar. Consider first the doc term J o(D) cos (2rrfd t - 4>0)' This is a cosine wave
at thc tloppler frequency with an amplitude proportional to J o(D). Figure 3.16 shows a plot of
several of the Bessel functions. The argument D of the Bessel function is proportional to range.
The J 0 amplitude applies maximum response to signals at zero range in a radar that extracts
the doc doppler-frequency component. This is the range at which the leakage signal and its
noise components (including microphony and vibration) are found. At greater ranges, where
the target is expected, the effect of the J 0 Bessel function is to reduce the echo-signal amplitude
in comparison with the echo at zero range (in addition to the normal range attenuation).
Therefore, if the J 0 term were used, it would enhance the leakage signal and reduce the target
signal. a condition opposite to that desired.

An examination of the Bessel functions (Fig. 3.16) shows that if one of the modulation­
frequency harmonics is extracted (such as the first, second, or third harmonic), the amplitude
of the leakage signal at zero range may theoretically be made equal to zero. The higher the
number of the harmonic, the higher will be the order ofthe Bessel function and the less will be the
amount of microphonism-Ieakage feedthrough. This results from the property that J"(x) be­
haves as x" for small x. Although higher-order Bessel functions may reduce the zero-rangc
response, they may also reduce the response at the desired target range if the target happens to
fall at or ncar a range corresponding to a zero of the Bessel function. When only a single target
is involved, the frequency excursion ~rcan be adjusted to obtain that value of D which places
the maximum of the Bessel function at the target range.
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Figure 3.16 Plot ol Bessel funcrions 
of order 0, 1, 2, and 3 ;  D = 

(A/'/'/,) sin 2?L!Rolc. 

The technique of using higher-order Bessel functions has been applied to the type of 
doppler-navigation radar discussed in the next section. A block diagram of a C W  radar using 
the third harmonic ( J 3  term) is shown in Fig. 3.17. The transmitter is sinusoidally frequency- 
modulated at a frequency fm to generate the waveform given by Eq. (3.15). The doppler-shifted 
echo is heterodyned with the transmitted signal to produce the beat-frequency signal of 
Eq. (3.16). One  of the harmorlics of.f, is selected (in this case the third) by a filter centered at 
the harmonic. The filter bandwidth is wide enough to pass both doppler-frequency sidebands. 
The filter output is mixed with the (third) harmonic of,fm. The doppler frequency is extracted 
by the low-pass filter. 

Since the total energy contained in the beat-frequency signal is distributed among all ti i t :  

harmonics, extracting but one component wastes signal energy contained in the other bar- 
monies and results in a loss of signal as compared with an ideal C W  radar. However, the 
signal-to-noise ratio is generally superior in the FM radar designed to operate with the ttrh 
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The technique of using higher-order Bessel functions has been applied to the type of
doppler-navigation radar discussed in the next section. A block diagram of a CW radar lIsing
the third harmonic (J 3 term) is shown in Fig. 3.17. The transmitter is sinusoidally frequency­
modulated at a frequency 1m to generate the waveform given by Eq. (3.15). The doppler-shifted
echo is heterodyned with the transmitted signal to produce the beat-frequency signal of
Eq. (3.16). One of the harmonics offm is selected (in this case the third) by a filter centered at
the harmonic. The filter bandwidth is wide enough to pass both doppler-frequency sidebands.
The filter output is mixed with the (third) harmonic offm. The doppler frequency is extracted
by the low-pass filter.

Since the total energy contained in the beat-frequency signal is distributed among all the
harmonics, extracting but one component wastes signal energy contained in the other har­
monics and results in a loss of signal as compared with an ideal CW radar. However, the
signal-to-noise ratio is generally superior in the FM radar designed to operate with the /lth
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Figure 3.17 Sinusoidally modulated FM-CW radar extracting the third harmonic (J 3 Bessel component).



harmoriic as compared with a practical CW radar because the transmitter leakage noise is 
suppressed by the 11th-order Ressel function. The loss in signal energy when operating with the 
J 3  Ikssel component is r e p o r ~ e d ~ . ~ ~ . ~ ~  to be from 4 to 12 dB. Altt~ough two separate transmit- 
ting and receiving atiterinas rnay be used, i t  is not necessary in many applications. A single 
anterlna with a circltlator is stiowri in the block diagram of  Fig. 3.17. Leakage introduced by 
the circulator and by reflections from the antenna are at close range and thus are attenuated by 
the J ,  factor. 

A plot of J , ( D )  as a function of distance is shown in Fig. 3.18. The curve is mirrored 
becailsc of the periodicity of D. The nulls in the curve suggest that echoes from certain ranges 
can be suppressed i f  ttie modulation parameters are properly selected. 

i f  the target is stationary (zero doppler frequency), the amplitudes of the modulation- 
frequeticy llarrnorlics are proportional to either J , ( D )  sin #, or J , ( D )  cos (boy where +, = 

47th Ro/c = 4xR,/A. Therefore the amplitude depends on the range to  the target in RF 
wavelengths. The sirie or the cosine terms can take any value between + 1 and - 1, including 
zero, for a change in range corresponding t o  one RF wavelength. For this reason, the extrac- 
tion of the higher-order modulation frequencies is not practical with a stationary target, such 
as in an altimeter. 

In order to use the properties of the Bessel function to obtain isolation in an FM-CW 
altimeter, when tlie doppler frequency is essentially zero, the role o f  the doppler frequency shift 
may be artificially introduced by translating tlie reference frequency to some different value. 
This rriiglit he accor~iplistied with a single-sideband generator (frequency translator) inserted 
hetwcerl tllc directional coupler and tile RF rnixer of Fig. 3.17. The frequency translation in tlie 
reference signal path is equivalent to a doppler shift in the antenna path. The frequency 
excursion of the modulation waveform can be adjusted by a servomechanism to maintain the 
rnaxirnum of the Bessel function at the aircraft's altitude. The frequency translator is not 
rieeded in an airborne doppler navigator since the antenna beam is directed at a depression 
angle ather than 90" and a doppler-shifted echo is produced by the motion of the aircraft. 

blatched filter detection. The operation of the FM-CW radar described earlier in this section 
does not employ optimum signal processing, such as described in Chap. 10. The receiver is not 
designed as a tt~atcltedfilter. for the particular transmitted waveform. Therefore, the sensitivity 
of the FM-CW receiver described here is degraded and the ability to operate with multiple 
targets is usually poor. For a radio altimeter whose target is the earth, these limitations usually 
present no problem. When used for the long-range detection of air targets, for example, the 
rionoptirnum detection of the classical FM-CW radar will seriously hinder its performance 
when compared to a properly designed pulse radar. It is possible, however, to utilize matched- 
filter processirlg in the FM-CW radar in a manner similar to that employed with FM (chirp) 
pulse compression radar as described in Sec. 11.5, and thus overcome the lower sensitivity and 
rrii~ltiple-target prot>lems.3R.39 As the duty cycle of an F M  pulse compression waveform in- 
creases i t  becomes more like the FM-CW waveform of unity duty cycle. Hence, the processing 

Figure 3. I 8  Plot of J , ( I ) )  as a filriction of distance. (F1.0111 Sarrr~drr..~.~ IRE Tt.a~a.) 
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harmonic as compared with a practical CW radar because ·the transmitter leakage noise is
suppressed by the 11th-order Bessel function. The loss in signal energy when operating with the
} J Bessel component is reported 9

.
J

5.54 to be from 4 to 12 dB. Although two separate transmit­
ting and receiving antennas may he used, it is not necessary in many applications. A single
antenna with a circulator is shown in the block diagram of Fig. 3.17. Leakage introduced by
the circulator and by reflections from the antenna are at close range and thus are attenuated by
the} J factor.

A plot of }J(D) as a function of distance is shown in Fig. 3.18. The curve is mirrored
because of the periodicity of D. The nulls in the curve suggest that echoes from certain ranges
can be suppressed if the modulation parameters are properly selected.

If the target is stationary (zero doppler frequency), the amplitudes of the modulation­
frequency harmonics are proportional to either}n(D) sin 4>0 or } n(D) cos 4>0' where 4>0 =

4~ro Role = 4nRol)., Therefore the amplitude depends on the range to the target in RF
wavelengths. The sine or the cosine terms can take any value between + 1 and -1, including
zero. for a change in range corresponding to one RF wavelength. For this reason, the extrac­
tion of the higher-order modulation frequencies is not practical with a stationary target, such
as in an altimeter.

In order to use the properties of the Bessel function to obtain isolation in an FM-CW
altimeter, when the doppler frequency is essentially zero, the role of the doppler frequency shift
may he artificially introduced by translating the reference frequency to some different value.
This might he accomplished with a single-sideband generator (frequency translator) inserted
between the directional coupler and the RF mixer of Fig. 3.17. The frequency translation in the
reference signal path is equivalent to a doppler shift in the antenna path. The frequency
excursion of the modulation waveform can be adjusted by a servomechanism to maintain the
maximum of the Bessel function at the aircraft's altitude. The frequency translator is not
needed in an airborne doppler navigator since the antenna beam is directed at a depression
angle .Jther than 90° and a doppler-shifted echo is produced by the motion of the aircraft.

l\latched filter detection. The operation of the FM-CW radar described earlier in this section
does not employ optimum signal processing, such as described in Chap. 10. The receiver is not
designed as a matched filter for the particular transmitted waveform. Therefore, the sensitivity
of the FM-CW receiver described here is degraded and the ability to operate with multiple
targets is usually poor. For a radio altimeter whose target is the earth, these limitations usually
present no problem. When used for the long-range detection of air targets, for example, the
nonoptimum detection of the classical FM-CW radar will seriously hinder its performance
when compared to a properly designed pulse radar. It is possible, however, to utilize matched­
filter processing in the FM-CW radar in a manner similar to that employed with FM (chirp)
pulse compression radar as described in Sec. 11.5, and thus overcome the lower sensitivity and
multiple-target problems. JR.J9 As the duty cycle of an FM pulse compression waveform in­
creases it becomes more like the FM-CW waveform of unity duty cycle. Hence. the processing
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techniques can be similar. Pseudorandom phase-coded waveforms40 and random noise 
waveforms41q42 may also be applied to CW transmission. When the modulation period is long, 
i t  may be desirable to utilize correlation detection instead of matched filter detection. 

3.4 AIRBORNE DOPPLER  NAVIGATION^^ - s 6  

An important requirement of aircraft flight is for a self-contained navigation system capable of 
operating anywhere over the surface of the earth under any conditions of visibility or weather. 
It should provide the necessary data for piloting the aircraft from one position to another 
without the need of navigation information transmitted to the aircraft from a grourd station 
One method of obtaining a self-contained aircraft navigation system is based or the CW 
doppler-radar principle. Doppler radar can provide the drift angle and trui spe d of the 
aircraft relative to the earth. The drift angle is the angle between the horizontal projection of 
the centerline of the aircraft (heading) and the horizontal component of the aircraft velocity 
vector (ground track). From the ground-speed and drift-angle measurements, the aircraft's 
present position can be computed by dead reckoning. 

An aircraft with a doppler radar whose antenna beam is directed at an angle y to the 
horizontal (Fig. 3.19a) will receive a doppler-shifted echo signal from the ground. The shift in 

Figure 3.19 (o) Aircraft with single 
doppler navigation antenna beam at an 
angle y to the horizontal; (b) aircraft 
employing four doppler-navigation 
beams to obtain vector velocity. 
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techniques can be similar. Pseudorandom phase-coded waveforms 40 and random noise
waveforms4 1.

42 may also be applied to CW transmission. When the modulation period is long,
it may be desirable to utilize correlation detection instead of matched filter detection.

3.4 AIRBORNE DOPPLER NAVIGATION43
-56

An important requirement of aircraft flight is for a self-contained navigation system capable of
operating anywhere over the surface of the earth under any conditions of visibility or weather.
It should provide the necessary data for piloting the aircraft from one position to another
without the need of navigation information transmitted to the aircraft from a grour:d station
One method of obtaining a self-contained aircraft navigation system is base.d 01 the CW
doppler-radar principle. Doppler radar can provide the drift angle and true spe. d of the
aircraft relative to the earth. The drift angle is the angle between the horizontal projection of
the centerline of the aircraft (heading) and the horizontal component of the aircraft velocity
vector (ground track). From the ground-speed and drift-angle measurements, the aircraft's
present position can be computed by dead reckoning.

An aircraft with a doppler radar whose antenna beam is directed at an angle )' to the
horizontal (Fig. 3.19a) will receive a doppler-shifted echo signal from the ground. The shift in
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Figure 3.19 (a) Aircraft with single
doppler navigation antenna beam at an
angle y to the horizontal; (b) aircraft
employing four doppler-navigation
beams to obtain vector velocity.
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frequericy is f ,  = 2 ( / , / c ) v  cos I-, wherc is the carrier frequency, v is the aircraft velocity, and c 
is the  velocity of propagation. Typically, the depression angle might be in the vicinity of 65 to 
70". A single antenna beam from a doppler radar measures one component of aircraft velocity 
relative to the direction of propagation. A minimum of three noncoplanar beams are needed to 
determine the vector velocity, that is, the speed and direction of travel. 

Doppler-navigation radar measures the vector velocity relative to the frame of reference 
of the antenna assernbly. To  convert this vector velocity to a horizontal reference on the 
grotuid, rile dircctioli of the vcrtical ~ n i ~ s t  he deterniiried by some auxiliary means. The heading 
of tlie aircraft, as rniglit be obtained fro111 a compass, rrlust also be known for proper naviga- 
tion. Ttie vertical reference rnay be used either to stabilize the antenna beam system so as to 
align ~t with tile iiori7or1tal, or alternatively, the antetitias might be fixed relative to the aircraft 
arid the ground velocity components calci~lated with a computer. 

A practical for111 of dol~pler-riavigatiori radar nliglit liavc four beams oriented as in 
Fig. 3.19h. A doppler-navigation radar with forward and rearward beams is called a Jarllrs 
system, after the Roman god who looked both forward and backward at the same time. 
Assume initially that the two forward and two backward beams are symmetrically disposed 
about {lie axis of the aircraft. If the aircraft's velocity is not in the same direction as the aircraft 
Ileading. the doppler frequency in the two forward beams will not be the same. This difference 
in frequency rnay be used to generate an error signal in a servomechanism which rotates the 
antennas until tlie doppler frequencies are equal, indicating that the axis of the antennas is 
aligned with tile ground track of the aircraft. The angular displacement of the antenna from 
tlie aircraft heading is the drift angle, and the magnitude of the doppler is a measure of tlie 
speed along the ground track. 

Ttie use of the two rearward beams in conjunction with the two forward beams results in 
considerable improvement in accuracy. It eliminates the error introduced by vertical motion of 
the aircraft and reduces the error caused by pitching movements of the antenna. 

Navigation may also be performed with only two antenna beams if some auxiliary means 
is used to obtain a third coordinate. Two beams give the two components of the aircraft 
velocity tangent to the surface of the earth. A third component, the vertical velocity, is needed 
and may be provided from some nondoppler source such as a barometric rate-of-climb meter. 
The primary advantage of the two-beam system is a reduction in equipment. However, the 
accuracy is not as good as with systems using three or four beams. 

In principle, the CW radar would seem to be the ideal method of obtaining doppler- 
navigation information. However, in practice, leakage between transmitter and receiver can 
limit the sehsitivity of the CW doppler-navigation radar, just as it does in any CW radar. One 
method of eliminating the i l l  eflects of leakage is by pulsing the transmitter on and turning the 
receiver ofT for the duration of the transmitted pulse in a manner similar to the pulse-doppler 
radar described in Sec. 4.10. The pulse-doppler mode of operation has the further advantage in 
that each beam can operate with a single antenna for both transmitter and receiver, whereas a 
C W  radar must usually employ two separate antennas in order to  achieve the needed isolation. 
fjdwever, pulse systems suffer from loss of coverage and/or sensitivity because of "altitude 
holes." These are caused by the high prf commonly used with pulse-doppler radars when it is 
necessary to  achieve unambiguous doppler measurements. The high prf, although it gives 
unambiguous doppler, usually results in ambiguous range. But more important, a pulse radar 
with ambiguous prf can result in lost targets. If the transmitter is pulsed just when the ground 
echo arrives back at the radar, it will not be detected. Thus, altitude holes exist at or  near those 
altitudes where the echo time is an integral multiple of the pulse-repetition period. Techniques 
exist for reducing the undesired eflects of altitude holes, but not without some inconvenience 
or possible loss in overall ~ e r f o r r n a n c e . ~ ~  
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frequcncy isf~ = 2(Jo/c)v cos )', wheref~ is the carrier frequency, v is the aircraft velocity, anu c
is the velocity of propagation. Typically, the depression angle }' might be in the vicinity of 65 to
70°. A single antenna beam from a doppler radar measures one component of aircraft velocity
relative to the direction of propagation. A minimum of three noncoplanar beams are needed to
determine the vector velocity, tllat is, the speed and direction of travel.

Doppler-navigation radar measures the vector velocity relative to the frame of reference
of the antenna assembly. To convert this vector velocity to a horizontal reference on the
grounu, thc direction of the vertical must he determincd by some auxiliary means. The heading
of the aircraft. as might be obtained from a compass, must also be known for proper naviga­
tion. The vertical reference may be used either to stabilize the antenna beam system so as to
align it with the horizontal. or alternatively, the antennas might be fixed relative to the aircraft
and the ground velocity components calculated with a computer.

1\ practical form of doppler-navigation radar might have four beams oriented as in
Fig. 3.19b. A doppler-navigation radar with forward and rearward beams is called a Janlls

system, after the Roman god who looked both forward and backward at the same time.
I\ssume initially that the two forward and two backward beams are symmetrically disposed
aoout the axis of the aircraft. Ifthe aircraft's velocity is not in the same direction as the aircraft
heading, the doppler frequency in the two forward beams will not be the same. This difference
in frequency may be used to generate an error signal in a servomechanism which rotates the
antennas until the doppler frequencies are equal, indicating that the axis of the antennas is
aligned with the ground track of the aircraft. The angular displacement of the antenna from
the aircraft heading is the drift angle, and the magnitude of the doppler is a measure of the
speed along the ground tracle

The use of the two rearward beams in conjunction with the two forward beams results in
considerable improvement in accuracy. It eliminates the error introduced by vertical motion of
the aircraft and reduces the error caused by pitching movements of the antenna.

Navigation may also be performed with {)nly two antenna beams ifsome auxiliary means
is used to obtain a third coordinate. Two beams give the two components of the aircraft
velocity tangent to the surface of the earth. A third component, the vertical velocity, is needed
and may be provided from some nondoppler source such as a barometric rate-of-c1imb meter.
The primary advantage of the two-beam system is a reduction in equipment. However, the
accuracy is not as good as with systems using three or four beams.

In principle, the CW radar would seem to be the ideal method of obtaining doppler­
navigation information. However, in practice, leakage between transmitter and receiver can
limit the sehsitivity of the CW doppler-navigation radar, just as it does in any CW radar. One
method of eliminating the ill effects of leakage is by pulsing the transmitter on and turning the
receiver off for the duration of the transmitted pulse in a manner similar to the pulse-doppler
radar described in Sec. 4.10. The pulse-doppler mode of operation has the further advantage in
that each beam can operate with a single antenna for both transmitter and receiver, whereas a
CW radar must usually employ two separate antennas in order to achieve the needed isolation.
However, pulse systems suffer from loss of coverage and/or sensitivity because of" altitude
holes." These are caused by the high prf commonly used with pulse-doppler radars when it is
necessary to achieve unambiguous doppler measurements. The high prf, although it gives
unambiguous doppler, usually results in ambiguous range. But more important, a pulse radar
with ambiguous prf can result in lost targets. If the transmitter is pulsed just when the ground
echo arrives back at the radar, it will not be detected. ThliS, altitude holes exist at or near those
altitudes where the echo time is an integral multiple of the pulse-repetition period. Techniques
exist for reducing the undesired effects of altitude holes, but not without some inconvenience
or possible loss in overall performance.44
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The Janus system can be operated incoherently by using the same transmitter to feed a 
pair of beams simultaneously. Typically, one beam is directed ahead and to the right of the 
ground track, and the other aft and to  the left. A forward-left and an aft-right are also fed by 
the transmitter as a second channel. The two channels may be operated simultaneously or 
timed-shared. By heterodyning in a mixing element the echo signal received in the fore and aft 
beams, the doppler frequency is extracted. The difference frequency resulting from the mixing 
operation is twice the doppler frequency. A stable transmitter frequency is not needed in this 
system as it is in the coherent system. Coherence is obtained on a relative basis in the process 
of comparing the signals received from the forward and backward direction. Changes in 
transmitter frequency affect the echo signals in the two directions equally and are therefore 
canceled when taking the difference frequency. 

Another method of achieving the necessary isolation in a doppler-navigation radar is 
with a sinusoidal frequency-modulated CW system. By frequency-modulating'the transmis- 
sion, the leakage signal may be reduced relative to the signal from the ground by extracting a 
harmonic of the modulating frequency and taking advantage of one of the higher-order Bessel 
functions as described in the previous section. It has been claimed that a doppler navigation 
system based on this principle can provide 150 dB of isolation, the amount necessary to 
operate at altitudes of 50,000 ft.49 

The frequency band from 13.25 to  13.4 GHz has been allocated for airborne doppler 
navigation radar, but such radars may also operate within the band from 8.75 to 8.85 MHz. 

The  doppler navigator over land can provide a measurement of ground speed with a 
standard deviation of from 0.13 to  0.5 percent.55 The standard deviation of the drift angle can 
be less than 0.25". Over water the accuracies are slightly worse. The backscatter energy over 
water, except for near vertical incidence, is generally less than over land, thus lowering the 
signal-to-noise ratio. Also there is an apparent increase in the angle of depression since the 
rapid variation of sea echo (oO) as a function of the depression angle y favors returns from 
the lower half of the incident beam. It  results in the center of the doppler spectrum being 
shifted, so that the direction as determined from the doppler spectrum will differ from that of 
the center of the antenna beam. This is sometimes called the calibration-shift error. This error 
can be corrected by lobe switching; that is, by periodically switching the antenna beam a small 
amount in the y-direction at a low rate (perhaps 20 Hz)." TWO displaced doppler-frequency 
spectra are produced a t  the two antenna positions. A narrow tracking filter tracks the cross- 
over of the two spectra. The frequency of this crossover is the same for water as for land. 
Hence, there will be no  bias error over water. A very narrow antenna beam will also reduce the 
over-water bias error without the need for lobe switching. Another source of error is the mass 
movement of water caused by tides, currents, and winds, which result in a doppler frequency 
shift in addition to that caused by the aircraft's motion. 

In order to use the doppler radar for navigation purposes, a heading reference is required 
to  refer the antenna direction indication t o  some navigational coordinate system, such as true 
north. A computer is also needed t o  integrate the velocity measurements so  as to give tilt: 

distance traveled. 
The AN/APN-200 doppler navigation' radar used in the Navy's S3A aircraft, and the 

similar AN/APN-213 in the Air Force's E3A (AWACS) operate at 13.3 GHz with 1 watt of 
C W  power obtained from a solidktate IMPATT diode t r an~mi t t e r . ' ~  The waveform is unmod- 
ulated CW. The antenna is a fixed array with an  integral radome producing four receive 
beams and four transmit beams with a minimum of 70 dB of isolation between transmit and 
receive. The one-way'beamwidths arerapproximately 2.5" (fore-aft) by 5" (lateral). The four 
beams are displaced symmetrically'at an  outward angle of 25" from the vertical. The beams are 
time shared by a single channel which is switched through the four-beam sequence every 
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The Janus system can be operated incoherently by using the same transmitter to feed a
pair of beams simultaneously. Typically, one beam is directed ahead and to the right of the
ground track, and the other aft and to the left. A forward-left and an aft-right are also fed by
the transmitter as a second channel. The two channels may be operated simultaneously or
timed~shared.By heterodyning in a mixing element the echo signal received in the fore and aft
beams, the doppler frequency is extracted. The difference frequency resulting from the mixing
operation is twice the doppler frequency. A stable transmitter frequency is not needed in this
system as it is in the coherent system. Coherence is obtained on a relative basis in the process
of comparing the signals received from the forward and backward direction. Changes in
transmitter frequency affect the echo signals in the two directions equally and are therefore
canceled when taking the difference frequency.

Another method of achieving the necessary isolation in a doppler-navigation radar is
with a sinusoidal frequency-modulated CW system. By frequency-modulating 'the transmis­
sion, the leakage signal may be reduced relative to the signal from the ground by extracting a
harmonic of the modulating frequency and taking advantage of one of the higher-order Bessel
functions as described in the previous section. It has been claimed that a doppler navigation
system based on this principle can provide 150 dB of isolation, the amount necessary to
operate at altitudes of 50,000 ft.49

The frequency band from 13.25 to 13.4 GHz has been allocated for airborne doppler
navigation radar, but such radars may also operate within the band from 8.75 to 8.85 MHz.

The doppler navigator over land can provide a measurement of ground speed with a
standard deviation of from 0.13 to 0.5 percent. 5S The standard deviation of the drift angle can
be less than 0.25°. Over water the accuracies are slightly worse. The backscatter energy over
water, except for near vertical incidence, is generally less than over land, thus lowering the
signal-to-noise ratio. Also there is an apparent increase in the angle of depression since the
rapid variation of sea echo (0"0) as a function of the depression angle y favors returns from
the lower half of the incident beam. It results in the center of the doppler spectrum being
shifted, so that the direction as determined from the doppler spectrum will differ from that of
the center of the antenna beam. This is sometimes called the calibration-shift error. This error
can be corrected by lobe switching; that is, by periodically switching the antenna beam a small
amount in the y-direction at a low rate (perhaps 20 HZ).55 Two displaced doppler-frequency
spectra are produced at the two antenna positions, A narrow tracking filter tracks the cross-]
over of the two spectra. The frequency of this crossover is the same for water as for land.
Hence, there will beno bias error over water. A very narrow antenna beam will also reduce the
over-water bias error without the need for lobe switching. Another source of error is the mass
movement of water caused by tides, currents, and winds, which result in a doppler frequency
shift in addition to that caused by the aircraft's motion.

In order to use the doppler radar for navigation purposes, a heading reference is required
to refer the antenna direction indication to some navigational coordinate system, such as true
north. A computer is also needed to' integrate the velocity measurements so as to give the
distance traveled.

The AN/APN-200 doppler navigation' radar used in the Navy's S3A aircraft, and the
similar AN/APN-213 in the Air Force's E3A (AWACS) operate at 13.3 GHz with 1 wall of
CW power obtained from a solid~state IMPAIT diode transmitter. 56 The waveform is unmod­
ulated CWo The antenna is a fixed array with an integral radome producing four receive
beams and four transmit beams with a minimum of 70 dB of isolation between transmit and
receive. The one-way! beamwidths are' approximately 2.5° (fore-aft) by 5° (lateral). The four
beams are displaced symmetrically'at an outward angle of 25° from the vertical. The beams are
time shared by a single channel which is switched through the four-beam sequence every
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250 Ins. A phase-monopulse tecltrlique is ilsed to reduce the terrain bias effect.68 The unit 
weighs 44 poi~rids including radorne, and requires 165 V A  of power. It is required to operate 
fro111 50 to 1000 knots at attitudes of 2 2 5 "  pitch and + 4 5 "  roll of the aircraft, at an altitude 
of 40.000 ft  over water. The rrns accuracy is claimed to be within 0.13 percent $0.1 knots of 
the true prourid velocity. 

3.5 MULTIPLE-FREQUENCY CW  RADAR'^.'^ 6 3  

Although i t  has been said in this chapter that CW radar does not measure range, i t  is possible 
undcr sorllc circurns~:t~lccs to d o  so by measuring the phase of the echo signal relative to the 
phase of tile trarlsrnitted signal. Corlsider a C W  radar radiating a single-frequency sine wave of 
the form sir1 2?/;,  t .  (The amplitude of tile signal is taken to be unity since it does not influence 
tllc rcsr~lt.) l'lic sig~lal travels to tllc target at a range R and returns to the radar after a time 
'I' = 2R/ ( . ,  wl~ere (. is tile velocity of propagation. The echo signal received at the radar is 
sin [2n/o(r - 7')]. I f  tlie transrnitted and received signals are compared in a phase detector, 
the orttpilt i s  jwoportio11:il to the phase difference between the two and is A4 = 2?f0 T = 
4?lo Rlc. l'llc phase differerice may therefore be used as a measure of the range, or 

However, the measurement of the phase difference A 4  is unambiguous only if A 4  does not 
exceed 2 n  radians. Substituting A4 = 2 n  into Eq. (3.17) gives the maximum unambiguous 
range as 112. At radar frequencies this unambiguous tange is much too small to be of practical 
interest. 

The region of i~nambiguous range may be extended considerably by utilizing two separate 
C W  signals differing slightly in frequency. The unambiguous range in this case corresponds to 
a half wavelength at the difference frequency. 

The transmitted waveform is assumed to consist of two continuous sine waves of 
frequency f ,  and 1; separated by an amount AJ For convenience, the amplitudes of all signals 
arc set equal to  unity. 'The voltage waveforms of the two components of the transmitted signal 
t - ,  and la2,  may be written as 

I * ,  .,. = sin (2?f1 t  + 4 ] )  ( 3 . 1 8 ~ )  

1727. = sin ( 2 n f 2 t  + 4 2 )  (3 .186)  

where 4,  and 42 are arbitrary (constarit) phase angles. The echo signal is shifted in frequency 
by the doppler efT'ect. The form of the doppler-shifted signals at  each of the two frequencies f, 
and ,1; tnay be written 

I 4~4-1 Ro 
t7 , ,  = sin 2 n ( f 1  + f d l ) t  - ---- 

C + 

where Ro = range to target at a particular time t  = t o  (range that would be measured if 
target were not moving) 

.br = doppler frequency shift associated with frequency f l  

. f , ,  = doppler frequency shift associated with frequency f2 

(3.17)
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250 ms. A phase-monopulse technique is IIsed to reduce the terrain bias effect.68 The unit
weighs 44 pounds including radome, and requires 165 VA of power. It is required to operate
from 50 to 1000 knots at attitudes of ±25° pitch and ±45° roll of the aircraft, at an altitude
of 40,000 ft over water. The rms accuracy is claimed to be within 0.13 percent ±O.1 knots of
the true ground velocity.

3.5 l\'lULTIPLE-FREQUENCY CW RADAR 12.57-63

Although it has been said in this chapter that CW radar does not measure range, it is possible
under some circul11stances to do so by measuring the phase of the echo signal relative to the
phase of the transmitted signal. Consider a CW radar radiating a single-frequency sine wave of
the form sin 2rr!;, r. (The amplitude of the signal is taken to be unity since it does not influence
the result.) The signal travels to the target at a range R and returns to the radar after a time
T = 2R/c. where c is the velocity of propagation. The echo signal received at the radar is
sin [2rrfo(t - T)]. If the transmitted and received signals are compared in a phase detector,
the output is proportional to the phase difference between the two and is 114> = 2rrfo T =
4rr!~ Ric. The phase difference may therefore be used as a measure of the range, or

R= ~114> = ~ 114>
4~fo 4rr

However, the measurement of the phase difference 114> is unambiguous only if 114> does not
exceed 2n radians. Substituting 114> = 2n into Eq. (3.17) gives the maximum unambiguous
range as ),/2. At radar frequencies this unambiguous range is much too small to be of practical
interest.

The region of unambiguous range may be extended considerably by utilizing two separate
CW signals differing slightly in frequency. The unambiguous range in this case corresponds to
a half wavelength at the difference frequency.

The transmitted waveform is assumed to consist of two continuous sine waves of
frequency II and.l~ separated by an amount I1f For convenience, the amplitudes of all signals
arc set equal to unity. The voltage waveforms of the two components of the transmitted signal
I'll and l'21 may be written as

I'll = sin (2~(1 t + 4> d
PH = sin (2n/2 t + 4>2)

(3.18a)

(3.18b)

where 4> I and 4>2 are arbitrary (constant) phase angles. The echo signal is shifted in frequency
by the doppler effect. The form of the doppler-shifted signals at each of the two frequencies II
and.l2 may be written

"IR=SIll [2n(f1 ±Iddt- 4n/~Ro +4>1] (3.l9a)

"2R = Sill [2rr(f2 ±fll2)t - 4n/~Ro + 4>2] (3.19b)

where Ro = range to target at a particular time t =to (range that would be measured if
target were not moving)

.(." = doppler frequency shift associated with frequency /1

.(.12 = doppler frequency shift associated with frequency /2
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Since the two R F  frequencies f,  and f 2  are approximately the same (that is, f 2  =/, + AS, where 
Af 4 f l )  the doppler frequency shifts f d ,  and fd2 are approximately equal to one another. 
Therefore we may write&, =h2 =h . 

The receiver separates the two components of the echo signal and heterodynes each 
received signal component with the corresponding transmitted waveform and extracts the two 
doppler-frequency components given below: 

v l ~  = sin ( + Z t r f d t  - ---- 
C 4 n f 1  R o )  

The phase difference between these two components is 

Hence 

which is the same as that of Eq. (3.17), with Af substituted in place of.fo. 
The two-frequency CW technique for measuring range was described as using the dopplzr 

frequency shift. When the doppler frequency is zero, as with a stationary target, i t  is also 
possible, in principle, to  extract the phase difference. If the target carries a beacon or  some 
other form of echo-signal augmentor, the doppler frequency shift may be simulated by trans- 
lating the echo frequency, as  with a single-sideband modulator. 

The two frequencies of the two-frequency radar were described as being transmitted 
s i m u l t a n e ~ u s l y . ~ ~  They may also be transmitted sequentially in some applications by rapidly 
switching a single RF source. 

A large difference in frequency between the two transmitted signals improves the accuracy 
of the range measurement since large Af means a proportionately large change in A 4  for a 
given range. However, there is a limit to  the value of AJ since A+ cannot be greater than 2n 
radians if the range is to remain unambiguous. The maximum unambiguous range R,,,,, is 

Therefore Af must be less than c/2RUnamb. Note that when Af is replaced by the pulse repetition 
rate, Eq. (3.39) gives the maximum unambiguous range of a pulse radar. 

A qualitative explanation of the operation of the two-frequency radar may be had by 
considering both carrier frequencies to 'be in phase a t  zero range. As they progress outward 
from the radar, the relative phase between the two increases because of their difference in 
frequency. This phase difference may be used as a measure of the elapsed time. When the two 
signals slip in phase by 1 cycle, the measurement of phase, and hence range, becomes 
ambiguous. 

The two-frequency CW radar is essentially a single-target radar since only one phase 
difference can be measured at a time. If more than one target is present, the echo signal 
becomes complicated and the meaning of the phase measurement is doubtful. The theoretical 
accuracy with which range can be measured with the two-frequency C W  radar can be found 

96 INTRODUCTION TO RADAR SYSTEMS

Since the two RF frequencies!l and!z are approximately the same (that isJz = /1 + AI. where
11/~!d the doppler frequency shifts !d1 and /dZ are approximately equal to one another.
Therefore we may write h 1 = hz = h .

The receiver separates the two components of the echo signal and heterodynes each
received signal component with the corresponding transmitted waveform and extracts the two
doppler-frequency components given below:

The phase dilTerence between these two components is

11<jJ = ~n(fz - !I )Ro = 4n 4{Ro
c c

(3.20(1)

(3.20/1)

(3.2t)

Hence (3.22)

which is the same as that of Eq. (3.17), with I1f substituted in place ofro .
The two-frequency CW technique for measuring range was described as using the doppla

frequency shift. When the doppler frequency is zero, as with a stationary target, it is also
possible, in principle, to extract the phase difference. If the target carries a beacon or some
other form of echo-signal augmentor, the doppler frequency shift may be simulated by trans­
lating the echo frequency, as with a single-sideband modulator.

The two frequencies of the two-frequency radar were described as being transmitted
simultaneously.63 They may also be transmitted sequentially in some applications by rapidly
switching a single RF source.

A large difference in frequency between the two transmitted signals improves the accuracy
of the range measurement since large I1f means a proportionately large change in AcP for a
given range. However, there is a limit to the value of 4f, since 11<jJ cannot be greater than 2n
radians if the range is to remain unambiguous. The maximum unambiguous range Runamb is

,
)

c
Runamb = 2 I1f (3.23)

Therefore I1f must be less than c/2Runllmb.Note that when I1fis replaced by the pulse repetition
rate, Eq. (3.39) gives the maximum unambiguous range of a pulse radar.

A qualitative explanation of the operation of the two-frequency radar may be had by
considering both carrier frequencies to'be in phase at zero range. As they progress outward
from the radar, the relative phase between the two increases because of their difference in
frequency. This phase difference may be used as a measure of the elapsed time. When the two
signals slip in phase by 1 cycle, the measurement of phase, and hence range, becomes
ambiguous.

The two-frequency CW radar is essentially a single-target radar since only one phase
dilTerence can be measured at a time. If more than one target is present, the echo signal
becomes ~omplicated and the meaning of the phase measurement is doubtful. The theoretical
accuracy with which range can be measured with the two-frequency CW radar can be found
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Irorii tlic ~iietl~ocls descri1,ed i l l  Scc. 11.1. I t  ciiri be sllown that the tlreoretical rrils range error is 

bet ere E = energy cor~tairled in received signal and N o  = noise power per hertz of bandwidth. 
I I  ,his is cornparecl M it11 the rlns range error tlieoretically possible with the linear FM pitlse- 
cc npression waveform whose spectrum occupies the same bandwidth A/; tlie error obtained 
w~tli  the two-frequency C W  waveform is less by the factor 0.29. 

Equation (3.24) indicates that the greater the separation Af between the two frequencies, 
the less will be tlic rrns elror fiowever. tlie frequency difference must riot be too large if 
trrlarnbiguoi~s riieasurenients are to be rtiade. The selection of A/ represents a cornpromise 
betweer1 the reqi~ircrllents of accuracy and ambiguity. Both accurate and unambiguous range 
rneasurernents can be rrr,ide by transmitting three or more frequencies instead of just two. 
For example, i f  [ l i t :  three frequencies f , ,  f,,  and f, are such that f3 - f l  = k (  f2  - A ) ,  where 
k is a factor of the order of 10 or 20, the pair of frequencies f3 ,  fl gives an anibiguous but 
accurate range rile. xrernent while the pair of frequencies f 2 ,  fl are chosen close to resolve 
the ambiguities in the l; , f l  nieasurenient. Likewise, if further accuracy is required a fourth 
frequency can be transmitted and its ambiguities resolved by the less accurate but unambiguous 
roc:isr~reri~tnt ohtnitied fro111 the three frequencies,f,, f 2 ,  f,. As more frequencies are added. 
tlic sl~ectrunl itrid target rcsolutio~l approach that oblai~led wit11 a pulsc or all ITM-C'W 
waveform. 

-I'l~c ~licirstrreillcrlt o f  range by ~neasuring tlic phase difference between separated frequeri- 
cies is analogous to tlie measurement of angle by measuring the phase diflerence betwee11 
widely spaced antennas, as in an interferometer antenna. The interferometer antenna gives an 
accurate but ambiguous measurement of angle. The ambiguities may be resolved by additional 
antennas spaced closer together. The spacing between the individual antennas in the interfer- 
ometer systeni corresponds to the separation between frequencies in the multiple-frequency 
distance-~iieasuri~ig technique. The minitrack system is an example of an interferometer in 
which angular ambiguities are resolved in a manner sfmilar to  that described.64 

The multiple-frequency CW radar technique has been applied to the accurate measure- 
ment of distance in surveying and in missile guidance. The Tellurometer is the name given to a 
portable electronic surveying instrument which is based on this p r i n ~ i p l e . ~ ' - ~ ~  It consists of a 
master unit at one end of the line and a remote unit at the other end. The master unit transmits 
a carrier frequency of 3,000 MHz, with four single-sideband modulated frequencies separated 
from the carrier by 10.000, 9.990, 9.900, and 9.000 MHz. The 10-MHz difference frequency 
provides the basic accuracy measurement, while !he difference frequencies of 1 MHz, 100 kHz, 
and 10 kHz permit the resolution of ambiguities. 

The remote unit at the other end of the line receives the signals from the master unit and 
amplifies arid retrarisrnits tllern. The phases of the returned signals at the master unit are 
compared with tlie phases of the outgoing signals. Since the master and the remote units are 
stationary, there is no doppler frequency shift. The function of the doppler frequency is 
provided by modulating the retransmitted signals at the remote unit in such a manner that a 
I -k H z  beat frequency is obtained from the heterodyning process at the receiver of the master 
unit. Tile phase ofthe I-kf-iz signals coritains the same information as the phase of the multiple 
frequeqcies. 

7 re M R B  201 Tellurometer is capable of measuring distances from 200 to 250 km, 
assuming reasonable line of sight conditions, with an accuracy of 1 0 . 5  m 1 3 x d, 
where d is the distance being measured. The transmitter power is 200 mW and the antenna is a 
snlall paraboloid with crossed feeds to make the polarizations of the transmitted and received 
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from the methods described in Sec. 11 ..\. II can be shown that the theoretical rms range error is

c() R = . . ...- - ... - .--
4rr ~1(2E/ N 0)11

2 (3.24)

,,"ere E = energy contained in received signal and No = noise power per hertz of bandwidth.
II ,his is compared with the rills range error theoretically possible with the linear FM pulse­
c( npression waveform whose spectrum occupies the same bandwidth ~r. the error obtained
wIth the two-frequency CW waveform is less by the factor 0.29.

Fquation (3.24) indicates that the greater the separation ~rbetween the two frequencies,
the less will be the rms error. However, the frequency difference must not be too large if
unambiguous measurements arc to be made. The selection of ~r represents a compromise
between the requirements of accuracy and ambiguity. Both accurate and unambiguous range
measurements can be Ilnde by transmitting three or more frequencies instead of just two.
For example, if tht: three frequencies I" 12' and 13 are such that 13 - I, = k(f2 - II)' where
k is a factor of the order of 10 or 20, the pair of frequencies 13, II gives an ambiguous but
accurate range me: ')urement while the pair of frequencies 12, II are chosen close to resolve
the ambiguities in the 13, II measurement. Likewise, if further accuracy is required a fourth
frequency can be transmitted and its ambiguities resolved by the less accurate but unambiguous
I/lCaSllrelllcnt ohtained from the three frequencies II' 12 , .f3' As more frequencies are added,
the spectrum and target resolution approach that obtained with a pulse or al\ FM-CW
waveform.

The measurement of range by measuring the phase difference between separated frequen­
cies is analogous to the measurement of angle by measuring the phase difference between
widely spaced antennas, as in an interferometer antenna. The interferometer antenna gives an
accurate but ambiguous measurement of angle. The ambiguities may be resolved by additional
antennas spaced closer together. The spacing between the individual antennas in the interfer­
ometer system corresponds to the separation between frequencies in the multiple-frequency
distance-measuring technique. The minitrack system is an example of an interferometer in
which angular ambiguities are resolved in a manner stmilar to that described.64

The multiple-frequency CW radar technique has been applied to the accurate measure­
ment of distance in surveying and in missile guidance. The Tellurometer is the name given to a
portable electronic surveying instrument which is based on this principle.57- 59 It consists ofa
master unit at one end of the line and a remote unit at the other end. The master unit transmits
a carrier frequency of 3,000 MHz, with four single-sideband modulated frequencies separated
from the carrier by 10.000, 9.990, 9.900, and 9.000 MHz. The lO-MHz difference frequency
provides the basic accuracy measurement, while the difference frequencies of 1 MHz, 100 kHz,
and 10 kHz permit the resolution of ambiguities.

The remote unit at the other end of the line receives the signals from the master unit and
amplifies and retransmits them. The phases of the returned signals at the master unit are
compared with the phases of the outgoing signals. Since the master and the remote units are
stationary, there is no doppler frequency shift. The function of the doppler frequency is
provided by modulating the retransmitted signals at the remote unit in such a manner that a
l-k Hz beat frequency is obtained from the heterodyning process at the receiver of the master
UII it. The phase of the I-k Hz signals contaiils the same information as the phase of the multi pie
frcque1cics.

1 Ie MRB 201 Tellurometer is capable of measuring distances from 200 to 250 km,
assuminr reasonable line of sight conditions, with an accuracy of iO.5 m i 3 x 10- 6 d,
where d is the distance being measured. The transmitter power is 2()(\ mW and the antenna is a
small paraboloid with crossed feeds to make the polarizations of the transmitted and received
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signals orthogonal. The M R A  5 operates within the 10 to 10.5 GHz band, from 100 m to 
50 km range with an accuracy of k0.05 m + d, assuming a correction is made for 
meteorological conditions. 

In addition to its use in surveying, the multiple CW frequency method of measuring range 
has been applied in range-instrumentation radar for the measurement of the distance to a 
transponder-equipped missile;65 the distance to satellites;66 in satellite navigation systems 
based on range r n e a ~ u r e m e n t ; ~ ~  and for detecting the presence of an obstacle in  the path of a 
moving automobile by measuring the distance, the doppler velocity, and the sign of the 
doppler (whether the target is approaching or  r e~ed ing ) .~ '  
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signals orthogonal. The MRA 5 operates within the 10 to 10.5 GHz band, from 100 m to
50 km range with an accuracy of ±0.05 m ± 10- 5 d, assuming a correction is made for
meteorological conditions.

In addition to its use in surveying, the multiple CW frequency method of measuring range
has been applied in range-instrumentation radar for the measurement of the distance to a
transponder-equipped missile;65 the distance to satellites;66 in satellite navigation systems
based on range measurement;67 and for detecting the presence of an obstacle in the path of a
moving automobile by measuring the distance, the doppler velocity, and the sign of the
doppler (whether the target is approaching or receding).63
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CHAPTER 

FOUR 

MTI AND PULSE DOPPLER RADAR 

4.1 INTRODUCTION 

The doppler frequency shift [Eq. (3.2)] produced by a moving target may be used in a pulse 
radar. just as in the CW radar discussed in Chap. 3, to determine the relative velocity of a 
target or  to separate desired moving targets from undesired stationary objects (clutter). 
Althougll there are applications of pulse radar where a determination of the target's relative 
velocity is made from the doppler frequency shift, the use of doppler to separate small moving 
targets in the presense of large clutter has probably been of far greater interest. Such a pulse 
radar that utilizes the doppler frequency shift as a means for discriminating moving from fixed 
targets is called an AITI (moving target indication) or  a pulse doppler radar. The two are based 
on tile same physical principle, but in practice there are generally recognizable differences 
between them (Sec. 4.10). The MTI radar, for instance, usually operates with ambiguous 
doppler measurement (so-called hlirtd speeds) but with unambiguous range measurement (no 
second-time'-around eclloes). The opposite is generally the case for a pulse doppler radar. Its 
pi~lse repetition frequency is usually high enough to operate with unambiguous doppler (no 
blinti speeds) but at the expense of range ambiguities. The discussion in this chapter, for the 
most part, is based on tile MTI radar, but much of what applies to MTI can be extended to 
pulse dol~plcr  radar as well. 

MTI is a necessity in high-quality air-surveillance radars that operate in the presence of 
clutter. Its design is more challenging than that of a simple pulse radar or  a simple CW radar. 
An MTI capability adds to a radar's cost and con~plexity and often system designers must 
accept compron~ises they might not wish to make. The basic MTI concepts were introduced 
during World War 11, and most of the signal processing theory on which MTI (and pulse 
doppler) radar depends was formulated during the mid-1950s. However, the reduction of 
theory to practice was paced by the availability of the necessary signal-processing technology. 
It took almost twenty years for the full capabilities offered by MTI signal-processing theory to 
be converted into practical and economical radar equipment. The chief factor that made this 
possible was the introduction of reliable. small, and inexpensive digital processing hardware. 
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4.1 INTRODUCTION

The doppler frequency shift [Eq. (3.2)] produced by a moving target may be used in a pulse
radar. just as in the CW radar discussed in Chap. 3, to determine the relative velocity of a
target or to separate desired moving targets from undesired stationary objects (clutter).
Although there are applications of pulse radar where a determination of the target's relative
velocity is made from the doppler frequency shift, the use of doppler to separate small moving
targets in the presense of large clutter has probably been of far greater interest. Such a pulse
radar that utilizes the doppler frequency shift as a means for discriminating moving from fixed
targets is called an MT! (moving target indication) or a pulse doppler radar. The two are based
on the same physical principle, but in practice there are generally recognizable differences
between them (Sec. 4.10). The MTI radar, for instance, usually operates with ambiguous
doppler measurement (so-called hli"d speeds) but with unambiguous range measurement (no
second-t ime-around echoes). The opposite is generally the case for a pulse doppler radar. Its
pulse repetition frequency is usually high enough to operate with unambiguous doppler (no
blind speeds) but at the expense of range ambiguities. The discussion in this chapter, for the
most part, is based on the MTI radar, but much of what applies to MTI can be extended to
pulse doppler radar as well.

MTI is a necessity in high-quality air-surveillance radars that operate in the presence of
clutter. Its design is more challenging than that of a simple pulse radar or a simple CW radar.
An MTI capability adds to a radar's cost and conlplexity and often system designers must
accept compromises they might not wish to make. The basic MTI concepts were introduced
during World War II. and most of the signal processing theory on which MTI (and pulse
doppler) radar depends was formulated during the mid-1950s. However, the reduction of
theory to practice was paced by the availability of the necessary signal-processing technology.
It took almost twenty years for the full capabilities offered by MTI signal-processing theory to
be converted into practical and economical radar equipment. The chief factor that made this
possible was the introduction of reliable, small, and inexpensive digital processing hardware.
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102 INTRODUCTION TO RADAR SYSTEMS 

Description of  operation. A simple CW radar such as was described i n  Sec. 3.2 is shown in 
Fig. 4.10. It consists of a transmitter, receiver, indicator, and the necessary antennas. I n  princi- 
ple, the CW radar may be converted into a pulse radar as shown in Fig. 4.Ih by providing a 
power amplifier and a modulator to turn the amplifier on and off for tllc purpose ofgenerating 
pulses. The chief difference between the pulse radar of Fig. 4 . l h  and the one described in 
Chap. 1 is that a small portion of the CW oscillator power that generates the transmitted 
pulses is diverted to the receiv'er to take the place of the local oscillator. However, this CW 
signal does more than function as a replacement for the local oscillator. I t  acts as tlw collcrent 
reference needed to  detect the doppler frequency shift. By C O I I C ' ~ . L J I I ~  i t  is meant that the pliast: of 
the transmitted signal is preserved in the reference signal. The reference signal is the distin- 
guishing feature of coherent MTI radar. 

If the CW oscillator voltage is represented as A ,  sin 2?/; t ,  WIIL 'TC ..I , is t11c amplitirde and 
.i; the carrier freqi~ency. the reference signal is 

Vr/rFr = A z  sin 27r/; t 

and the doppler-shifted echo-signal voltage is 

Vecho = A ,  sin 2n(,/; + ,/;)t - ----- 
L' 

where A ,  = amplitude of reference signal 
A ,  = amplitude of signal received from a target at a range R ,  
,& = doppler frequency shift 

t = time 
c = velocity of propagation 

The reference signal and the target echo signal are heterodyned in the mixer stage of the 
receiver. Only the low-frequency (difference-frequency) component from the mixer is of inter- 
est and is a voltage given by 

Vdirr = A ,  sin (2?fdt - 
C 

oscillator w 
l ~ e f e r e n c e  signal 

Receiver Ind icator  
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pulse radar using doppler informa- 
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Fig. 4.ta. It consists of a transmitter, receiver, indicator, and the necessary antennas. In princi­
ple, the CW radar may be converted into a pulse radar as shown in Fig. 4.th by providing a
power amplifier and a modulator to turn the amplifier on and offfor the purpose of generating
pulses. The chief difference between the pulse radar of Fig. 4.th and the one described in
Chap. 1 is that a small portion of the CW oscillator power that generates the transmitted
pulses is diverted to the receiv"er to take the place of the local oscillator. However, this CW
signal does more than function as a replacement for the local oscillator. It acts as the coherent
reference needed to detect the doppler frequency shift. By coherent it is meant that the phase of
the transmitted signal is preserved in the reference signal. The reference signal is the distin­
guishing feature of coherent MTI radar.

If the CW oscillator voltage is represented as A 1 sin 2rrt; r, where A 1 is the amplitude and
.r, the ca rrier freq uency. the reference signal is

Vrer = A 1 sin 2rr.f;r
and the doppler-shifted echo-signal voltage is
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where A1 = amplitude of reference signal
A 3 = amplitude of signal received from a target at a range Ro
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t = time
c = velocity of propagation

The reference signal and the target echo signal are heterodyned in the mixer stage of the
receiver. Only the low-frequency (difference-frequency) component from the mixer is of inter­
est and is a voltage given by
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pulse radar using doppler informa­
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Nntc that Itqs. (4.1) to (4 .3)  rcprescnt siiic-wave carriers upon whicli the pulse modulatiori is 
iinposcd. 'I'lle differericc frequency is equal to tlie doppler frequency,fd. For stationary targets 
tlie dopplcr frequcrlcy sliift will be 'ero; Iience Vdirr will not vary with time and may take on 
ariy coilstant value fr-on1 1- . I ,  to - ,(I,, ir~cluding zero. However, when the target is i i i  rtiotioii 
relative to the radar, ,/* lias a value other than zero arid the voltage corresponding to tlie 
dilTcr-cncc freqrrcilcy froin tlie inixer [Eq. (4.3))  will be a functioii of time. 

Ail  cxa r~~p lc  of tile outpt~t  frorn tlie r~lixer wlien the doppler frequency,/; is large compared 
with the reciprocal o f  the pirlse width is showti in Fig. 4.21~. Tlie doppler signal may be readily 
discerrled from tlie information corltairied in a single pulse. If, on the other hand,,/b is small 
compared witli tlie reciprocal of the pulse duration, the pulses will be modulated with an 
aiiiplitude given by Eq. (4 .3 )  (Fig. 4 . 2 ~ )  and many pulses will be needed to extract the doppler 
inforniation. Tlie case illustrated in Fig. 4 . 2 ~  is more typical of aircraft-detection radar, while 
tlie waveform of Fig. 4.2h might be more applicable to a radar whose primary function is the 
detcctioii of extraterrestrial targets such as ballistic missiles or  satellites. Ambiguities in the 
rneasuremerit ofdoppler frequency can occur in the case of the discontinuous measurement of 
Fig. 4 . 2 ~ .  hut not when the measurement is made on the basis of a sing!e pulse. The video 
signals shown in Fig. 4.2 are called bipolar, since they contain both positive and negative 
arnplit udes. 

Movirig targets may be distinguished from stationary targets by observing the video 
output on an A-scope (amplitude vs. range). A single sweep on an A-scope might appear as in 
Fig. 4.3f1. Tliis sweep sliows several fixed targets and two moving targets indicated by the two 
arrows. O n  the basis of a single sweep, rnoving targets cannot be distinguislied from fixed 
targets. ( I t  may be possible to distinguish extended ground targets from point targets by the 
strctcl~irig of the echo pulse. However, this is not a reliable means of discriminating moving 
from fixed targets since some fixed targets can look like point targets, e.g., a water tower. Also, 
sorne moving targets such as aircraft flying in formation can look like extended targets.) 
Successive A-scope sweeps (pulse-repetition intervals) are shown in Fig. 4.3h to e .  Echoes from 
fixed targets rernain constant throughout, but echoes from moving targets vary in amplitude 
from sweep to sweep at a rate corresponding to  the doppler frequency. The superposition of 

( c I 

Figure 4.2 (a )  RF echo pulse train; ( h )  video pulse train for doppler frequency f, > I/?;  (c) video pulse 
train for doppler freuqncy /, < I / T .  
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Note that Eqs. (4.1) to (4.J) represent sine-wave carriers upon which the pulse modulation is
imposed. The difference frequency is equal to the doppler frequencYfd' For stationary targets
the doppler frequency shiftldwill be zero; hence Vdiff will not vary with time and may take on
any constant value from 1-.'1 4 to -/1 4 , including zero. However, when the target is in motion
relative to the radar.!d has a value other than zero and the voltage corresponding to the
difference frequency from the mixer [Eq. (4.3)] will be a function of time.

An example of the output from the mixer when the doppler frequencY!d is large compared
with the reciprocal of the pulse width is shown in Fig. 4.2b. The doppler signal may be readily
discerned from the information contained in a single pulse. If, on the other hand,fd is small
compared with the reciprocal of the pulse duration, the pulses will be modulated with an
amplitude given by Eq. (4.3) (Fig. 4.2c) and many pulses will be needed to extract the doppler
information. The case illustrated in Fig. 4.2c is more typical of aircraft-detection radar. while
the waveform of Fig. 4.2b might be more applicable to a radar whose primary function is the
detection of extraterrestrial targets such as ballistic missiles or satellites. Ambiguities in the
measurement of doppler frequency can occur in the case of the discontinuous measurement of
Fig. 4.2c. hut not when the measurement is made on the basis of a single pulse. The video
signals shown in Fig. 4.2 are called bipolar, since they contain both positive and negative
am plit udes.

Moving targets may be distinguished from stationary targets by observing the video
output on an A-scope (amplitude vs. range). A single sweep on an A-scope might appear as in
Fig. 4.)a. This sweep shows several fixed targets and two moving targets indicated by the two
arrows. On the hasis of a single sweep. moving targets cannot be distinguished from fixed
targets. (It may he possible to distinguish extended ground targets from point targets by the
stretching of the echo pulse. However, this is not a reliable means of discriminating moving
from fixed targets since some fixed targets can lool<. like point targets, e.g., a water tower. Also,
some moving targets such as aircraft nying in formation can look like extended targets.)
Successive A-scope sweeps (pulse-repetition intervals) are shown in Fig. 4.3b to e. Echoes from
fixed targets remain constant throughout. but echoes from moving targets vary in amplitude
from sweep to sweep at a rate corresponding to the doppler frequency. The superposition of
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Figure 4.2 (a) RF echo pulse train; (h) video pulse train for doppler frequency fd > l/T; (c) video pulse
train for dorrler freuqney fd < I/T.



Figure 4.3 (a -e )  Successive sweeps of 
. 

an MTI radar A-scope display (echo 
amplitude as a function of time); 
( f )  superposition of many sweeps; 
arrows indicate position of moving 
targets. 

the successive A-scope sweeps is shown in Fig. 4.3J The moving targets produce, with time, a 
" butterfly" effect on the A-scope. 

Although the butterfly effect is suitable for recognizing moving targets on an A-scope, i t  is 
not appropriate for display on  the PPI. One  method commonly employed to extract doppler 
information in a form suitable for display on the PPI scope is with a delay-line canceler 
(Fig. 4.4). The delay-line canceler acts as a filter to eliminate the d-c component of fixed targets 
and to pass the a-c components of moving targets. The video portion of the receiver is tfividetl 
into two channels. One  is a normal video channel. In the other, the video signal expericnccs a 
time delay equal to one pulse-repetition period (equal to the reciprocal of the pulse-repetition 
frequency). The outputs from the two channels are subtracted from one another. The fixed 
targets with unchanging amplitudes from pulse to pulse are canceled on subtraction. 
flowever, the amplitudes of the moving-target echoes are not constant from piilsc to I > ~ I ~ S C ,  ii11C1 

subtraction results in an uncanceled residue. The output of the subtraction circuit is bipolar 

Figure 4.4 MTI receiver with delay-line canceler. 
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Subtroctor 

c i r cu i t  

104 INTRODUCTION TO RADAR SYSTEMS

(al

{b 1

(c 1

(d)

(of )

(f)

Figure 4.3 (a-e) Successive sweeps of
an MTI radar A-scope display (echo
amplitude as a function of time);
(f) superposition of many sweeps;
arrows indicate position of moving
targets.

the successive A-scope sweeps is shown in Fig. 4.3f The moving targets produce, with time, a
" butterfly" effect on the A-scope.

Although the butterfly effect is suitable for recognizing moving targets on an A-scope, it is
not appropriate for display on the PPI. One method commonly employed to extract doppler
information in a form suitable for display on the PPI scope is with a delay-line cancder
(Fig. 4.4). The delay-line canceler acts as a filter to eliminate the doc component of fixed targets
and to pass the a-c components of moving targets. The video portion of the receiver is divided
into two channels. One is a normal video channel. In the other, the video signal experiences a
time delay equal to one pUlse-repetition period (equal to the reciprocal of the pUlse-repetition
frequency). The outputs from the two channels are subtracted from one another. The fixed
targets with unchanging amplitudes from pulse to pulse are canceled on subtraction.
However, the amplitudes of the moving-target echoes arc not constant from pulse 10 pulse, and
subtraction results in an uncanceled residue. The output of the subtraction circuit is bipolar

Unipolar video

To indicator

Figure 4.4 MTI receiver with delay-line canceler.



MTI A N D  PULSE DOPPLER RADAR 105 

video, just as was tlie input. Uefore bipolar video can intensity-modulate a PPI display, i t  nlusl 
bc cnnvcrtctf to u~iil,otential voltages (unipolar video) by a full-wave rectifier. 

The simple MT1 radar sliown in Fig. 4 . lh  is not necessarily the most typical. The block 
diagram of a rnorc common MTI radar employing a power amplifier is shown in Fig. 4.5. The 
significant differcricc bctwec~i this MTI cotifiguration and that of Fig. 4.1h is the manlier in 
which the reference signal is generated. In Fig. 4.5, the coherent reference is supplied by at1 
oscillator called the c.ollo, which stands for coherent oscillator. The coho is a stable oscillator 
whose frequency is the same as the intermediate frequency used in the receiver. In addition to 
~>sovitli~ig Ilie rcfcrcncc sig~ial. the output of the co1io.f; is also mixed with the local-oscillator 
freqi~cl~cy /, . 'I'llc local oscillatol- rnilst also hc a stahlc oscillator and is callcd strrlo, for sttrhlc 
local oscillator. The RF echo signal is heterodyned with the stalo signal to produce the IF 
sigr~:rl j~rsl ;IS i l l  ! l ~ c  co~ivcr)!io~i;~l srrl~crlictc~~otlyr~c receiver. 7'11~ stnlo, col~o, and the rnixer- i n  
wliicll tlicy arc co~ilbitlcd plus any low-level aniplificatio~i are called the r~ccc~iuc~r~-c.uc~it i~t~ Iw- 
carlsc of tlic dr~al  rolc they scrve in both the receiver and the transmitter. 

I'lic cliaractcristic feature of collcrc~lt MTI radar is that tile transmitted signal must hc 
colicreiit ( in pliase) witli the reference signal in the receiver. This is accomplished in tlie radar 
system diagramed in Fig. 4.5 by generating the transmitted signal from rile coho reference 
sigtial. The function of the stalo is to provide the necessary frequency translation from the IF 
to the transmitted (Kf;) frequency. Altllough the pliase of the stalo influences the phase of the 
transnlitted signal, any stalo phase shift is canceled on reception because the stalo that 
generates the transniitted signal also acts as the local oscillator in the receiver. The reference 
signal from the coho and the I F  echo signal are both fed into a mixer called the pllase dctec-tor.. 
T11e phase detector differs frorn the normal amplitude detector since its output is proportional 
to the phase difference between the two input signals. 

Any one of a number of transmitting-tube types might be used as the power amplifier. 
These iticlirde thc triode, tetrode, klystron, traveling-wave tube, and the crossed-field amplifier. 

Pulse 

Duplexer amplifier 
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Figure4.5 Block diagram of MTI radar with 
power-amplifier transmitter. canceler 
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video, just as was the input. Before bipolar video can intensity-modulate a PPJ display, it must
he converted to unipotential voltages (unipolar video) by a full-wave rectifier.

The simple MTl radar shown in Fig. 4.lb is not necessarily the most typical. The block
diagram of a more common MTI radar employing a power amplifier is shown in Fig. 4.5. The
significant difference betwecn this MTI configuration and that of Fig. 4.11> is the manner in
which the reference signal is generated. In Fig. 4.5, the coherent reference is supplied by an
oscillator called the coho, which stands for coherent oscillator. The coho is a stable oscillator
whose frequency is the same as the intermediate frequency used in the receiver. In addition to
providing the refcrence signal. the output oCthe coho.fc is also mixed with the local-oscillator
fre4ucIlcy I,. Thc local oscillator Illust also be a stable oscillator and is called s(a!o, for s(c/bk

local oscillalor. The RF echo signal is heterodyned with the stalo signal to produce lhe IF
si~naJ ,illsl as in the conventional slIperhetcrodyne receiver. The stalo. coho. and the mixer in
which they arc combined plus any low-level amplification are called the receiver-exci(cr be­
causc of the dual role they serve in hoth the receiver and the transmitter.

The characteristic feature of coherent MTI radar is that the transmitted signal must be
coherent (in phase) with the reference signal in the receiver. This is accomplished in the radar
system diagramed in Fig. 4.5 by generating the transmitted signal from the coho reference
signal. The function of the stalo is to provide the necessary frequency translation from the IF
to the lransmitted (R F) frequency. Although the phase of the stalo influences the phase of the
transmitted signal, any stalo phase shift is canceled on reception because the stalo that
generates the transmitted signal also acts as the local oscillator in the receiver. The reference
signal from the coho and the IF echo signal are both fed into a mixer called the plwse detector.
The phase detector differs from the normal amplitude detector since its output is proportional
to the phase difference between the two input signals.

Anyone of a number of transmitting-tube types might be used as the power amplifier.
These include the triode, tetrode. klystron. traveling-wave tube, and the crossed-field amplifier.

fd
To

delay-line
canceler

~ Coho
-I'-----fc~

Reference signal

Figure 4.5 Block diagram of MTI radar with
power-amplifier transmitter.
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Figure 4.6 Block diagram of MTI radar with power-oscillator transmitter. 

Each of these has its advantages and disadvantages, which are discussed in Chap. 6. A trans- 
mitter which consists of a stable low-power oscillator followed by a power amplifier is 
sometimes called MOPA, which stands for master-oscillator power amplifier. 

Before the development of the klystron amplifier, the only high-power transmitter avail- 
able at microwave frequencies for'radar application was the magnetron oscillator. In an 
oscillator the phase of the RF bears no relationship from pulse to pulse. For this reason the 
reference signal cannot be generated by a continuously running oscillator. However, a coher- 
ent reference signal may be readily obtained with the power oscillztor by readjusting the phase 
of the coho at the beginning of each sweep according to the phase of the transmitted pulse. The 
phase of the coho is locked to the phase of the transmitted pulse each time a pulse is generated. 

A block diagram of an MTI radar (with a power oscillator) is shown in Fig. 4.6. A portion 
of the transmitted signal is mixed with the stalo output to  produce an IF  beat signal whose 
phase is directly related to the phase of the transmitter. This IF  pulse is applied to the coho -1 
and causes the phase of the coho CW oscillation to "lock" in step with the phase of the IF  
reference pulse. The phase of the coho is then related to the phase of the transmitted pi~lse and 
may be used as the reference signal for echoes received from that particular transmitted pulse. 
Upon the next transmission another IF  locking pulse is generated to relock the phase of the 
C W  coho until the next locking pulse comes along. The type of MTI radar illustrated in 
Fig. 4.6 has had wide application. 

Mognetron 
osci l lator 

4.2 DELAY-LINE CANCELERS 

The simple MTI delay-line canceler shown in Fig. 4.4 is an example of a time-domain filter. 
The capability of this device depends on the quality of the medium used iis the delay line. The 

Pulse 
modulotor 

delay line must introduce a time delay equal to the pulse repetition interval. For typical 
ground-based air-surveillance radars this might be several milliseconds. Delay times of this 
magnitude cannot be achieved with practical electromagnetic transmission lines. By convert- 
ing the electromagnetic signal to  an 'acoustic signal it is possible to utilize delay lines of a 

Trigger 
generotor  

106 INTRODUCTION TO RADAR SYSTEMS

Magnetron
oscillator

RF locking pulse

IF locking
pulse

cw reference
signal

To
delay-line
canceler

Figure 4.6 Block diagram of MTI radar with power-oscillator transmitter.

Each of these has its advantages and disadvantages, which are discussed in Chap. 6. A trans­
mitter which consists of a stable' low-power oscillator followed by a power amplifier is
sometimes called MqPA, which stands for master-oscillator power amplifier.

Before the development of the klystron amplifier, the only high-power transmitter avail­
able at microwave frequencies for \radar application was the magnetron oscillator. In an
oscillator the phase of the RF bears no relationship from pulse to pulse. For this reason the
reference signal cannot be generated by a continuously running oscillator. However, a coher­
ent reference signal may be readily obtained with the power oscill~tor by readjusting the phase
of the coho at the beginning of each sweep according to the phase of the transmitted pulse. The
phase of the coho is locked to the phase ofthe transmitted pulse each time a pulse is generated.

A block diagram of an MTI radar (with a power oscillator) is shown in Fig. 4.6. A portion
of the transmitted signal is mixed with the stalo o!Jtput to produce an IF beat signal whose
phase is directly related to the phase of the transmitter. This IF pulse is applied to the coho
and causes the phase of the coho CW oscillation to "lock" in step with the phase of the IF
reference pulse. The phase of the coho is then related to the phase of the transmitted pulse and
may be used as the reference signal for echoes received from that particular transmitted pulse.
Upon the next transmission another IF locking pulse is generated to relock the phase of the
CW coho until the next locking pulse comes along. The type of MTI radar illustrated in
Fig. 4.6 has had wide application.

4.2 DELAY-LINE CANCELERS

The simple MTI delay-line canceler shown in Fig. 4.4 is an example of a time-domain filter.
The capability of this device depends on the quality of the medium used as the delay line. The
delay line must introduce a time delay equal to the pulse repetition interval. For typical
ground-based air-surveillance radars this might be several milliseconds. Delay times of this
magnitude cannot be· achieved with practical electromagnetic transmission lines. By convert­
ing the electromagnetic signal to an 'acoustic signal it is possible to utilize delay lines of a
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reasonable physical length since the velocity of propagation of acoustic waves is about lo-' 
that of electromagnetic waves. After the necessary delay is introduced by the acoustic line, the 
signal is converted back to an electromagnetic signal for further processing. The early acoustic 
delay lines developed during World War 11 used liquid delay lines filled with either water or 
mercury.' Liquid delay lines were large and inconvenient to use. They were replaced in the 
mid-1950s by the solid fused-quartz delay line that used multiple internal reflections to obtain 
a compact device. These analog acoustic delay lines were, in turn supplanted in the early 1970s 
by storage devices based on digital computer technology. The use of digital delay lines requires 
that the output of the MTI receiver phase-detector be quantized into a sequence of digital 
words. The compactness and convenience of digital processing allows the implerfientation of 
more complex delay-line cancelers with filter characteristics not practical with analog 
met hods. 

One of the advantages of a time-domain delay-line canceler as compared to the more 
conventional frequency-domain filter is that a single network operates at all ranges and does 
not require a separate filter for each range resolution cell. Frequency-domain doppler filter- 
banks are of interest in some forms of MTI and pulse-doppler radar. 

Filter characteristics of the delay-line canceler. The delay-line canceler acts as a filter which 
rejects the d-c component of clutter. Because of its periodic nature, the filter also rejects energy 
in the vicinity of the pulse repetition frequency and its harmonics. 

The video signal [Eq. (4.3)] received from a particular target at a range R ,  is 

V,  = k sin (2nfdt - 4,) (4.4) 

where 4o = phase shift and k = amplitude of video signal. The signal from the previous 
transmission, which is delayed by a time T = pulse repetition interval, is 

Vz = k sin [2n&(t - T) - 

Everything else is assumed to.remain essentially constant over the interval T so that k is the 
same for both pulses. The output from the subtractor is 

V =  V ,  - V2 =2k sin nfdTcos 2n& t -- I ( :)-+,I 
It is assumed that the gain through the delay-line canceler is unity. The output from ttie 
canceler [Eq. (4.6)] consists of a cosine wave at  the doppler frequency& with an amplitude 
2k sin nhT: Thus the amplitude of the canceled video output is a function of the doppler 
frequency shift and the pulse-repetition interval, or prf. The magnitude of the relative 
frequency-response of the delay-line canceler [ratio of the amplitude of the output from the 
delay-line canceler, 2k sin (nfd T), to the amplitude of the normal radar video kj is shown in 
Fig. 4.7. 

Frequency 

Figure 4.7 Frequency response of the single delay-line canceler; T = delay time = lfP. 
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reasonable physical length since the velocity of propagation of acoustic waves is about 10- 5

that of electromagnetic waves. After the necessary delay is introduced by the acoustic line, the
signal is converted back to an electromagnetic signal for further processing. The early acoustic
delay lines developed during World War n used liquid delay lines filled with either water or
mercury. 1 Liquid delay lines were large and inconvenient to use. They were replaced in the
mid-1950s by the solid fused-quartz delay line that used multiple internal reflections to obtain
a compact device. These analog acoustic delay lines were, in turn supplanted in the early 19705
by storage devices based on digital computer technology. The use of digital delay lines requires
that the output of the MTI receiver phase-detector be quantized into a sequence of digital
words. The compactness and convenience of digital processing allows the implementation of
more complex delay-line cancelers with filter characteristics not practical with analog
methods.

One of the advantages of a time-domain delay-line canceler as compared to the more
conventional frequency-domain filter is that a single network operates at all ranges and does
not require a separate filter for each range resolution cell. Frequency-domain doppler filter­
banks are of interest in some forms of MTI and pulse-doppler radar.

Filter characteristics of the delay-line canceler. The delay-line canceler acts as a filter which
rejects the d-c component of clutter. Because of its periodic nature, the filter also rejects energy
in the vicinity of the pulse repetition frequency and its harmonics.

The video signal [Eq. (4.3)] received from a particular target at a range Ro is

(4.4)

where tPo = phase shift and k = amplitude of video signal. The signal from the previous
transmission, which is delayed by a time T = pulse repetition interval, is

(4.5)

Everything else is assumed to remain essentially constant over the interval T so that k is the
same for both pulses. The output from the subtractor is

V = VI - V2 = 2k sin 7tfd T cos [27tfd ( t - ~) - tPo] (4.6)

It is assumed that the gain through the delay-line canceler is unity. The output from the
canceler [Eq. (4.6)] consists of a cosine wave at the doppler frequency f4 with an amplitude
2k sin nfAT: Thus the amplitude of the canceled video output is a function of the doppler
frequency shift and the pulse-repetition interval, or prf. The magnitude of the relative
frequency-response of the delay-line canceler [ratio of the amplitude of the output from the
delay-line canceler, 2k sin (7th T), to the amplitude of the normal radar video k] is shown in
Fig. 4.7.

(
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Figure 4.7 Frequency response of the single delay-line canceler; T = delay time = llf".
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Blind speeds. The response of the single-delay-line canceler will be zero whenever the argu- 
ment ?/; T in the amplitude factor of Eq. (4.6) is 0, rr, 2n, . .., etc., or when 

where r l  = 0, 1, 2, . . . , and j, = pulse repetition frequency. The delay-line canceler not orlly 
eliminates the d-c component caused by clutter (n = O ) ,  but unfortunately i t  also rejects any 
moving target whose doppler frequency happens to be the same as the prf or  a mt~ltiple 
thereof. Those relative target velocities which result in zero MTI response are called hl i~ ld  
S I I L ~ L Y ~ S  and are given by 

nll nllfp v = - = -  
" 2 T  2 

n =  l , 2 ,  3, ... 

where 17, is the nth blind speed. If J. is measured in meters,.fp in Hz, and the relative velocity in 
knots, the blind speeds are , , 

The blind speeds are one of the limitations of pulse MTI radar which d o  not occur with 
C W  radar. They are present in pulse radar because doppler is measured by discrete samples - 
(pulses) a t  the prf rather than continuously. If the first blind speed is to  be greater than the 
maximum radial velocity expected from the target, the product ,Ifp must be large. Thus the 
MTI radar must operate at long wavelengths (low frequencies) or  with high pulse repet~tion 
frequencies, or both. Unfortunately, there are usually constraints other than blind speeds 
which determine the wavelength and the pulse repetition frequency. Therefore blind speeds 
might not be easy to avoid. Low radar frequencies have the disadvantage that antenna beam- 
widths, for a given-size antenna, are wider than at the higher frequencies and would not be 
satisfactory in applications where angular accuracy o r  angular resolution is important. The 
pulse repetition frequency cannot always be varied over wide limits since i t  is primar~ly 
determined by the unambiguous range requirement. In Fig. 4.8, the first blind speed 1 1 ,  IS 

plotted as a function of  the maximum uniimbiguous range (Rundmb = c7/2),  with radar 
frequency as the parameter. If the first blind speed were 600 knots, the maximum unambiguous 
range would be 130 nautical miles at  a frequency of 300 MHz (UHF),  13 nautical miles at 
3000 MHz ( S  band), and 4 nautical miles at 10,000 MHz (X band). Since commercial jet 
aircraft have speeds of the order of 600 knots, and military aircraft even higher, blind speeds in 
the MTI radar can be a serious limitation. , 

In practice, long-range MTI radars that operate in the region of L or  S band or  higher and 
are primarily designed for the detection of aircraft must usually operate with ambiguous 
doppler and blind speeds if they are to operate with unambiguous range. The presence of h l~nd 
speeds within the doppler-frequency band reduces the detection capabilities of the radar. Blind 
speeds can sometimes be traded for ambiguous range, so  that in systems applications which 
require good MTI performance, the first blind speed might be placed outside the range of 
expected doppler frequencies if ambiguous range can be tolerated. (Pulse-doppler radars 
usually operate in this manner). As will be described later, the effect of blind speeds can be 
significantly reduced, without incurring range ambiguities, by operating with more than one 
pulse repetition frequency. This is called a staggered-prfMT1. Operating at more than one K F  
frequency can also reduce the effect of blind speeds. 
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Blind speeds. The response of the single-delay-line canceler will be zero whenever the argu­
ment rrJj T in the amplitude factor of Eq. (4.6) is 0, n, 2n, ... , etc., or when

(4.7)

where II = 0, 1, 2, ... , and j~ = pulse repetition frequency. The delay-line cancela not only
eliminates the d-c component caused by clutter (n = 0), but unfortunately it also rejects any
moving target whose doppler frequency happens to be the same as the prf or a multiple
thereof. Those relative target velocities which result in zero MTI response are called hlilld
speeds and are given by

n = 1, 2, 3, ... (4.8)

where I'n is the nth blind speed. If Ais measured in meters,fp in Hz, and the relative velocity in
knots, the blind speeds are

(4.9)

The blind speeds are one of the limitations of pulse MTI radar which do not occur with
CW radar. They are present in pulse radar because doppler is measured by discrete samples
(pulses) at the prf rather than continuously. If the first blind speed is to be greater than the
maximum radial velocity expected from the target, the product AJp must be large. Thus the
MTI radar must operate at long wavelengths (low frequencies) or with high pulse repetition
frequencies, or both. Unfortunately, there are usually constraints other than blind speeds
which determine the wavelength and the pulse repetition frequency. Therefore blind speeds
might not be easy to avoid. Low radar frequencies have the disadvantage that antenna beam­
widths, for a given-size antenna, are wider than at the higher frequencies and would not be
satisfactory in applications where angular accuracy or angular resolution is important. The
pulse repetition frequency cannot always be varied over wide limits since it is primarily
determined by the unambiguous range requirement. In Fig. 4.8, the first blind speed III is
plotted as a function of the maximum unambiguous range (Runamb = c1f2), with radar
frequency as the parameter. If the first blind speed were 600 knots, the maximum unambiguous
range would be 130 nautical miles at a frequency of 300 MHz (UHF), 13 nautical miles at
3000 MHz (5 band), and 4 nautical miles at 10,000 MHz (X band). Since commercial jet
aircraft have speeds of the order of 600 knots, and military aircraft even higher, blind speeds in
the MTI radar can be a serious limitation, ."

In practice, long-range MTI radars that operate in the region of Lor 5 band or higher and
are primarily designed for the detection of aircraft must usually operate with ambiguous
doppler and blind speeds if they are to operate with unambiguous range. The presence of blind
speeds within the doppler-frequency band reduces the detection capabilities of the radar. Blind
speeds can sometimes be traded for ambiguous range, so that in systems applications which
require good MTI performance, the first blind speed might be placed outside the range of
expected doppler frequencies if ambiguous range can be tolerated. (Pulse-doppler radars
usually operate in this manner). As.will be described later, the effect of blind speeds can be
significantly reduced, without incurring range ambiguities, by operating with more than one
pulse repetition frequency. This is called a staggered-prJMTI. Operating at more than one RF
frequency can also reduce the effect of blind speeds.
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Figure 4.8 Plot of MTI radar first blind speed as a function of maximum unambiguous range. 

Double cancellation. The frequency response of a single-delay-line canceler (Fig. 4.7) does not 
always have as broad a clutter-rejection null as might be desired in the vicinity of d-c. The 
clutter-rejection notches may be widened by passing the output of the delay-line canceler 
through a second delay-line canceler as shown in Fig. 4 . 9 ~ .  The output of the two single-delay- 
line cancelers in cascade is the square of that from a single canceler. Thus the frequency 
response is 4 sin2 nfd T. The configuration of Fig. 4 . 9 ~  is called a double-delay-line canceler, or 
simply a do~rhle cartccler. The relative response of the double canceler compared with that of a 
single-delay-line canceler is shown in Fig. 4.10. The finite width of the clutter spectrum is also 
shown in this figure so as to illustrate the additional cancellation of clutter offered by the 
double canceler. 

The two-delay-line configuration of Fig. 4.9b has the same frequency-response character- 
istic as the double-delay-line canceler. The operation of the device is as follows. A signal f ( t )  is 
inserted into the adder along with the signal from the preceding pulse period, with its ampli- 
tude weightkd by the factor - 2, plus the signal from two pulse periods previous. The output of 
the adder is therefore 

/ ( t )  - 2 f ( t  + T )  +f ( t  + 2T) 

Input - Output 

( a  1 

Input Output 

-2 

Figure 4.9 (a) Double-delay-iine canceler; (h )  three-pulse canceler. 
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Figure 4.8 Plot of MTI radar first blind speed as a function of maximum unambiguous range.

Uouble cancellation. The frequency response of a single-delay-line canceler (Fig. 4.7) does not
always have as broad a clutter-rejection null as might be desired in the vicinity of d-c. The
clutter-rejection notches may be widened by passing the output of the delay-line canceler
through a second delay-line canceler as shown in Fig. 4.9a. The output of the two single-delay­
line cancelers in cascade is the square of that from a single canceler. Thus the frequency
response is 4 sin 2 nfd T. The configuration of Fig. 4.9a is called a double-delay-line canceler, or
simply a dOlllJle callceler. The relative response of the double canceler compared with that of a
single-delay-line canceler is sho\yn in Fig. 4.10. The finite width of the clutter spectrum is also
shown in this figure so as to illustrate the additional cancellation of clutter offered by the
double canceler.

The two-delay-line configuration of Fig. 4.9b has the same frequency-response character­
istic as the double-delay-line canceler. The operation of the device is as follows. A signalf(t) is
inserted into the adder along with the signal from the preceding pulse period, with its ampli­
tude weighted by the factor - 2, plus the signal from two pulse periods previous. The output of
the adder is therefore

f(t) - ~f(t + T) + f(t + 2T)

Input
-~-~

Delay line T=l/fp
Output

(a)

Output
Deloy line T = tlfp t--------...---i----l"Delay line T= llfp 1---'-~-1

Input--
(b)

Figure 4.9 (a) Double-delay-line canceler; (b) three-pulse canceler.
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Figure 4.10 Relative frequency response of the single-delay-line canceler (solid curve) aqd the double- 
delay-line canceler (dashed curve). Shaded area represents clutter spectrum. 

which is the same as the output from the double-delay-line canceler. 

f (t) - f (t + T) -f (t + T) +f (t + 2T) 

This configuration is commonly called the three-pulse canceler. 

Transversal filters The three-pulse canceler shown in Fig. 4.9b is an example of a trar~soersal 
filter. Its general form with N pulses and N - 1 delay lines is shown in Fig. 4.1 1. It is also 
sometimes known as afeedforwardfilter, a nonrecursioefilter, afinite memoryfilter or a tapped 
delay-linefilter. The weights wf for a three-pulse canceler utilizing two delay lines arranged as a 
transversal filter are 1. -2, 1. The,frequency response function is proportional to sin2 n/,T. 
A transversal filter with three delay lines whose weights are 1, - 3, 3, - 1 gives a sin3 nfdT 
response. This is a four-pulse'canceler. Its response is equivalent to a triple canceler consisting 
of a cascade of three singledelay-line cancelers. (Note the potentially confusing nomenclature. 
A cascade configuration of three delay line's, each connected as a single canceler, is called 
a triple canceler, but when connected as a transversal filter it is called a jbur-pulse canceler.) 

d 
The weights for a transversal filter with n delay lines that gives a response sinn n ,  T are the 
coefficients of the expansion of (1 - x)", which are the binomial coefficients with alternating 
signs : 

Input - - 
Delay Delay ...- Delay 

T2 
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T3 
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, 
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T~ 
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I Fipre dl 1 General form of a trans- 

versal (or nonrecursive) filter for MTI 
Output signal processing. 

110 INTRODUCTION TO RADAR SYSTEMS

Clutter fOldover~

/' "I "-
/ \

/ \
/ \

/ \
/ \

/ \

tp =Yr
Frequency

Single
concellotion

Clutter
spectrum

/'
I

I
/

/ Double \
/ concellotion--"'"

I \
I \

1.0
<I.l
~ 0.8
o
0.:a 0.6
L..

.~ 0.4­o£ 0.2
O~L- l- ~II'l.a:~--_L-_-_.rLAJ/Lll.:..:L--

o

Figure 4.10 Relative frequency response of the single-delay-line canceler (solid curve) al}d the double­
delay-line canceler (dashed curve). Shaded area represents clutter spectrum.

which is the same as the output from the double-delay-line canceler.

f(t) - f(t + T) - f(t + T) + f(t + 2T)

This configuration is commonly called the three-pulse canceler.

Transversal'tnters. The three-pulse canceler shown in Fig. 4.9b is an example of a transversal
filter. Its general form with N pulses and N - 1 delay lines is shown in Fig. 4.11. It is also
sometimes known as afeedforward filter, a nonrecursive filter, afinite memory filter or a tapped
delay-line filter. The weights WI for a three-pulse canceler utilizing two delay lines arranged as a
transversal filter are 1, - 2, 1. The/requency response function is proportional to sin 2 nh T.
A transversal filter with three delay lines whose weights are 1, - 3, 3, - 1 gives a sin 3 nfdT
response. This is a four-pulse·canceler. Its response is e~uivalent to a triple canceler consisting
of a cascade of three single-delay-line cancelers. (Note the potentially confusing nomenclature.
A cascade configuration of three delay lines, each con,nected as a single canceler, is called
a triple canceler, but when connected as a transversal filter it is called a four~pulse canceler.)
The weights for a transversal filter with n delay lines that gives a response sin" nf" T are the
coefficients of the expansion of (1 - xY'. which are the bi~omial coefficients with alternating
sIgns:

( }
1-1 n!

Wj= -1 (n-i+l}!(i-l)!' i = 1, 2, ... , n + 1 (4.10)

Input

Summer

Output

Figure 4.11 General form of a trans­
versal (or nonrecursive) filter for MTI
signal processing.



MTI A N D  PUL23E.DOPPLER RADAR 111 

Tlie transversal filter with alterriating binomial weights is closely related to the filter 
which maximizes the average of the ratio I, = (S/C),,,/(S/C)i,, where (SIC),,, is the signal-to- 
clutter ratio at the output of the filter, and (S/C)i, is the signal-to-clutter ratio at the i n p ~ t . ~ . ~  
Tlie average is taken over the range of doppler frequencies. This criterion was first formulated 
in a limited-distribution report by E rne r~on .~  Tfie ratio I, was called in theearly literature the 
refcretrce gclit~, but i t  is now called the intprovernent factor for clutter. It is independent of the 
target velocity atid depends only on the weights w i ,  the autocorrelation function (or power 
spectrum) describing the clutter, arid the number of pulses. For the two-pulse canceler (a single 
delay lirie). the optirnurn weights based on the above criterion are the same as the binomial 
weights, when the clutter spectrum is represented by a gaussian f ~ n c t i o n . ~  The difference 
between a tratisversal filter with optimal weights and one with binomial weights for a three- 
pulse cariceler (two delay lines) is less than 2 dB.4.5 The difference is also small for higher- 
order cancelers. Tlius the improvement obtained with optimal weights as compared with 
binoniial weigl~ts is relatively small. This applies over a wide range of clutter spectral widths. 
Similarly. i t  is fouiid that tile use of a criterion which maximizes the clutter attenuation (ratio 
of i i l i ' i ~ t  cluttcr power to tllc output clutter power) is also well approximated by a transversal 
filter wi th  binomial weights of alternating sign when the clutter spectrum can be represented 
by a gairssian function whose spectral width is small compared to the pulse repetition 
frequency.' Tlius the delay line cancellers with response sin" nfd Tare  "optimum" in the sense 
that they approximate the filters which maximize the average signal-to-clutter ratio or 
the average clutter attentuation. It also approximates the filter which maximizes the probabil- 
i ty  of detection for a target at the midband doppler frequency or its  harmonic^.^ 

In spite of the fact that such filters are "optimum" in several senses as mentioned above, 
they do  not necessarily have characteristics that are always desirable for an MTI filter. The 
notches at dc, at the prf, and the harmonics of the prf are increasingly broad with increasing 
number of delay lines. Although added delay lines reduce the clutter, they also reduce the 
number of moving targets detected because of the narrowing of the passband. For example, if 
the - 10 dB response of the filter characteristic is taken as the threshold for detection and if 
the targets are distributed uniformly across the doppler frequency band, 20 percent of all 
targets will be rejected by a two-pulse canceler (single delay-line canceler), 38 percent will be 
rejected by a three-pulse canceler (double canceler), and 48 percent by a four-pulse canceler 
(triple canceler). These filters might be "optimum" in that they satisfy the specified criterion, 
but the criterion might not be the best for satisfying MTI requirements. (Optimum is not a 
synonym for bes t ;  it means the best under the given set of assumptions.) Maximizing the 
signal-to-clbtter ratio over all doppler frequencies, which leads to the binomial weights and 
sinn njd T filters, is not necessarily a pertinent criterion for design of an MTI filter since this 
criterion is independent of the target signal  characteristic^.^-^ It would seem that the MTI 
filter should be shaped to reject the clutter at d-c and around the prf and its harmonics, but 
have a flat response over the region where no clutter is expected. That is, it would be desirable 
to have the freedom to shape the filter response, just as with any conventional filter. 

The transversal, or nonrecursive, filter of Fig. 4.11 can be designed to achieve filter 
responses suitable for MT17-'O but a relatively large number of delay lines are needed for 
filters with desirable characteristics. An N - 1 delay-line canceler requires N pulses, which sets 
a restriction on the radar's pulse repetition frequency, beamwidth, and antenna rotation rate, 
or dwell time. 

Figure 4.1226 shows the amplitude response for (1) a classical three-pulse canceler with 
sin2 nfd T response, (2) a five-pulse "optimum " canceler designed to maximize the improve- 
ment factor3 and (3) a 15-pulse canceler with a Chebyshev filter characteristic. (The amplitude 

N 

is normalized by dividing the output of each tap by the square root of w:, where 
I -  I 
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The transversal filter with alternating binomial weights is closely related to the filter
which maximizes the average of the ratio Ie = (SjC)outj(SjC)in, where (SjC)OU! is the signal-to­
clutter ratio at the output of the filter, and (SIC);n is the signal-to-clutter ratio at the input. 3

•
4

The average is taken over the range of doppler frequencies. This criterion was first formulated
in a limited-distribution report by Emerson. 5 The ratio Ie was called in the early literature the
referellce gaill, but it is now called the improvement factor for clutter. It is independent of the
target velocity and depends only on the weights Wi, the autocorrelation function (or power
spectrum) describing the clutter, and the number of pulses. For the two-pulse canceler (a single
delay line). the optimum weights based on the above criterion are the same as the binomial
weights. when the clutter spectrum is represented by a gaussian function. 6 The differenc~

between a transversal filter with optimal weights and one with binomial weights for a three­
pulse canceler (two delay lines) is less than 2 dB.4

.
5 The difference is also small for higher­

order cancelers. Thus the improvement obtained with optimal weights as compared with
binomial weights is relatively small. This applies over a wide range of clutter spectral widths.
Similarly. it is found that the use of a criterion which maximizes the clutter attenuation (ratio
of input clutter power to the output clutter power) is also well approximated by a transversal
filter with binomial weights of alternating sign when the clutter spectrum can be represented
hy a gaussian function whose spectral width is small compared to the pulse repetition
frequency.7 Thus the delay line cancellers with response sin" 1tfd Tare" optimum" in the sense
that they approximate the filters which maximize the average signal-to-clutter ratio or
the average clutter attentuation. It also approximates the filter which maximizes the probabil­
ity of detection for a target at the midband doppler frequency or its harmonics.6

In spite of the fact that such filters are" optimum" in several senses as mentioned above,
they do not necessarily have characteristics that are always desirable for an MTI filter. The
notches at dc, at the prf, and the harmonics of the prf are increasingly broad with increasing
number of delay lines. Although added delay lines reduce the clutter, they also reduce the
number of moving targets detected because of the narrowing of the passband. For example, if
the -10 dB response of the filter characteristic is taken as the threshold for detection and if
the targets are distributed uniformly across the doppler frequency band, 20 percent of all
targets will be rejected by a two-pulse canceler (single delay-line canceler), 38 percent will be
rejected by a three-pulse canceler (double canceler), and 48 percent by a four-pulse canceler
(triple canceler). These filters might be "optimum" in that they satisfy the specified criterion,
but the criterion might not be the best for satisfying MTI requirements. (Optimum is not a
synonym fo.r best; it means the best under the given set of assumptions.) Maximizing the
signal-to-clutter ratio over all doppler frequencies, which leads to the binomial weights and
sin" 1tjd T filters, is not necessarily a pertinent criterion for design of an MTI filter since this
criterion is independent of the target signal characteristics.3

- 5 It would seem that the MTI
filter should be shaped to reject the clutter at d-c and around the prf and its harmonics, but
have a flat response over the region where no clutter is expected. That is, it would be desirable
to have the freedom to shape the filter response, just as with any conventional filter.

The transversal, or nonrecursive, filter of Fig. 4.11 can be designed to achieve filter
responses suitable for MTI 7- 1o but a relatively large number of delay lines are needed for
filters with desirable characteristics. An N - 1 delay-line canceler requires N pulses, which sets
a restriction on the radar's pulse repetition frequency, beamwidth, and antenna rotation rate,
or dwell time.

Figure 4.1226 shows the amplitude response for (1) a classical three-pulse canceler with
sin 2 rrf& T response, (2) a five-pulse" optimum" canceler designed to maximize the improve­
ment factor 3 and (3) a I5-pulse canceler with a Chebyshev filter characteristic. (The amplitude

N

is normalized by dividing the output of each tap by the square root of L wl, where
/'" I
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1 Frequency 

Figure 4.12 Amplitude responses for three MTI delay-line cancelers. (1) Classical three-pulse canceler, 
(2) five-pulsedelay-linecanceler with "optimum" weights, and (3) 15-pulse Chebyshev design. (Afrer Ilours 
and B ~ r l a g e . ~ ~ )  

wi = weight at the ith tap.) A large number of delay lines are seen to be required of a 
nonrecursive canceler if highly-shaped filter responses are desired. It has been ~uggested, '~ 
however, that even with only a five-pulse canceler, a five-pulse Chebyshev design provides 
significantly wider bandwidth 'than the-five-pulse " optimum " design. To  achieve the wider 
band the Chebyshev design has a lower improvement factor (since it is not " optimum "), but in 
many cases the trade is worthwhile especially if the clutter spectrum is narrow. However, when 
only a few pulses are available f ~ r ' ~ r o c e s s i n ~  there is probably little that can be done to 
control the shape of the filter dharskteriitic. Thus, there is not much to be gained in trying to 
shape the nonrecursive filtkr response for three- or four-pulse cancelers other than to use the 
classical sin2 or sin3 response of the :' optimum " canceler. 

The N-pulse nonrecursive delay-line canceler allows the designer N zeros for synthesizing 
the frequency response. The result is that many delay lines are required for.highly-shaped filter 
responses. There are limits to the' number of delay lines (and pulses) that can be emplcycd. 
Therefore other approaches to MTI filter implementation are sometimes desired. 

Shaping the frequency resporrs;   on recursive filters employ only feedforward loops. If feed- 
back loops are used, as well as feedforward loops, each delay line can provide one pole as well 
as one zero for increased design flexibility. The canonical configuration of a time-domain filter 
with feedback as well as feedforward loops is illustrated in Fig. 4.13. When feedback loops are 

' I '  

Figure 4.13 Canonical-configuration comb filter. (Afrer White and Ruvin,l IRE Natl. Conv. Record.) 
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Figure 4.12 Amplitude responses for three MTI delay-line cancelers. (1) Classical three-pulse canceler,
(2) five-pulse delay-line canceler with "optimum" weights, and (3) IS-pulse Chebyshev design. (Afler Houts
and Burlage.26 )

Wj = weight at the ith tap.) A large number of delay lines are seen to be required of a
nonrecursive canceler if highly-shaped filter responses are desired. It has been suggested,26
however, that even with only a five,.pulse c'anceler, a five-pulse Chebyshev design provides
significantly wider bandwidth'tha'n the'five-pulse" optimum" design. To achieve the wider
band the Chebyshev design has"a lower improvement factor (since it is not" optimum "), but in
many cases the trade is worthwhile especially if the clutter spectrum is narrow. However, when
only a few pulses are available fo'i' processing ~here is probably little that can be done to
control the shape of the filter Cluiracteristic. Thus, there is ~ot much to be gained in trying to
shape the nonrecursive filter response fOf three- or four-pulse cancelers other than to use the
classical sin2 or sin3 response' of the ," optimum ·'canceler.

The N-pulse nonrecufsive delay-line canceler allows the designer N zeros for synthesizing
the frequency response. The result is that many delay lines are required for.highly-shaped filter
responses. There are limits to the' n'umber of delay lines (and pulses) that can he emplGyed,
Therefore other approaches to MTlfilter implementation are sometimes desired.

Shaping the frequency respons~ Nonrecursive filters employ only feed forward loops. If feed­
back loops are used, as well as feedfcirwaid'loops, each delay line can provide one pole as well
as one zero for increased design flexibility. The canonical configuration of a time-domain filter
with feedback as well as feed forWard loops is illustrated in Fig. 4.13. When feedback loops are

. t I •

Vout

Figure 4.13 Canonical-configuration comb filter. (After White and Ruvin,2 IRE Natl. Conv. Record.)



used tile filter is called rectrrsive. Using the Z-trarisform as the basis for design it is possible in 
principle to synthesize almost any frequency-response f ~ n c t i o n . ~ ~ " - ' ~  

Ttie canoriical configuration is useful for conceptual purposes, but it may not always be 
desirable to design a filter in this manner. White and Ruvin2 state that the canonical 
configuration may be broken into cascaded sections, no section having more than two delay 
elements. Thus no feedback or  feedforward path need span more than two delay elements. This 
type of corifiguratiorl is sometimes preferred to  the canonical configuration. 

The synthesis technique described by White and Ruvin may be applied with any k~iown 
low-pass filter characteristic, whether it is a Butterworth, Chebyshev, or  Bessel filter or  one of 
the filters based on the elliptic-function transformatibn which has equal ripple in the rejection 
band as well as in the passband. An example of the use of these filter characteristics applied to 
the design of a delay-line periodic filter is given in either of White's Consider the 
frequency-response characteristic of a three-pole Chebyshev low-pass filter having 0.5 dB  
ripple in the passband (Fig. 4.14). The three different delay-line-filter frequency-response char- 
acteristics shown in Fig. 4.14b to  d were derived from the low-pass filter characteristic of 
Fig. 4.14a. This type of filter characteristic may be obtained with a single delay line in cascade 
with a double delay line as shown in Fig. 4.15. The weighting factors shown on  the feedback 
paths apply to  tile characteristic of Fig. 4 . 1 4 ~ .  

Tile additional degrees of freedom available in the design of recursive delay-line filters 
offer a steady-state response that is superior to  that of comparable nonrecursive filters. How- 
ever ttie feedback loops in the recursive filter result in a poor transient response. The presence 

Angular frequency, w 
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Figure 4.14 (a)  Three-pole Chebyshev low-pass filter 
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uscd tile filtcr is callcd recursive. Usingthc Z-lransformas the basis for design it is possible in
principle to synthesize almost any frequency-response function.2.11-13

The canonical configuration is uscful for conceptual purposes, but it may not always be
desirable to design a filter in this manner. White and Ruvin2 state that the canonical
configuration may be broken into cascaded sections, no section having more than two delay
elements. Thus no feedback or feed forward path need span more than two delay elements. This
type of configuration is sometimes preferred to the canonical configuration.

The synthesis technique described by White and Ruvin may be applied with any known
low-pass filter characteristic, whether it is a Butterworth, Chebyshev, or Bessel filter or one of
the filters based on the elliptic-function transformation which has equal ripple in the rejection
band as well as in the passband. An example of the use of these filter characteristics applied to
the design of a delay-line periodic filter is given in either of White's papers.2,12 Consider the
frequency-response characteristic of a three-pole Chebyshev low-pass filter having 0.5 dB
ripple in the passband (Fig. 4.14). The three different delay-line-filter frequency-response char­
acteristics shown in Fig. 4.14b to d were derived from the low-pass filter characteri~tic of
Fig. 4.14a. This type of filter characteristic may be obtained with a single delay line in cascade
with a double delay line as shown in Fig. 4.15. The weighting factors shown on the feedback
paths apply to the characteristic of Fig. 4.14c.

The additional degrees of freedom available in the design of recursive delay-line filters
offcr a steady-state response that is superior to that of comparable nonrecursive filters. How­
ever the feedback loops in the recursive filter result in a poor transient response. The presence
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Figure 4.15 Form of the delay-line filter required to achieve the characteristic of Fig. 4 . 1 4 ~ .  

of large clutter returns can effectively appear as a large step input to the filter with the result 
that severe ringing is produced in the filter output. The ringing can mask the target signal until 
the transient response dies out. In the, usual surveillance radar application, the number of 
pulses from any target is limited, hence the operation of an MTI filter is almost always in the 
transient state for most recursive filters.16 It has been said that a frequency response character- 
istic with steep sides might allow 15 to 30 or more pulses to be generated at the filter output 
because of the feedback.14 This might make the system unusable in situations in the presence ^ i 

.i 
of large discrete clutter, and where interference from nearby radars or intentional jamming is 
encountered. The poor transient response might also be undesirable in a radar with a step-scan 
antenna (as in a phased array), since these extra pulses might have to be gated out after the 
beam is moved to a new position, In the step-scan antenna it has been suggested that the 
undesirable transient effects can be mitigated by using the initial return from each new beam 
position, or an average of the first few returns, to apply initial conditions to the MTI filter for 

- - 

processing the remaining returns from that position.15 The clutter returns can be approxi- 
mated by a step-input equal in magnitude to the first return for that beam position so that the 
steady-state values that would normally appear in the filter memory elements after an 
infinitely long sequence of these inputs can be immediately calculated and loaded into the filter 
to suppress the transient response. 

Although the undesirable transient effects of a recursive filter can be reduced to some 
extent, other approaches to MTI filtering are often desired. One alternative the designer has 
available is the use of multiple pulse-repetition frequencies for achieving the desired MTI filter 
characteristics, as described next. 

4.3 MULTIPLE, OR STAGGERED, PULSE REPETITION 
F R E Q U E N C ~ S ~ ,  17-22'8 1.82 

The use of more than one pulse repetition frequency offers additional flexibility in the design of 
MTI doppler filters. It not only reduces the effect of the blind speeds [Eq. (4.8)], but it also 
allows a sharper low-frequency cutoff in the frequency response than might be obtained with a 
cascade of single-delay-line cancelers with sinn nf,Tresponse. 

The blind speeds of two independent radars operating at the same frequency will be 
different if their pulse repetition frequencies are different. Therefore, if one radar were " blind " 
to moving targets, it would be unlikely that the other radar would be " blind" also. Instead of 
using two separate radars, the same result can be obtained with one radar which time-shares 
its pulse repetition frequency between two or more different values (multiple prf's). The pulse 
repetition frequency might be switched every other scan or every time the antenna is scanned a 
half beamwidth, or the period might be alternated on every other pulse. When the switching is 
pulse to pulse, it is known as a staggered prf. 

An example of the composite (average) response of an MTI radar operating with two 
separate pulse repetition frequencies on a time-shared basis is shown in Fig. 4.16. The pulse 
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Figure 4.15 Form of the delay-line filter required to achieve the characteristic of Fig. 4.14c.

of large clutter returns can effectively appear as a large step input to the filter with the result
that severe ringing is produced in the filter output. The ringing can mask the target signal until
the transient response dies out. In the. usual surveillance radar application, the number of
pulses from any target is limited, hence 'the operation of an MTI filter is almost 'always in the
transient state for most recursive filters. 16It has been said that a frequency response character­
istic with steep sides might allow 15 to 30 or more pulses to be generated at the filter output
because of the feedback. 14 This might make the system unusable in situations in the presence
of large discrete clutter, and where interference from nearby radars or intentional jamming is
encountered. The poor transient response might also be undesirable in a radar with a step-scan
antenna (as in a phased array), since these extra pulses might have to be gated out after the
beam is moved to a new position. In the step-scan antenna it has been suggested that the
undesirable transient effects can be mitigated by using the initial return from each new beam
position, or an average of the first few returns, to apply initial conditions to the MTI filter for
processing the remaining returns from that position. 15 The clutter returns can be approxi­
mated by a step-input equal in magnitude to the first return for that beam position so that the
steady-state values that would normally appear in the filter memory elements after an
infinitely long sequence of these inputs can be immediately calculated and loaded into the filter
to suppress the transient response.

Although the undesirable transient effects of a recursive filter can be reduced to some
extent, other approaches to MTI filtering are often desired. One alternative the designer has
available is the use of multiple pulse-repetition frequencies for achieving the desired MTI filter
characteristics, as described next.

4.3 MULTIPLE, OR STAGGERED, PULSE REPETITION
FREQUENCIES8,1 7-22,81,82

The use of more than one pulse repetition frequency offers additional flexibility in the design of
MTI doppler filters. It not only reduces the effect of the blind speeds [Eq. (4.8)], but it also
allows a sharper low-frequency cutoff in the frequency response than might be obtained with a
cascade of single-delay-line cancelers with sin" 1tfdT response.

The blind speeds of two independent radars operating at the same frequency will be
different if their pulse repetition frequencies are different. Therefore, if one radar were" blind"
to moving targets, it would be unlikely that the other radar would be" blind" also. Instead of
using two separate radars, the same result can be obtained with one radar which time-shares
its pulse repetition frequency between two or more different values (multiple prf's). The pulse
repetition frequency might be switched every other scan or every time the antenna is scanned a
half beamwidth, or the period might be alternated on every other pulse. When the switching is
pulse to pulse, it is known as a staggered prf..

An example of the composite (average) response of an MTI radar operating with two
separate pulse repetition frequencies on a time-shared basis is shown in Fig. 4.16. The pulse
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Figure 4.16 (a) Frequency-response of a single-delay-line canceler for f, = 1/T,; ( b )  same for fp = l/Tz; 
(c) composite response with TIIT, = $ .  

repetition frequencies are in the ratio of 5 : 4. Note that the first blind speed of the composite 
response is increased several times over what it would be for a radar operating on only a single 
pulse repetition frequency. Zero response occurs only when the blind speeds of each prf 
coincide. In the example of Fig. 4.16, the blind speeds are coincident for 4/Ti = SIT2. 
Although the first blind speed may be extended by using more than one prf, regions of low 
sensitivity might appear within the composite passband. 

The closer the ratio TI : T2 approaches unity, the greater will be the value of the first blind 
speed. However, the first null in the vicinity of fd = l/Tl becomes deeper. Thus the choice of 
T, /T2 is a compromise between the value of the first blind speed and the depth of the nulls 
within the filter pass band. The depth of the nulls can be reduced and the first blind speed 
increased by operating with more than two interpulse periods. Figure 4.17 shows the response 
of a five-pulse stagger (four periods) that might be used with a long-range air traffic control 
radar.' In this example the periods are in the ratio 25 : 30 : 27 : 31 and the first blind speed is 
28.25 times that of a constant prf waveform with the same average period. If the periods of the 
staggered waveforms have the relationship nl  /TI = n2 /& = . = nN/TN, wherenl,n2, ..., n~ 
are integers, and if U B  is equal to the first blind speed of a nonstaggered waveform with a 

MTJ AND PULSE DOPPLER RADAR 115

w 1.0
V1

60.8-
0.

~ 0.6

.~ 0.4
0

di 0.2
n:

0
3/T, 4/T,0 liT, 21T,

rrequellcy

(a)

lO-
w
<I>

6 0 .8 -
0.

:G 0.6
L

.~ 0.4 -

~ 0.2
n:

0
0 l1T2 21T2 31T2

4/12 SIr.
2

Frequency

(b)

1.0 -
'"<I> -

6 0.8-
a
:G 06
L

~ 0.4

~ 0.2
n:

l1r2 l/Tj 21T, 2/Tj 31r22
Frequency

(C)

Figure 4.16 (a) Frequency-response of a single-delay-line canceler for fp = liT.; (b) same for fp = IITz;
(c) compm;ite response with TdTz = t.

repetition fr~quencies are in the ratio of 5 : 4. Note that the first blind speed of the composite
response is increased several times over what it would be for a radar operating on only a single
pulse repetition frequency. Zero response occurs only when the blind speeds of each prf
coincide. In the example of Fig. 4.16, the blind speeds are coincident for 4fTI = 5/T2 •

Although the first blind speed may be extended by using more than one prf, regions of low
sensitivity might appear within the composite passband.

The closer the ratio T1 : T2 approaches unity, the greater will be the value of the first blind
speed. However, the first null in the vicinity ofId = 1fTI becomes deeper. Thus the choice of
T1 /T2 is a compromise between the value of the first blind speed and the depth of the nulls
within the filter pass band. The depth of the nulls can be reduced and the first blind speed
increased by operating with more than two interpulse periods. Figure 4.17 shows the response
of a five-pulse stagger (four periods) that might be used with a long-range air traffic control
radar. 8 In this example the periods are in the ratio 25: 30: 27: 31 and the first blind speed is
28.25 times that of a constant prf waveform with the same average period. If the periods of the
staggered waveforms have the relationship nllTI = n2 IIi = .,. = nN ITN, where nt. n1. •... , nN
are integers, and if VB is equal to the first blind speed of a nonstaggered waveform with a
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Figure 4.17 Frequency response of a five-pulse (four-period) stagger. (Fronr Shroder,"o~rrlesj~ AfcGruw- 
Hi l l  Book Co. )  

constant period equal to the average period T,, = (TI  + T2 + . . . TN)/N, then the first blind 
speed o, is 

I t  is also possible to apply weighting to the received pi~lses of a staggered prf waveform. 
A n  example is shown in Fig. 4.18.22 The dashed curve is the response of a five-pulse canceler 
with fixed prf and with weightings of i, 1, - 32, 1,;. The solid curve is for a staggered prf with 

---- Fixed prf 

Staggered prf 

Target veiocity relative to first blind velocity at fixed prf 

Figure 4.18 Response of a weighted five-pulse canceler. Dashed curve, constant prf; solid curve, staggered 
prf's. (From ~ u e r e v , ~ '  Courtesy IEEE.)  
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Figure 4.17 Frequency response of a five-pulse (four-period) stagger. (From Shrader,s COl/rces}J McGraw­
Hill Book Co.)

constant period equal to the average period Yav = (TI + T2 + ... TN )/N, then the first blind
speed (11 is

VI nl + n2 + ... + nN
=

VB N
(4.11)

It is also possible to apply weighting to the received pulses of a staggered prf waveform.
An example is shown in Fig. 4.18. 22 The dashed curve is the response of a five-pulse canceler
with fixed prf and with weightings of~, 1, - 3!, 1,1. The solid curve is for a staggered prf with
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prf's. (From Zverev,22 Courtesy IEEE.)



tlie same weightings, but with 4 interpulse periods of - 15 percent, - 5 percent, f 5 percent, 
and + 15 percent of tile fixed period. The response at the first blind speed of the fixed period 
waveform is down only 6.6 dB. 

A disadvantage of the staggered prf is its inability to cancel second-time-around clutter 
echoes. Such clutter does not appear at the same range from pulse to pulse and thus produces 
uncanceled residue. Second-time-around clutter echoes can be removed by use of a constant 
prf. provitlirlg tlicrc is 13ulse-to-pulse collerellce as in the power amplifier form of MTI.  The 
constant prf rnigl~t l ~ c  ~iliployed only over tllose allgillar sectors wlierc second-tilne-around 
clutter is expected (as i n  the ARSR-3 of Sec. 14.3), or by changing the prf each titne the 
antenna scans half-a-bearnwidth (as in the MTD of Sec. 4.7), or by changing the prf every scan 
~~crioct (rotation of the antenna). 

4.4 UANGE-GA'I'ED DOPPLER FILTERS 

The delay-line canceler, which can be considered as a time-domain filter, has been widely used 
in MTI radar as the means for separating moving targets from stationary clutter. It is also 
possible to employ the more usual frequency-domain bandpass filters of conventional design 
in MTI radar to sort the doppler-frequency-shifted targets. The filter configuration must be 
more complex, however, than the single, narrow-bandpass filter. A narrowband filter with a 
passband designed to pass the doppler frequency components of moving targets will " ring" 
when excited by the usual short radar pulse. That is, its passband is much narrower than the 
reciprocal of the input pulse width so that the output will be of much greater duration than the 
input. The narrowband filter "smears" the input pulse since the impulse response is approxi- 
~riately the reciprocal of tlie filter bandwidth. This smearing destroys the range resolution. If 
more than one target is present they cannot be resolved. Even if only one target were present, 
the noise from the other range cells that do  not contain the target .vill interfere with the desired 
target signal. The result is a reduction in sensitivity due to a collapsing loss (Sec. 2.12). 

The loss of the range information and the collapsing loss may be eliminated by first 
quantizing the range (time) into small intervals. This process is called range gating. The width 
o f  the range gates depends upon the range accuracy desire! and the complexity which can be 
tolerated, but they are usually of tlie order of the pulse width. Range resolution is established by 
gating. Once the radar return is quantized into range intervals, the output from each gate may 
be applied to a narrowband filter since the pulse shape need no longer be preserved for range 
 resolution.'^ collapsing loss does not take place since noise from the other range intervals is 
excluded. 

A block diagram of the video of an MTI radar with multiple range gates followed by 
clutter-rejection filters is shown in Fig. 4.19. The output of the phase detector is sampled 
sequentially by tlie range gates. Each range gate opens in sequence just long enough to sample 
the voltage of the video waveform corresponding to  a different range interval in space. The 
range gate acts as a switch or  a gate which opens and closes at the proper time. The range gates 
are activated once each pulse-repetition interval. The output for a stationary target is a series 
of pulses of constant amplitude. An echo from a moving target produces a series of pulses 
which vary in amplitude according to the doppler frequency. The output of the range gates is 
st retched in a circuit called the boxcar generator, or sample-and-hold circuit, whose purpose is 
to aid in the filtering and detection process by empliasizing the fundamental of the modulation 
frequency and eliminating harmonics of the pulse repetition frequency (Sec. 5.3). The clutter- 
reject ion filter is a bandpass filter whose bandwidth depends upon the extent of the expected 
clutter spectrum. 
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the same weightings, but with 4 interpulse periods of -15 percent, .,..,. 5 percent, +5 percent,
and + 15 percent of the fixed period. The response at the first blind speed of the fixed period
waverorm is down only 6.6 dB.

A disadvantage of the staggered prf is its inability to cancel second-time-around clutter
echoes. Such clutter does not appear at the same range from pulse to pulse and thus produces
uncanceled residue. Second-time-around clutter echoes can be removed by use of a constant
prf. providing there is pulse-to-pulse coherence as in the power amplifier form of MTI. The
constant prf might be ~ll1ployed only over those angular sectors where second-time-around
clutter is expected (as in the ARSR-3 of Sec. 14.3), or by changing the prf each time the
antenna scans half-a-beamwidth (as in the MTD of Sec. 4.7), or by changing the prf every scan
period (rotation of the antenna).

4.4 RANGE-GATED DOPPLER FILTERS

The delay-line canceler, which can be considered as a time-domain filter, has been widely used
in MTI radar as the means for separating moving targets from stationary clutter. It is also
possible to employ the more usual frequency-domain bandpass filters of conventional design
in MTI radar to sort the doppler-frequency-shifted targets. The filter configuration must be
more complex, however, than the single, narrow-bandpass filter. A narrowband filter with a
passband designed to pass the doppler frequency components of moving targets will "ring"
when excited by the usual short radar pulse. That is, its passband is much narrower than the
reciprocal of the input pulse width so that the output will be of much greater duration than the
input. The narrowband filter" smears" the input pulse since the impulse response is approxi­
mately the reciprocal of the filter bandwidth. This smearing destroys the range resolution. If
more than one target is present they cannot be resolved. Even if only one target were present,
the noise from the other range cells that do not contain the target .vill interfere with the desired
target signal. The result is a reduction in sensitivity due to a collapsing loss (Sec. 2.12).

The loss of the range information and the collapsing loss may be eliminated by first
quantizing the range (time) into small intervals. This process is called range gating. The width
of the range gates depends upon the range accuracy desired and the complexity which can be

I

tolerated, but they are usually of the order of the pulse width. Range resolution is established by
gating. Once the radar return is quantized into range intervals, the output from each gate may
be applied to a narrowband filter since the pulse shape need no longer be preserved for range
resolution. ~A collapsing loss does not take place since noise from the other range intervals is
excluded.

A block diagram of the video of an MTI radar with multiple range gates followed by
clutter-rejection filters is shown in Fig. 4.19. The output of the phase detector is sampled
sequentially by the range gates. Each range gate opens in sequence just long enough to sample
the voltage of the video waveform corresponding to a different range interval in space. The
range gate acts as a switch or a gate which opens and closes at the proper time. The range gates
are activated once each pulse-repetition interval. The output for a stationary target is a series
of pulses of constant amplitude. An echo from a moving target produces a series of pulses
which vary in amplitude according to the doppler frequency. The output of the range gates is
stretched in a circuit called the boxcar generator, or sample-ami-hold circuit, whose purpose is
to aid in the filtering and detection process by emphasizing the fundamental of the modulation
frequency and eliminating harmonics of the pulse repetition frequency (Sec. 5.3). The clutter­
rejection filter is a bandpass filter whose bandwidth depends upon the extent of the expected
clutter spectrum.
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Figure 4.19 Block diagram of MTI radar using range gates and filters. 
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Following the doppler filter is a full-wave linear detector and an integrator (a low-pass 
filter). The purpose of the detector is to convert the bipolar video to unipolar video. Tf~c 
output of the integrator is applied to a threshold-detection circuit. Only those signals which 
cross the threshold are reported as targets. Following the threshold detector, the outputs from 
each of the range channels must be properly combined for display on the PPI or A-scope or for 
any other appropriate indicating or data-processing device. The CRT display from this type of 
MTI radar appears "cleaner" than the display from a normal MTI radar, not only because of 
better clutter rejection, but also because the threshold device eliminates many of the unwanted 
false alarms due to noise. The frequency-response characteristic of the range-gated MTI might 
appear as in Fig. 4.20. The shape of the rejection band is determined primarily by the shape 
of the bandpass filter of Fig. 4.19. 

The bandpass filter can be designed with a variable low-frequency cutoff that can be 
selected to conform to the prevailing clutter conditions. The selection of the lower ciitoff might 
be at the option of the operator or it can be done adaptively. A variable lower cutoff might be 
advantageous when the width of the clutter spectrum changes with time as when the radar 
receives unwanted echoes from birds. A relatively wide notch at zero frequency is needed to 
remove moving birds. If the notch were set wide enough to remove the birds, it might be wider 
than necessary for ordinary clutter and desired targets might be removed. Since the appear- 
ance of birds varies with the time of day and the season, it is important that the width of the 
notch be controlled according to the local conditions. 
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Figure 4.20 Frequency-response characteristic of an MTI using range gates and filters. 
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Figure 4.19 Block diagram of MTI radar using range gates and filters.

Following the doppler filter is a full-wave linear detector and an integrator (a low-pass
filter). The purpose of the detector is to convert the bipolar video to unipolar video. The
output of the integrator is applied toa threshold-detection circuit. Only those signals which
cross the threshold are reported as targets. Following the threshold detector, the outputs from
each of the range channels must be properly combined for display on the PPI or A-scope or for
any other appropriate indicating or data-processing device. The CRT display from this type of
MTI radar appears" cleaner" than the display from a normal MTI radar, not only because of
better clutter rejection, but also because the threshold device eliminates many of the unwanted
false alarms due to noise. The frequency-response characteristic of the range-gated MTl might
appear as in Fig. 4.20. The shape of the rejection band is determined primarily by the shape
of the bandpass filter of Fig. 4.19. '

The bandpass filter can' be designed with a variable low-frequency cutoff that can be
selected to conform to the prevailing clutter conditions. The selection of the lower cutoff might
be at the option of the operator or it can be done adaptively. A variable lower cutoff might be
advantageous when the width of the clutter spectrum changes with time as when the radar
receives unwanted echoes from birds. A relatively wide notch at zero frequency is needed to
remove moving birds. If the notch were set wide enough to remove the birds, it might be wider
than necessary for ordinary clutter and desired targets might be removed. Since Ihe appear­
ance of birds varies with the time of day and the season, it is important that the width of Ihe
notch be controlled according to the local conditfons.
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Figure 4.20 Freq!Jency-response characteristic of an MTI using range gates and filters.
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hITI radar using range gates atld filters is usually more complex than an MTI with a 
s~ngle-delay-line canceler. The additional complexity is justified in those applications where 
good MTI performance and the flexibility of the range gates and filter MTI are desired. The 
better MTI performance results from tile better match between the clutter filter characteristic 
and the clutter spectrum. 

4.5 OIGITAL SIGNAL PROCESSING 

The itltroduction of practical and ecorlomical digital processing to MTI radar allowed a 
significant increase in the options open to the signal processing designer. The convenience of 
tligirill ~ ~ i o c c s s i ~ ~ g  IIIL' ;~I)S t l ~ i l t  ~ l ~ \ t l t i l > l ~  dolay-line cancelers with tailored frequency-response 
characteristics can he readily achieved. A digital MTI does not, in principk,do any 
hcttcr t l ~ a r ~  :I well-dcsigr~ed analog canceler; but it  is Inore dependable, i t  requires less adjust- 
nierits and attet~tiot~, and can d o  some tasks easier. Most of the advantages of a digital MTI 
Ilrocessor are due to its use of digital delay --- lim rather than analog delay lines which are 
cllaracteri7ed by variations due to temperature, critical gains, and poor on-line availability. 

A simple block diagram of a digital MTI processor is shown in Fig. 4.21. From the output 
of the IF amplifier the signal is split into two channels. One is denoted I,  for in-phase channel. 
The ottler is denoted Q, for q~tadrature charrt~el, since a 90" phase change (n/2 radians) is 

two detectors to be 90" out of phase. The purpose of the quadrature channel is to eliminate the 

1 i~itrodtrced into the co l~o  reference signal at the phase detector. This causes the outputs of the , 
\ 
\ efTects of hlitrd phases, as will be described later. It is desirable to  eliminate blind phases in any 

MTI processor, but it is seldom done with analog delay-line cancelers because of the complex- 
i ty  of the added analog delay lines of the second channel. The convenience of digital processing 
allows the quadrature channel to be added without significant burden so that it is often 
included in digital processing systems. It is for this reason it is shown in this block diagram, 
but was not included in the previous discussion of MTI dehy-line cancelers. 

Following the phase detector the bipolar video signal is sampled at a rate sufficient to 
obtain one or more samples within each range resolution cell. These voltage samples are 
corlverted to a series of digital words by the analog-to-digital (A /D)  c ~ n v e r t e r . ~ ~ , ~ ~  The digital 
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Figure 4.21 Block diagram of a simple digital MTI signal processor. 
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MTI radar using range gates and filters is usually more complex than an MTI with a
single-delay-line canceler. The additional complexity is justified in those applications where
good MTI performance and the Oexibility of the range gates and filter MTI are desired. The
beller MTI performance results from the better match between the clutter filter characteristic
and the clutter spectrum. '

4.5 DIGITAL SIGNAL PROCESSING

The introduction of practical and economical digital processing to MTI radar allowed a
significant increase in the options open to the signal processing designer. The convenience of
digital processing means that Illultiple _~~Iay-line canc~I_~rs_wi\h tailoredJrc'l-l1ency-response
characteristics can be readily achieved. 1\ digital MTI processor does not, in princlpte-;do any
hettcr than a wcll-designed analog canceler; but it is more dependable, it requires less adjust­
ments and attention, and can do some tasks easier. Most of the advantages of a digital MTI
processor are due to its use of digital ~Ji~ rather than analog delay lines which are
characterized by variations due to temperature, critical gains, and poor on-line availability.

1\ simple block diagram of a digital MTI processor is shown in Fig. 4.21. From the output\
of the IF amplifier the signal is split into two channels. One is denoted I, for in-phase channel.
The other is denoted Q, for quadrature clw1I1zel, since a 900 phase change (rr/2 radians) is
introduced into the coho reference signal at the phase detector. This causes the outputs of the ,
two detectors to be 900 out of phase. The purpose of the quadrature channel is to eliminate the \
effects of Mind phases, as will be described later. It is desirable to eliminate blind phases in any)
MTJ processor, but it is seldom done with analog delay-line cancelers because of the complex­
ity of the added analog delay lines of the second channel. The convenience of digital processing
allows the quadrature channel to be added without significant burden so that it is often
included in digital processing systems. It is for this reason it is shown in this block diagram,
but was not included in the previous discussion of MTI dethy-line cancelers.

Following the phase detector the bipolar video signal is sampled at a rate sufficient to
obtain one or more samples within each'range resolution cell. These voltage samples are
converted to a series of digital words by the analog-to-digital (AID) converterY~,24The digital
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Figure 4.21 Block diagram of a simple digital MTI signal processor.
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words are stored in a digital memory for one pulse repetition period and are then stlbtracted 
from the digital words of the next sweep. The digital outputs of the I and Q channels are 
combined by taking the square root of I Z  + Q ~ .  An alternative method of combining, which is 
adequate for most cases, is to  take 11 I + I Q I. The combined output is then converted to  an 
analog signal by the digital-to-analog (D/A) converter. The unipolar video output is then 
ready to  be displayed. The digital MTI processor depicted in Fig. 4.21 is that of a single-delay- 
line canceler. Digital processors are likely to  employ more complex filtering schemes, but the 
simple canceler is shown here for convenience. Almost any type of digital storage device can be 
used. A shift register is the direct digital analogy of a delay line, but other digital computer 
memories can also be used effectively. 

The  A/D converter has been, in the past, one of the critical parts of the MTI signal 
processor. It must operate at a speed high enough to preserve the information content of the 
radar signal, and the number of bits into which it quantizes the signal must be sufficient for the 
precision required. The number of bits in the AID converter determines the maximum inl- 
provement factor the MTI radar can a c h i e ~ e . ~ . ~ ~ . ' ~  Generally the AID converter is designed to 
cover the peak excursion of the phase detector output. A limiter may be necessary to  ensure 
this. An N-bit converter divides the output of the phase detector into 2N - 1 discrete intervals. 
According to  Shrader,' the quantization noise introduced by the discrete nature of the A / D  
converter causes, on  the average, a limit to the improvement factor which is 

This is approximately equal t6  6 d B  per bit since each bit represents a factor of two in 
amplitude resolution.22 When a fixed signal of maximum level is present, a possible error of 
one quantization interval is possible. A 9-bit AID converter therefore has a maximum diicri- 
mination of 1 out of 511 levels; or  approximately 54 dB. (Equation (4.12) on the other hand, 
predicts 52.9 d B  for 9-bit quantization.) 

In the above it was said that the addition of the Q channel removed the problem of 
reduced sensitivity due t o  blind phases. This is different than the blind speeds which occur when 
the pulse sampling appears a t  the same point in the doppler cycle at each sampling instant, as 
shown in Fig. 4.22~.  Figure 4.22b shows the in-phase, o r  I, channel with the pulse train such 

Doppler 
I frequency 

Radar 
echo 

, Figure 4.22 (a) Blind speed in an MTI radar. 
The target doppler frequency is equal to the 
prf. (b) Effect of blind phase in the I channel, 
and (c) in the Q channel. 
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words are stored in a digital memory for one pulse repetition period and are then suhtracted
from the digital words of the next sweep. The digital outputs of the [ and Q channels are
combined by taking the square root of [2 + Q2. An alternative method of combining, which is
adequate for most cases, is to take II I + IQ I. The combined output is then converted to an
analog signal by the digital-to-analog (01A) converter. The unipolar video output is then
ready to be displayed. The digital MTI processor depicted in Fig. 4.21 is that of a single-delay­
line canceler. Digital processors are likely to employ more complex filtering schemes, but the
simple canceler is shown here for convenience. Almost any type of digital storage device can he
used. A shift register is the direct digital analogy of a delay line, but other digital computer
memories can also be used effectively.

The AID converter has been, in the past, one of the critical parts of the MTI signal
processor. It must operate at a speed high enough to preserve the information content of the
radar signal, and the number of bits into which it quantizes the signal must be sufficient for the
precision required. The number of bits in the AID converter determines the maximum im­
provementfactor the MTI radar can achieve.a.75.76 Generally the AID converter is designed to
cover the peak excursion of the phase detector output. A limiter may be necessary to ensure '"
this. An N -bit converter divides the output of the phase detector into 2N

- 1discrete intervals.
According to Shrader,a the quantization noise introduced by the discrete nature of the AID
converter causes, on the average, a limit to the improvement factor which is

(dB) (4.12)

This is approximately equal to 6 dB per bit since each bit represents a factor of two in
amplitude resolution.22 When a fixed signal of maximum level is present, a possible error of
one quantization interval is possible. A 9-bit AID converter therefore has a maximum di.>cri­
mination of lout of 511 levels; or approximately 54 dB. (Equation (4.12) on the other hand,
predicts 52.9 dB for 9-bit quantization.)

In the above it was said that the addition of the Q channel removed the problem of
reduced sensitivity due to blind phases. This is different than the blind speeds which occur when
the pulse sampling appears at the same point in the doppler cycle at each sampling instant, as
shown in Fig. 4.22a. Figure 4.22b shows the in-phase, or I, channel with the pulse train such
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that the signals are of the same amplitude and with a spacing such that when pulse a l  is 
subtracted from pulse a 2 ,  the result is zero. However, a residue is produced when pulse a, is 
subtracted from pulse a 4 ,  but not when as is subtracted from a4,  and so on. In the quadrature 
channel, the doppler-frequency signal is shifted 90" so that those pulse pairs that were lost in 
the 1 channel are recovered in tlie Q c!iatinel, arid vice versa. The combination of the I and Q 
channels thus results in a uniform signal with no loss. The phase of the pulse train relative to 
that of the doppler signal in Fig. 4.226 arid c is a special case to illustrate the effect. With other 
phase arid freqiierlcy relationsliips, there is still a loss with a single chatinel MTI that car1 be 
recovered by tlie use of both tlie 1 and (2 channels. An extreme case where tile blind pliase with 
only a single channel results in a complete loss of signal is when the doppler frequency is half 
the prf arid tlie phase relationship between the two is such that the echo pulses lie on the zeros 
of the doppler-frequency sine wave. This is not tlie condition for a blind speed but nevertlleless 
there is no signal. However, if the phase relationship is shifted 90", as it  is in the Q channel, 
then all the echo pulses occur at the peaks of the doppler-frequency sine wave. Thus, to ensure 
the signal will be obtaitied without loss, both I and Q channels are desired. 

Digital signal processing has some significant advantages over analog delay lines, parti- 
cularly those that use acoustic devices. As with most digital technology, it is possible to achieve 
greater stability, repeatability, and precision with digital processing than with analog delay- 
line cancelers. Thus the reliability is better. No special temperature control is required, and it 
can be packaged in convenient size. The dynamic range is greater since digital MTI processors 
do not experience the spurious responses which limit signals in acoustic delay lines to about 35 
to 40 dB above minimum detectable signal leveL2' (A major restriction on dynamic range in 
a digital MTI is that imposed by the A/D converter.) In an analog delay-line canceler the delay 
time and the pulse repetition period must be made equal. This is simplified in a digital MTI 
since tlie timing of the sampling of the bipolar video can be controlled readily by the timing of 
the transmitted pulse. Thus, different pulse repetition periods can be used without the necessity 
of switching delay lines of various lengths in and out. The echo signals for each interpulse 
period can be stored in the digital memory with reference to the time of transmission. This 
allows more elaborate stagger periods. The flexibility of the digital processor also permits more 
freedom in the selection and application of amplitude weightings for shaping the filters. It has 
also allowed the ready incorporation of the quadrature channel for elimination of blind 
phases. In short, digital MTI has allowed the radar designer the freedom to take advantage of 
the full theoretical capabilities of doppler processing in practical radar systems. 

The development of digital processing technology has not only made the delay-line 
canceler a more versatile tool for the MTI radar designer, but it has also allowed the applica- 
tion of the contiguous filter bank for added flexibility in MTI radar design. One of the major 
factors in this regard has been the introduction of digital devices for conveniently computing 
the Fourier transform. 

Digital filter banks and the FFT. A transversal filter with N outputs (N pulses and N - 1 
delay lines) can be made to form a bank of N contiguous filters covering the frequency range 
from 0 to f,, where .fp = pulse repetition frequency. A filter bank covering the doppler 
frequency range is of advantage in some radar applications and offers another option in the 
design of MTI signal processors. Consider the transversal filter that was shown in Fig. 4.1 1 to 
have N - 1 delay lines each with a delay time T = llf,. Let the weights applied to the outputs 
of the N taps be: 
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that the signals are of the same amplitude and with a spacing such that when pulse at is
subtracted from pulse a2, the result is zero. However, a residue is produced when pulse a3 is
subtracted from pulse a4, but not when as is subtracted from a4, and so on. In the quadrature
channel, the doppler-frequency signal is shifted 90° so that those pulse pairs that were lost in
the I channel are recovered in the Qdlatlllel, and vice versa. The combination of the I and Q
channels thus results in a uniform signal with no loss. The phase of the pulse train relative to
t hat of the doppler signal in Fig. 4.220 and c is a special case to illustrate the effect. With other
phase and frequency relationships, there is still a loss with a single channel MTI that can be
recovered by the use of both the I and Q channels. An extreme case where the blind phase with
only a single channel results in a complete loss of signal is when the doppler frequency is half
the prf and the phase relationship between the two is such that the echo pulses lie on the zeros
of the doppler-frequency sine wave. This is not the condition for a blind speed but nevertheless
there is no signal. However, if the phase relationship is shifted 90°, as it is in the Q channel,
then all the echo pulses occur at the peaks of the doppler-frequency sine wave. Thus, to ensure
the signal will be obtained without loss, both I and Q channels are desired.

Digital signal processing has some significant advantages over analog delay lines, parti­
cularly those that use acoustic devices. As with most digital technology, it is possible to achieve
greater stability, repeatability, and precision with digital processing than with analog delay­
line cancelers. Thus the reliability is better. No special temperature control is required, and it
can be packaged in convenient size. The dynamic range is greater since digital MTI processors
do not experience the spurious responses which limit signals in acoustic delay lines to about 35
to 40 dB above minimum detectable signalleveI.2s (A major restriction on dynamic range in
a digital MTI is that imposed by the AID converter.) In an analog delay-line canceler the delay
time and the pulse repetition period must be made equal. This is si~plified in a digital MTI
since the timing of the sampling of the bipolar video can be controlled readily by the timing of
the transmitted pulse. Thus, different pulse repetition periods can be used without the necessity
of switching delay lines of various lengths in and out. The echo signals for each interpulse
period can be stored in the digital memory with reference to the time of transmission. This
allows more elaborate stagger periods. The flexibility of the digital processor also permits more
freedom in the selection and application of amplitude weightings for shaping the filters. It has
also allowed the ready incorporation of the quadrature channel for elimination of blind
phases. In short, digital MTI has allowed the radar designer the freedom to take advantage of
the full theoretical capabilities of doppler processing in practical radar systems.

The development of digital processing technology has not only made the delay-line
canceler a more versatile tool for the MTI radar designer, but it has also allowed the applica­
tion of the contiguous filter bank for added flexibility in MTI radar design. One of the major
factors in this regard has been the introduction of digital devices for conveniently computing
the Fourier transform.

Digital filter banks and the FIT. A transversal filter with N outputs (N pulses and N - 1
delay lines) can be made to form a bank of N contiguous filters covering the frequency range
from 0 to fp, where fp = pulse repetition frequency. A filter bank covering the doppler
frequency range is of advantage in some radar applications and offers another option in the
design of MTI signal processors. Consider the transversal filter that was shown in Fig. 4.11 to
have N - I delay lines each with a delay time T = l/fp ' Let the weights applied to the outputs
of the N taps be:

W
- e- J12n(i-l)It{N)

fit - (4.13)
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where i = 1, 2 ,  . . . , N represents the ith tap, and k is an index from O to N - I .  Each value of k 
corresponds to  a different set of N weights, and to a different doppler-filter response. The N 
filters generated by the index k constitute the filter bank. Note that the weights of Eq. (4.13) 
and the diagram of Fig. 4.1 1 are similar in form to the phased array antenna as described in 
Sec. 8.2. 

The impulse response of the transversal filter of Fig. 4.1 1 with the weights given by 
Eq. ( 4 . 13 )  is 

The Fourier transform of the impulse response is the frequency response function 

The magnitude of the frequency response function is the amplitude passband characteristic of 
the filter. Therefore 

N 
&2rt(i-  1 ) I f T - k l N I  = I I sin [ n N ( . j T  - k / N ) ]  

I H k ( . f )  1 = 1 
i =  I sin [ n ( , f r  - k / N ) ]  

By analogy t o  the discussion of the array antenna in Sec. 8.2, the peak response of the filter 
occurs when the denominator of Eq. (4 .16)  is zero, or  when n ( f T  - k / N )  = 0, n ,  2n ,  . . . . For 
k = 0, the peak response of the filter occurs at f = 0, 1/T, 2 / T ,  . .., which defines a filter 
centered at dc, the prf, and its harmonics. This filter passes the clutter component at dc, hence 
it has no  clutter rejection capability. (Its output is useful, however, in some MTI radars for 
providing a map of the clutter.) The first null of the filter response occurs when the numerator 
is zero, o r  when!= 1 / N T ,  The bandwidth between the first nulls is 2 / N T  and the half-power 
bandwidth is approximately 0 . 9 / N T  (Fig. 4.23) .  

When k = 1 ,  the peak response occurs at  f =  l / N T  as well as .f'= 1/T + 1/NT, 2/T + 
I I N T ,  etc. For  k = 2, the peak response is at  f = 2 / N T ,  and s o  forth. Thus each value of the 
index k defines a separate filter response, as indicated in Fig. 4.23,  with the total response 
covering the region from j'= 0 to f= 1 / T  = . f , .  Each filter has a bandwidth of 2 / N T  as 
measured between the first nulls. Because of the sampled nature of the signals, the remainder of 1 

the frequency band is also covered with similar response, but with ambiguity. A bank of filters, 
as in Fig. 4.23, is sometimes called a cohere~~t  ititegratior~ filter. 

T o  generate the N filters simultaneously, each of the taps of the transversal filter of 
Fig. 4.1 1 would have to  be divided into N separate outputs with separate weights corrrspond- 

Figure 4.23 MTI doppler filter 
bank resulting from the processing 
of N = 8 pulses with the weights of 
Eq. (4.13), yielding the response of 
Eq. (4.16). Filter sidelobes not 

Frequency shown. 
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where i = 1,2, ... , N represents the ith tap, and k is an index from 0 to N - 1. Each value of k
corresponds to a different set of N weights, and to a different doppler-filter response. The N
filters generated by the index k constitute the filter bank. Note that the weights of Eq. (4.13)
and the diagram of Fig. 4.11 are similar in form to the phased array antenna as described in
Sec. 8.2.

The impulse response of the transversal filter of Fig. 4.11 with the weights given by

Eq. (4.13) is

N

hk(t) = L b[t - (i - 1)T]e- j2rt(i-llkIN

i"= I

The Fourier transform of the impulse response is the frequency response function

N
Hlf) = e- j2rtfl L ej2rt(i- 111fT-kiN!

i"= 1

(4.14)

(4.15)

(4.16)

The magnitude of the frequency response function is the amplitude passband characteristic of
the filter. Therefore

IH (f) I = I f. ei2tr(i- IlffT-klNII = I si~ [nN(.fT - ~LN)J I
k . i = 1 sm [n(fr - kiN)]

By analogy to the discussion of the array antenna in Sec. 8.2, the peak response of the filter
occurs when the denominator of Eq. (4.16) is zero, or when nUT - kiN) = 0, n, 2n, .... For
k = 0, the peak response of the filter occurs at f = 0, liT, 21T, ... , which defines a filter
centered at dc, the prf, and its harmonics. This filter passes the clutter component at dc, hence
it has no clutter rejection capability. (Its output is useful, however, in some MTI radars for
providing a map of the clutter.) The first null of the filter response occurs when the numerator
is zero, or whenf= liNT. The bandwidth between the first nulls is 21NT and the half-power
bandwidth is approximately O.9INT (Fig. 4.23).

When k = I, the peak response occurs at/= liNT as well asf= liT + liNT, 21T +
liNT, etc. For k = 2, the peak response is at f = 2INT, and so forth. Thus each value of the
index k defines a separate filter response, as indicated in Fig. 4.23, with the total response
covering the region from f= 0 to f= liT =/p. Each filter has a bandwidth of 21NT as
measured between the first nulls. Because of the sampled nature of the signals, the remainder of
the frequency band is also covered with similar response, but with ambiguity. A bank of filters,
as in Fig. 4.23, is sometimes called a coherellt integratio1J filter.

To generate the N filters simultaneously, each of the taps of the transversal filter of
Fig. 4.11 would have to be divided into N separate outputs with separate weights correspond-

1
o NT

Frequency

Figure 4.23 MTI doppler filter
bank resulting from the processing
of N = 8 pulses with the weights of
Eq. (4.13), yielding Ihe response of
Eq. (4.16). Filter sideJobes not
shown.



ing to tlie k = 0 to N - 1 weighting as given by Eq. (4.13). (This is analogous to generating N 
irldcpendetlt bcanls from an N-clenle~lt array by use of the Blass multiple-beam array as in 
Fig. 8.26.) Wherl generating the filter bank by digital processing i t  is not necessary literally to 
subdivide each of tlie N taps. The equivalent can be accomplished in the digital computations. 

Ttie generation by digital processing of N filters from the outputs of N taps of a transver- 
sit1 filtcr requires n total of (N - multiplications. Tlie process is equivalent to the cornputa- 
t ioil ol' it (lisc.r.(~~c I.'crirr.ic~t. tr.(rrt.s/Or.r,t. 1 lowcvcr., wllcti N is so~l lc  power of 2, tllat is, N = 2. 4, 8. 
16. . . . , ari ;ilgor.itll~il is available tllat requires approximately (N/2) log2 N multiplications 
i~ l s t c . ;~ r l  of ( N  1 ) 2 ,  wl~icli I . C S I I I I S  i l l  ;I cotlsic!c~-able saving it1 processi~ig tirnc. This is tlie,jirst 
I.'orrr.ic~r trtrrrs/or-~,r (1-f:'I'), wllicll tias bee11 widely described in the literature.".27 29 

Sirice cacll filtcr occi~pies approximately 1/Nth the bandwidth of a delay-line canceler, its 
signal-to-~loisc ratio will be greater than tliat of a delay-line canceler. Tlie dividing of the 
freqlrcncy band into N independent parts by the N filters also allows a measure of the doppler 
frequency to be made. Furtlierniore if moving clutter, such as from birds or  weather, appears 
at other-than-zero frequency, the threshold of each filter may be individually adjusted so as to 
adapt to tlie clutter contained witllin it. This selectivity allows clutter to be removed wliicli 
would be passed by a delay-line canceler. The first sidelobe of the filters described by Eq. (4.16) 
llas a valire of - 13.2 d B  with respect to the peak response of the filter. If this is too high for 
proper clutter rejection, it  tnay be reduced at the expense of wider bandwidth by applying 
arnpliti~de weights \sti. Just as is done in antenna design, the filter sidelobe can be reduced by 
using Cliebyshev, Taylor, sin2 .u/.u2, o r  other ~ e i g h t i n g s . ~ '  (In the digital signal processing 
literature, filter weighting is called window it^^.^^ Two popular forms of windows are the 
Ha~rlrning and I~anning.) It may not be convenient to  display the outputs of all the doppler 
filters of !lie filter bank. One  approach is to connect the output of the filters to a greatest-of 
circuit so tliat only a single output is obtained, that of the largest signal. (The filter at d c  which 
contains clutter would not be inc!uded.) 

. - 
I he improvement factor for each of the 8 filters of an 8-pulse filter bank is shown in 

Fig. 4.24 as a function of tlie standard deviation of the clutter spectrum assuming the spectruni 
t o  he represented by the gaussian function described by Eq. (4.19). The average improvement 
for all filters is indicated by the dotted curve. For  comparison, the improvement factor for an 
N - l ~ ~ l s e  canceler is sllown in Fig. 4.25. Note that the improvement factor of a two-pulse 
canceler is almost as good as that of the 8-pulse doppler-filter bank. The three-pulse canceler is 
ever1 better. (As mentioned previously, maximizing the average improvement factor might not 
be tlie only criterion used in judging the effectiveness of MTI doppler processors.) 

I f  a two- or three-pulse canceler is cascaded with a doppler-filter bank, better clutter 
rejection is provided. Figure 4.26 shows the improvement factor for a three-pulse canceler and 
an eight-pulse filter bank in cascade, as a function of the clutter spectral width. The upper 
figure assumes uniform amplitude weighting ( -  13.2 d B  first sidelobe) and the lower figure 
shows the elfect of Chebyshev weighting designed t o  produce equal sidelobes with a peak value 
of -25 dB. It is found that doubling to  16 the number of pulses in the filter bank does not 
offer significant -advantage over an eight-pulse More pulses d o  not necessarily mean 
!nore gain in signal-to-clutter ratio, because the filter widths and sidelobe levels change relative 
to  the clutter spectrum as the number of pulses (and number of filters) is varied. If the sidelobes 
o f  the individual filters of the doppler filter bank can be made low enough, the inclusion of 
the delay-line canceler ahead of i t  might not be needed. 
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ing to the k = 0 to N - 1 weighting as given by Eq. (4.13). (This is analogous to generating N
independent beams from an N-element array by use of the Blass multiple-beam array as in
Fig. 8.26.) When generating the filter bank by digital processing it is not necessary literally to
subdivide each of the N taps. The equivalent can be accomplished in the digital computations.

The generation by digital processing of N filters from the outputs of N taps of a transver­
sal filter requires a total of (N - 1)2 multiplications. The process is equivalent to the computa­
1iOlt or a discrete Fourit'r trails/in.",. Ilowever, when N is SOIllC power of 2, that is, N = 2,4, H.
16..... an algorithm is available that requires approximately (N/2) log2 N multiplications
instead of (N I )1. which results in a considerable saving in processing time. This is the/lISt
Four;('/' tl'll/ls/im" (FFT), which has becn widely described in the literature. ll

.
n

29

Since each filter occupies approximately l/Nth the bandwidth of a delay-line canceler, its
signal-to-noise ratio will be greater than that of a delay-line canceler. The dividing of the
frequcncy band into N independent parts by the N filters also allows a measure of the doppler
frequency to be made. Furthermore if moving clutter, such as from birds or weather, appears
at other-than-zero frequency, the threshold of each filter may be individually adjusted so as to
adapt to thc c1uller contained within it. This selectivity allows clutter to be removed which
would be passed by a delay-line canceler. The first sidelobe of the filters described by Eq. (4.16)
has a value of - 13.2 dB with respect to the peak response of the filter. If this is too high for
propcr clutter rejection, it may be reduced at the expense of wider bandwidth by applying
amplitude weights Wi' Just as is done in antenna design, the filter sidelobe can be reduced by
using Chebyshev, Taylor, sin 2 x/x 2

, or other weightings. 39 (In the digital signal processing
literature, filter weighting is called windowing. 8o Two popular forms of windows are the
Hamming and hanning.) It may not be convenient to display the outputs of all the doppler
filtcrs of thc filter bank. One approach is to connect the output of the filters to a greatest-of
circuit so that only a single output is obtained, that of the largest signal. (The filter at dc which
contains clutter would not be included.)

the improvement factor for each of the 8 filters of an 8-pulse filter bank is shown in
Fig. 4.24 as a function of the standard deviation of the clutter spectrum assuming the spectrum
to he represented by the gaussian function described by Eq. (4.19). The average improvement
for all filters is indicated by the dotted curve. For comparison, the improvement factor for an
N -pulse canceler is shown in Fig. 4.25. Note that the improvement factor of a two-pulse
canceler is almost as good as that of the 8-pulse doppler-filter bank. The three-pulse canceler is
even better. (As mentioned previously, maximizing the average improvement factor might not
be the only criterion used in judging the effectiveness of MTI doppler processors.)

If a two- or three-pulse canceler is cascaded with a doppler-filter bank, better clutter
rejection is provided. Figure 4.26 shows the improvement factor for a three-pulse canceler and
an eight-pulse filter bank in cascade, as a function of the clutter spectral width. The upper
figure assumes uniform amplitude weighting (-13.2 dB first sidelobe) and the lower figure
shows the eITect of Chebyshev weighting designed to produce equal sidelobes with a peak value
of - 25 dB. It is found that doubling to 16 the number of pulses in the filter bank does not
offer significant "advantage over an eight-pulse filter. 30 More pulses do not necessarily mean
more gain in signal-to-c1utter ratio, because the filter widths and sidelobe levels change relative
to the clutter spectrum as the number of pulses (and number of filters) is varied, If the sidelobes
of the individual t!lters of the doppler filter bank can be made low enough, the inclusion of
the delay-line canceler ahead of it might not be needed.



Figure 4.24 Improvement factor for each filter of an 8-pulse doppler filter bank with uniform weighting as 
a function of the clutter spectral width (standard deviation). The average improvement for all filters is 
indicated by the dotted curve. (From ~ n d r e w s . ~ ' )  
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0.001 0.01 

Clutter spectral width /radar prf 

Figure 4.25 Improvement factor for an N-pulse delay-line canceler with optimum weights (solid curves) 
and binomial weights (dashed curves), as a function of the clutter spectral width. (A,fier ~ ~ l d r r w s . " , " )  
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4.6 OTHER MTI DELAY LINES 

There are delay lines other than digital devices that have been used in MTI signal processors. 
Originally, MTI radar used acoustic delay lines in which electromagnetic signals were con- 
verted into acoustic waves; the acoustic signals were delayed, and then converted back into 
electromagnetic signals. The process was lossy (50 to 70 dB might be typical), of limited 
dynamic range, and spurious responses were generated that could be confused for legitimate 
echoes. Since acoustic waves travel with a speed about lo-' that of electromagnetic waves, an 
acoustic line can be of practical size whereas an electromagnetic delay is not. However, 
acoustic delay lines are larger and heavier than digital lines and must usually be kept in a 
temperature-controlled environment to prevent unwanted changes in delay time. They 
typically operate at frequencies from 5 to 60 MHz. The first MTI acoustic delay lines were 
liquid and used water or mercury. The development of the solid quartz delay iine for MTI 
application in the 1950s offered greater convenience than the liquid lines.j3 The solid line is 
constructed of many facets so that a relatively long delay time can be obtained with a small 
volume by means of multiple internal reflections. In one popular design the quartz was cut as 
a 15-sided polygon in which the acoustic signal made 31 internal passes to achieve a total 
delay time of 1 ms. 

Electrostatic storage tubes have also been used for MTI delay  line^.^^-^'' The signals are 
stored in the form of electrostatic charges on a mosaic or mesh similar to that of a TV camera 
tube. The first sweep reads the signal on the storage tube. The next sweep is written on the same 
space and generates the difference between it and the first sweep, as required for two-pulse 
MTI cancellation. Two storage tubes are required: one to write and store the new sweep, the 
other to subtract the new sweep from the old sweep. One advantage of a storage tube 
compared to an acoustic delay line is that it can be used with different pulse repetition 
frequencies. That is, a constant prf is not needed. The matching of the delay time and the pulse 
repetition period is not critical as in an acoustic line because the timing of the transmitter 
pulse starts the sweep of the storage tube. 

The charge transfer device (CTD) is a sampled-data, analog shift-register that may be used 
in MTI processors as delay lines, transversal filters, and recursive  filter^.^^-^' There are two 
basic types of CTDs. One is the bucket-brigade device (BBD) which consists of capacitive 
storage elements separated by switches. Analog information is transferred through the BBD at 
a rate determined by the rate at which the switches are operated. The delay time can be varid 
by changing either the number of stages (a capacitive storage element and its associated 
switch) or by changing the switching frequency controlled by a digital clock. CCDs provide a 
similar function except that charge packets are transferred to adjacent potential wells by 
clocked voltage gradients. The sampling frequency must be such as to obtain one or two 
samples per range resolution cell. Since the timing is controlled by a digital clock, the delay 
can be made very stable, just as with digital processors. However, no A/D or D/A converters 
are required as in digital systems. It has been claimed that such devices are more economical in 
cost, consume less power, are of less size, and of greater reliability than digital processing. 

The MTI cancellation may also be done at IF  rather than in the video after the phase 
detector.' Although there may be some advantages in IF  cancellation (such as no blind 
phases), it is more complicated than video cancellation. It is difficult for IF cancelers to 
compete with the flexibility and convenience of digital processing containing I and Q channels. 
FM delay-line cancelers have also been considered for MTI application. The signals are 
frequency modulated so as to avoid the problems associated with the amplitude stability of 
acoustic delay-line cancelers." 
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4.6 OTHER MTI DELAY LINES

There are delay lines other than digital devices that have been used in MTI signal processors.
Originally, MTI radar used acoustic delay Jines in which electromagnetic signals were con­
verted into acoustic waves; the acoustic signals were delayed, and then converted back into
electromagnetic signals. The process was lossy (50 to 70 dB might be typical), of limited
dynamic range, and spurious responses were generated that could be confused for legitimate
echoes. Since acoustic waves travel with a speed about 10- S that of electromagnetic waves, an
acoustic line can be of practical size whereas an electromagnetic delay is not. However,
acoustic delay lines are larger and heavier than digital lines and must usually be kept in a
temperature-controlled environment to prevent unwanted changes in delay time. They
typically operate at frequencies from 5 to 60 MHz. The first MTI acoustic del",y lines were
liquid and used water or mercury. The development of the solid quartz delay iine for MTI
application in the 19508 offered greater convenience than the liquid lines. 33 The solid line is
constructed of many facets so that a relatively long delay time can be obtained with a small
volume by means of multiple internal reflections. In one popular design the quartz was cut as
a IS-sided polygon in which the acoustic signal made 31 internal passes to achieve a total
delay time of 1 ms.

Electrostatic storage tubes have also been used for MTI delay lines. 34
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stored in the form of electrostatic charges on a mosaic or mesh similar to that of a TV camera
tube. The first sweep reads the sIgnal on the storage tube. The next sweep is written on the same
space and generates the difference between it and the first sweep, as required for two-pulse
MTI cancellation. Two storage tubes are required: one to write and store the new sweep, the
other to subtract th~ new sweep from the old sweep. One advantage of a storage tube
compared to an acoustic delay line is that it can be used with different pulse repetition
frequencies. That is, a constant prf is not needed. The matching of the delay time and the pulse
repetition period is not critical as in an acoustic line because the timing of the transmitter
pulse starts the sweep of the storage tube.

The charge transfer device (CTO) is a sampled-data, analog shift-register that may be used
in MTI processors as delay lines, transversal filters, and recursive filters. 3S
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basic types of CTDs. One is the bucket-brigade device (BHO) which consists of capacitive
storage elements separated by switches. Analog information is transferred through the BBD at
a rate determined by the rate at which the switches are operated. The delay time can be varioo
by changing either the number of stages (a capacitive storage element and its associated
switch) or by changing the switching frequency controlled by a digital clock. CCDs provide a
similar function except that charge packets are transferred to adjacent potential wells by
clocked voltage gradients. The sampling frequency must be such as to obtain one or two
samples per range resolution cell. Since the timing is controlled by a digital clock, the delay
can be made very stable, just as with digital processors. However, no AjD or DjA converters
are required as in digital systems. It has been claimed that such devices are more economical in
cost, consume less power, are of less size, and of greater reliability than digital processing.

The MTI cancellation may also be done at iF rather than in the video after the phase
detector. 8 Although there may be some advantages in IF cancellation (such as no blind
phases), it is more complicated than video cancellation. It is difficult for IF cancelers to
compete with the flexibility and convenience ofdigital processing containing 1and Qchannels.
FM delay-line cancelers have also been considered for MTI application. The signals are
frequency modulated so as to avoid the problems associated with the amplitude stability of
acoustic delay-iine cancelers.4 !



4.7 EXAMPLE 01; AN MTI RADAR PROCESSOR 

The Moving Target Detector (MTD) is an MTI radar processor originally developed by the 
MIT Lincoln Laboratory for the FAA's Airport Surveillance Radars ( A S R ) . ~ ~ - ~ ~  The ASR is a 
nlediurn range (61) nrni) radar located at   no st rnajor United States airports. It operates at S 
band (2.7- 2.9 GHz) with a pulse width of less than 1 ps, a 1.4" azimuth beamwidth, an antenna 
rotati011 rate of from 12.5 to 15 rprll depending on the tnodcl, a prf from 700 to 1200 t tz  
(1030 Hz typical), and an average power of from 400 to 600 W. The MTD processor employs 
several techniques for the increased detection of moving targets in clutter. Its implementation 
is based on the application of digital tech~iology. I t  utilizes a three-pulse canceler followed by 
an 8-pulse F F T  doppler filter-bank with weighting in the frequency domain to reduce the filter 
sidelobes, alternate prfs to eliminate blind speeds, adaptive thresholds, and a clutter map that 
is used in detecting crossing targets with zero radial velocity. The measured MTI improvement 
factor of the M1.1) on as1 ASR radar was about 45 dB, which represented a 20 d B  increase over 
the ASR's conventional three-pulse MTI processor with a limiting I F  amplifier. In addition, 
the MTI) achieves a narrower t~otcli at zero velocity and at the blind speeds. 

7'11e processor is preceded by a large dynamic range receiver to avoid the reduction in 
improvement factor caused by limiting (Sec. 4.8). The output of the I F  amplifier is fed to I and 
Q phase detectors. The analog signals from the phase detectors are converted into 10-bit 
digital words by A/D converters. The range coverage, which totaled 47.5 nmi in the original 
implementation, is divided into nmi intervals and the azimuth into $-degree intervals, for a 
total of 365,000 range-azimuth resolution cells. In each $-degree azimuth interval (about 
one-half the beamwidth) ten pulses are transmitted at a constant prf. On receive, this is called a 
coherent processing interval (CPI). These ten pulses are processed by the delay-line canceler 
and the doppler filter-bank, to form eight doppler filters. Thus, the radar output is divided into 
approximately 2,920,000 range-azimuth-doppler cells. Each of these cells has its own adaptive 
threshold. In the alternate $degree azimuth intervals another 10 pulses are transmitted at 
a different prf to eliminate blind speeds and to  unmask moving targets hidden by weather. 
Changing the prf every 10 pulses, or every half beamwidth, eliminates second-time-around 
clutter returns that would normally degrade an MTI with pulse-to-pulse variation of the prf. 

A block diagram of the MTD processor is shown in Fig. 4.27. The input on the left is from 
the output of the I and Q AID converters. The three-pulse canceler and the eight-pulse doppler 
filter-bank eliminate zero-velocity clutter and generate eight overlapping filters covering the 
doppler interval, as described in the previous section. The use of a three-pulse canceler ahead 
of the fi1ter:bank eliminates stationary clutter and thereby reduces the dynamic range required 
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Figure 427 Simple block diagram of the Moving Target Detector (MTD) signal processor. 
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4.7 EXAMPLE OF AN MTI RADAR PROCESSOR

The Moving Target Detector (MTD) is an MTI radar processor originally developed by the
MIT Lincoln Lahoratory for the FAA's Airport Surveillance Radars (ASR).42-44 The ASR is a
medium range (60 nmi) radar located at most major United States airports. It operates at S
band (2.7--2.9 GHz) with a pulse width of less than 1 ps, a 1.4° azimuth beamwidth, an antenna
rotation ratc of from 12.5 to 15 rpm depending on the model, a prf from 700 to 1200 Hz
(1030 Hz typical), and an average power of from 400 to 600 W. The MTD processor employs
several techniques for the increased detection of moving targets in clutier. Its implementation
is based on the application of digital technology. It utilizes a three~pulse canceler followed by
an 8-pulse FFT doppler filter-bank with weighting in the frequency domain to reduce the filter
sidelobes, alternate prrs to eliminate blind speeds, adaptive thresholds, and a clutter map that
is used in detecting crossing targets with zero radial velocity. The measured MTI improvement
factor of the MTD on an ASR radar was about 45 dB, which represented a 20 dB increase over
the ASR's conventional three-pulse MTI processor with a limiting IF amplifier. In addition,
the MTD achieves a narrower notch at zero velocity and at the blind speeds.

The processor is preceded by a large dynamic range receiver to avoid the reduction in
improvement factor caused by limiting (Sec. 4.8). The output of the IF amplifier is fed to I and
Q phase detectors. The analog signals from the phase detectors are converted into 10-bit
digital words by AID converters. The range coverage, which totaled 47.5 nmi in the original
implementation, is divided into l~ nmi intervals and the azimuth into i-degree intervals, for a
total of 365,000 range-azimuth resolution cells. In each i-degree azimuth interval (about
one-half the beamwidth) ten pulses are transmitted at a constant prf. On receive, this is called a
coherent processing interval (CPI). These ten pulses are processed by the delay-line canceler
and the doppler filter-bank, to form eight doppler filters. Thus, the radar output is divided into
approximately 2,920,000 range-azimuth-doppler cells. Each of these cells has its own adaptive
threshold. In the alternate l-degree azimuth intervals another 10 pulses are transmitted at
a different prf to eliminate blind speeds and to unmask moving targets hidden by weather.
Changing the prf every 10 pulses, or every half beamwidth, eliminates second-time-around
clutter returns that would normally degrade an MTI with pulse-to-pulse variation of the prf.

A block diagram of the MTD processor is shown in Fig. 4.27. The input on the left is from
the out put of the I and Q AID converters. The three-pulse canceler and the eight-pulse doppler
filter-bank eliminate zero-velocity clutter and generate eight overlapping filters covering the
doppler interval, as described in the previous section. The use of a three-pulse canceler ahead
of the filter2bank eliminates stationary clutter and thereby reduces the dynamic range required
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Figure 4.27 Simple block diagram of the Moving Target Detector (MTD) signal processor.



of the doppler filter-bank. The fast Fourier tra~lsform algorittl~n 1s ilsed to in~plenlcnt the 
doppler filter-bank. Since the first two pulses of a three-pulse canceler are n~eaningless, only 
the last eight of the ten pulses output from the canceler are passed to the filter-bank. Following 
the filter-bank, weighting is applied in the frequency domain to reduce the filter sidelobes. 
Although unweighted filters with - 13.2-dB sidelobes might be satisfactory for most ground 
clutter, the frequency spectrum o f  rain and other windblown clutter often requires lower 
sidelobe levels. The magnitude operation forms (1' + Q')"'. Separate thresholds are applied 
to each filter. The thresholds for the nonzero-velocity resolution cells are established by 
summing the detected outputs of the signals in the same velocity filter in 16 range cells, eight 
on either side of the cell of interest. Thus, each filter output is averaged over cne mile in range 
to establish the statistical mean level of nonzero-velocity clutter (such as rain) or noise. The 
filter thresholds are determined by multiplying the mean levels by an appropriate constant to 
obtain the desired false-alarm probability. This application of an adaptive threshold to each 
doppler filter at  each range cell provides a constant false-alarm rate (CFAR) and results in 
strbweather visibility in that an aircraft with a radial velocity sufficiently different from the rain 
so as to  fall into another filter can be seen even if the aircraft echo is substantially less than the 
weat her echo. 

A digital clutter map is generated which establishes the thresholds for the zero-velocity 
cells. The map is implemented with one word for each of the 365,000 range-azimuth cells. The 
original MTD stored the map on a magnetic disc memory. The purpose of the zero-velocity 
filter is to recover the clutter signal eliminated by the MTI delay-line canceler and to use this 
signal as a means for detecting targets on-crossing trajectories with zero velocities that would 
normally be lost in the usual MTI. Only targets larger than the clutter would be so detected. In  
each cell of the ground clutter map is stored the average value of the output of the zero- 
velocity filter for the past eight scans (32 seconds). O n  each scan, one-eighth of the o i~ tput  of 
the zero-velocity filter is added to  seven-eighths of the value stored in the map. Thus, the map 
is built up  in a recursive manner. About 10 t o  20 scans are required to establish steady-clutter 
v2lues. As rain moves into the area, o r  as propagation conditions result in changing ground- 
clutter levels, the clutter map changes accordingly. The values stored in the map are milltiplied 
by an appropriate constant to establish the threshold for zero-relative-velocity targets. This 
eliminates the usual MTI blind speed at zero radial velocity and permits the detection of 
crossing targets in clutter i f  the target cross section is sufficiently large. 

~ h u s ,  in Fig. 4.28 the zero-velocity filter (No. 1) threshold is determined by the output of 
the clutter map. The thresholds for filters 3 through 7 are obtained from the mean level of the 
signals in the 16 range cells centered around the range cell of interest. Both a mean-level 
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of the doppler filter-bank. The fast Fourier transform algorithm is llsed to implement the
doppler filter-bank. Since the first two pulses of a three"plt!se canceler are meaningless, only
the last eight of the ten pulses output from the canceler are passed to the filter-bank. Following
the filter-bank, weighting is applied in the frequency domain to reduce the filter siddobes.
Although unweighted filters with -13.2-dB side lobes might be satisfactory for most ground
clutter, the frequency spectrum of rain and other windblown clutter orten requires lower
sidelobe levels. The magnitude operation forms (12 + Q2)112. Separate thresholds are applied
to each filter. The thresholds for the nonzero-velocity resolution cells are established by
summing the detected outputs of the signals in the same velocity filter in 16 range cells, eight
on either side of the cell of interest. Thus, each filter output is averaged over one mile in range
to establish the statistical mean level of nonzero-velocity clutter (such as rain) or noise. The
filter thresholds are determined by multiplying the mean levels by an appropriate constant to
obtain the desired false-alarm probability. This application of an adaptive threshold to each
doppler filter at each range cell provides a constant false-alarm rate (CFAR) and results in
sllbweather visibility in that an aircraft with a radial velocity sufficiently different from the rain
so as to fall into another filter can be seen even if the aircraft echo is substantially less than the
weather echo.

A digital clutter map is generated which establishes the thresholds for the zero-velocity
cells. The map is implemented with one word for each of the 365,000 range-azimuth cells. The
original MTD stored the map on a magnetic disc memory. The purpose of the zero-velocity
filter is to recover the clutter signal eliminated by the MTI delay-line canceler and to use this
signal as a means for detecting targets on· crossing trajectories with zero velocities that would
normally be lost in the usual MTI. Only targets larger than the clutter would be so detected. In
each cell of the ground clutter map is stored the average value of the output of the zero­
velocity filter for the past eight scans (32 seconds). On each scan, one-eighth of the output of
the zero-velocity filter is added to seven-eighths of the value stored in the map. Thus, the map
is built up in a recursive manner. About 10 to 20 scans are required to establish steady-clutter
v31ues. As rain moves in~o the area, or as propagation conditions result in changing ground­
clutter levels, the clutter map changes accordingly. The values stored in the map are multiplied
by an appropriate constant to establish the threshold for zero-relative-velocity targets. This
eliminates the usual MTI blind speed at zero radial velocity and permits the detection of
crossing ~argets in clutter if the target cross section is sufficiently large.

Thus, in Fig. 4.28 the zero-velocity filter (No.1) threshold is determined by the output of
the clutter map. The thresholds for filters 3 through 7 are obtained from the mean level of the
signals in the 16 range cells centered around the range cell of interest. Both a mean-level

o
Radiol velocity

Filter number 5 6

pr f - I

pr f - 2

Aircraft aliases

8 2 3 4 5

True
aircraft
velocity

Figure 4.28 Detection of aircraft in
rain using two prf's with a doppler
filter bank, illustrating the effect of
doppler foldover. (From Muehe,43
Courtesy IEEE.)



M'rt A N D  PIJI.SE DOPP1,ER RADAR 129 

tlircshold frorn tlie 16 range cells and a clutter thresliold from the clutter map are calcitlated 
for filters 2 and 8 adjacent to the zero-velocity filter, and the larger of the two is used as the 
threshold. 

The advantage of using two prf's to detect targets in rain is illustrated by Fig. 4.28. Tile 
prf's differ by about 20 percent. A typical rain spectrum with a nonzero average velocity is 
depicted on the bottom line. (Precipitation at S band might typically have a spectral width of 
about 25 to 30 knots centered anywhere from -60 to +60 knots, depending on the wind 
coriditiotis and tlie antenna pointing.42) Tlie narrow spectrutn of tile nioving aircraft is at the 
right of the figure. Because of foldover it is shown as occupying filters 6 and 7 on prf-I, and 
filters 7 and 8 on prf-2. With prf-2, the aircraft velocity is shown competing with the rain 
clutter; but with prf-1 i t  appears in one filter (No. 6) without any rain clutter). Thus, by 
using two prf's which are alternated every 10 pulses (one-half beamwidth), aircraft targets will 
usui~lly appear in at least one filter free from rain except for a sinall region (approximately 30 
kriots wide) wiierl tlie target's radial velocity is exactly that of the rain. 

Intcrfercricc froni otiicr radars might appear as one large return among the ten returns 
normally processed. 111 the MTD, an interference eliminator compares the magnitude of each 
of the 10 pi~lses against the average magnitude of the ten. If any pulse is greater than five times 
tlie average, all inforination from that range-azimuth cell is discarded. A saturation detector 
detects whether any of the 10 pulses within a processing interval saturates the AID converter 
and i f  it does, the entire 10 pulses are discarded. 

Tile output of the M T D  is a hit report which contains the azimuth, range, and amplitude 
of t l ~ c  target rctilrrl as well as the filter number and prf. On  a particular scan, a large aircraft 
niiglit be reported from more than one doppler filter, from several coherent processing inter- 
vals. and from adjacent range gates. As many as 20 hit-reports might be generated by a single 
large target.43 A post processor groups together all reports which appear to originate from the 
sarlie target and interpolates to find the best azimuth, range, amplitude, and radial velocity. 
The target amplitude and doppler are used to  eliminate small cross section and low-speed 
angel echoes before the target reports are delivered to the automatic tracking circuits. The 
tracking circuits also eliminate false hit-reports which d o  not form logical tracks. The output 
of the automatic tracker is what is displayed on the scope. Since the M T D  processor eliminates 
a large anloi~nt of tlie clutter and lias a low false-detection rate, its output can be reliably 
rcnlotcd via narrow baridwidtl~ tclcplione circuits. 

4.8 LI~II'I'A'I'IONS TO MTI PERFORMANCE 

Tlie iinprovement in signal-to-clutter ratio of an MTI is affected by factors other than the 
design of the doppler signal processor. Instabilities of the transmitter and receiver, physical 
niotions of the clutter, the finite time on target (or scanning modulation), and limiting in the 
receiver can all detract from the performance of an  MTI radar. Before discussing these effects, 
so i i~e  dcfiriitioris will be stated. 

Af TI iir~pr.ovenrertt factor. The signal-to-clutter ratio at the output of the MTI system divided 
by the signal-to-clutter ratio at the input, averaged uniformly over all target radial veloci: 
ties of interest. 

Srrhclrrtt~r visibility. The ratio by which the targ& echo power may be weaker than the 
coincident clutter echo power and still be detected with specified detection and false- 
alarm probabilities. All target radial velocities are assumed equally likely. A subclutter 
visibility of, for example, 30 dB  implies that a moving target can be detected in the 
presence of clutter even though the clutter echo power is 1000 times the target echo 
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threshold from the 16 range cells and a clutter threshold from the c1uttcr map are calculated
for filters 2 and 8 adjacent to thc zero-velocity filter, and the larger of the two is used as the
threshold.

The advantage of using two prf's to detect targets in rain is illustrated by Fig. 4.28. The
prf's differ by about 20 percent. A typical rain spectrum with a nonzero average velocity is
depicted on the bottom line. (Precipitation at S band might typically have a spectral width of
ahout 25 to 30 knots ccntercd anywhere from - 60 to +60 knots, depending on the wind
conditions and the antenna pointing.42

) Thc narrow spectrum of the moving aircraft is at the
right of the figure. Because of foldover it is shown as occupying filters 6 and 7 on prf-l, and
filters 7 and 8 on prf-2. With prf-2, the aircraft velocity is shown competing with the rain
clutter; but with prf-l it appears in one filter (No.6) without any rain clutter). Thus, by
using Iwo prf's which are alternated every to pulses (one-half beamwidth), aircraft targets will
usually appcar in at least onc filter frec from rain except for a small region (approximately 30
knots widc) whcn the target's radial velocity is exactly that of the rain.

Intcrfcrence from other radars might appear as one large return among the ten returns
normally processed. In the MTD, an interference eliminator compares the magnitude of each
of the 10 pulses against thc average magnitude of the ten. Hany pulse is greater than five times
the average, all information from that range-azimuth cell is discarded. A saturation detector
dctects whether any of the 10 pulses within a processing interval saturates the AID converter
and if it docs, the entire 10 pulses are discarded.

The output of the MTD is a hit report which contains the azimuth, range, and amplitude
of the target return as well as the filter number and prr. On a particular scan, a large aircraft
might he reported from more than one doppler filter, from several coherent processing inter­
vals, and from adjacent range gates. As many as 20 hit-reports might be generated by a single
large target. 43 A post processor groups together all reports which appear to originate from the
same target and interpolates to find the best azimuth, range, amplitude, and radial velocity.
The target amplitude and doppler are used to eliminate small cross section and low-speed
angel echoes before the target reports are delivered to the automatic tracking circuits. The
tracking circuits also eliminate false hit-reports which do not form logical tracks. The output
of the automatic tracker is what is displayed on the scope. Since the MTD processor eliminates
a large amount of the clutter and has a low false-detection rate, its output can be reliably
n:motcd via narrow bandwidth telephonc circuits.

4.8 LllVlITATIONS TO MTI PERFORMANCE

The improvement in signal-to-clutter ratio of an MTI is affected by factors other than the
design of the doppler signal processor. Instabilities of the transmitter and receiver, physical
motions of the clutter, the finite time on target (or scanning modulation), and limiting in the
receiver can all detract from the performance of an MTI radar. Before discussing these effects,
some definitions will be stated.

M TI il1lrrove111ellt factor. The signal-to-clutter ratio at the output of the MTI system divided
hy the signal-to-c1utter ratio at the input, averaged uniformly over all target radial veloci:
ties of interest.

SlIhcllltter visihility. The ratio by which the targ~t echo power may be weaker than the
coincident clutter echo power and still be detected with specified detection and false­
alarm prohahilities. All target radial velocities are assumed equally likely. A subclutter
visibility of, for example, 30 dB implies that a moving target can be detected in the
presence of clutter even though the clutter echo power is 1000 times the target echo



power. Two radars with the same subclutter visibility might not have the same ability to 
detect targets in clutter if the resolution cell of one is greater than the other and accepts a 
greater clutter signal power; that is, both radars might reduce the clutter power equally, 
but one starts with greater clutter power because its resolution cell is greater and "secs" 
more clutter targets. 

Clutter visibility factor. The signal-to-clutter ratio, after cancellation or doppler filtering, that 
provides stated probabilities of detection and false alarm. 

Cltrtter attenuation. The ratio of clutter power at the canceler input to the clutter residue at the 
output, normalized to the attenuation of a single pulse passing through the unprocessed 
channel of the canceler. (The clutter residue is the clutter power remaining at the output of 
an MTI system.) 

Cancellation ratio. The ratio of canceler voltage amplification for the fixed-target echoes 
received with a fixed antenna, to the gain for a single pulse passing tllrotlgh the Lrn- 
processed channel of the canceler. 

The improvement factor (I) is equal to the subclutter visibility (SCV) times the clutter 
visibility factor (Kc). In decibels, I(dB) = SCV(dB) + Voc(dB). When the MTI is limited by 
noiselike system instabilities, the clutter visibility factor should be chosen as is the signal-to- 
noise ratio of  Chap. 2. When the MTI performance is limited by the antenna scanning fluctua- 
tions, Shrader8 suggests letting Voc = 6 dB. (Although not stated by Shrader, it seems this 
value is for a single pulse.) The improvement factor is the preferred measure of MTI radar 
performance. 

Still another term sometimes employed in MTI radar is the intercllctter visibility. This 
describes the ability of an MTI radar to detect moving targets which occur in the relatively 
clear resolution cells between patches of strong clutter. Clutter echo power is not uniform, so 
if a radar has sufficient resolution it can see targets in the clear areas between clutter patches. 
The higher the radar resolution, the better the interclutter visibility. Radars with "moderate" 
resolution might require only enough improvement factor to deal with the median clutter 
power, which may be 20 dB less than the average clutter power.45 According to Shrader a 
medium-resolution radar with a 2ps pulse width and a 1.5" beamwidth, is of sufficient resolution 
to achieve a 20 dB advantage over low-resolution radars for the detection of targets in ground 
clutter.'O 

Equipment instabilities. Pulse-to-pulse changes in the amplitude, frequency, or phase of the 
transmitter signal, changes in the stalo or coho oscillators in the receiver, jitter in the timing of 
the pulse transmission, variations in the time delay through the delay lines, and changes in the 
pulse width can cause the apparent frequency spectrum from perfectly stationary clutter to 
broaden and thereby lower the improvement factor of an MTI radar. The stability of the 
equipment in an MTI radar must be considerably better than that of an ordinary radar. I t  can 
limit the performance of an MTI radar if sufficient care is not taken in design, construction, 
and maintenance. 

Consider the effect of phase variations in an oscillator. If the echo from stationary clutter 
on the first pulse is represented by A cos &t and from the second pulse is A cos (or + A4). 
where A$ is the change in oscillator phase between the two, then the difference between the 
two after subtraction is A cos wt  - A cos (wt + A4) = 2A sin (A4/2) sin (wt + A4/2). For 
small phase errors, the amplitude of the resultant difference is 2A sin A412 - A Ad. Therefore 
the limitation on the improvement factor due to oscillator instability is 
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power. Two radars with the same subclutter visibility might not have the same ability to
detect targets in clutter if the resolution cell of one is greaterthan theother and accepts a
greater clutter signal power; that is, both radars might reduce the clutter power equally,
but one starts with greater clutter power because its resolution cell is greater and" sees"
more clutter targets.

Clutler visibility factor. The signal-to-c1utter ratio, after cancellation or doppler filtering, that
provides stated probabilities of detection and false alarm.

Cllltler attenuation. The ratio of clutter power at the canceler input to the clutter residue at the
output, normalized to the attenuation of a single pulse passing through the unprocessed
channel of the canceler. (The clutter residue is the clutter power remaining at the output of
an MTI system.)

Cancellation ratio. The ratio of canceler voltage amplification for the fixed-target echoes
received with a fixed antenna, to the gain for a single pulse passing throllgh the un­
processed channel of the canceler.

The improvement factor (1) is equal to the subclutter visibility (SCY) times the clutter
visibility factor (~c). In decibels, l(dB) = SCV(dB) + Voc(dB). When the MTI is limited by
noiselike system instabilities, the clutter visibility factor should be chosen as is the signal-to­
noise ratio of Chap. 2. When the MTI performance is limited by the antenna scanning fluctua­
tions, Shrader8 suggests letting Voc = 6 dB. (Although not stated by Shrader, it seems this
value is for a single pulse.) The improvement factor is the preferred measure of MTI radar
performance.

Still another term sometimes employed in MTI radar is the intercllltter visibility. This
describes the ability of an MTI radar to detect moving targets which occur in the relatively
clear resolution cells between patches of strong clutter. Clutter echo power is not uniform, so
if a radar has sufficient resolution it can see targets in the clear areas between clutter patches.
The higher the radar resolution, the better the interclutter visibility. Radars with" moderate"
resolution might require only enough improvement factor to deal with the median clutter
power, which may be 20 dB less than the average clutter power.4S According to Shrader a
medium-resolution radar with a 2 J.lS pulse width and a 1.5° beamwidth, is of sufficient resolution
to achieve a 20 dB advantage over low-resolution radars for the detection of targets in ground
clutter. so

Equipment instabilities. Pulse-to-pulse changes in the amplitude, frequency, or phase of the
transmitter signal, changes in the stalo or coho oscillators in the receiver, jitter in the timing of
the pulse transmission, variations in the time delay through the delay lines, and changes in the
pulse width can cause the apparent frequency spectrum from perfectly stationary clutter to
broaden and thereby lower the improvement factor of an MTI radar. The stability of the
equipment in an MTI radar must be considerably better than that of an ordinary radar. It can
limit the performance ofan MTIradar if sufficient care is not taken in design, construction,
and maintenance.

Consider the effect of phase yar!ations, in an oscillator. H the echo from stationary clutter
on the first pulse is represented t>y A cos wt and from the second pulse is A cos (wt + !itt»,
where !itt> is the change in oscillator phase between the two, then the difference between the
two after subtraction is A cos wt - A cos (wt + tic/» = 2A sin (tic/>/2) sin (wt + !ic/>/2). For
small phase errors, the amplitude oftheresultant difference is 2A sin tic/>/2 :::: A titt>. Therefore
the limitation on the improvement. fa~tor due. to oscillator instability is

.. { ,,~ " : I, ' , ; '1 '
I = (tic/> )2 (4.17)



This woiild apply to tile coho locking or to the phase change introduced by a power amplifier. 
A phase change pulse-to-pulse of 0.01 radians results in an improvement-factor limitation of 
40 dB. I'lie limits to tlie improvement factor imposed by pulse-to-pulse instability are listed 
below :R .J6 .47  

Transmitter frequency ( ~ A f r ) - ~  
Stalo or  coho frequency (2n A f T ) - 2  
Transmitter phase shift (A@)--' 
Coho lockirlg (A+)  -- 

Pulse timing ~ ~ / ( A t ) ~ 2 B r  
Pulse width r2/(Ar)'Br 
Pulse amplitude (AIAA )2 

where A/ = interpulse frequency change, r = pulse width, 'r = transmission time to and from 
target, Aq5 = interpulse phase change, At = time jitter, Br = time-bandwidth product of pulse 
cornpression systern ( =  unity for simple pulses,) As = pulse-width jitter, A = pulse amplitude, 
A,1 = interpulse amplitude cl~atige. In  a digital signal processor tlie improvement factor is also 
limited by the quantization noise introduced by the AID converter, as was discussed in 
Sec. 4 5. The digital processor, however, does not experience degradation due to time jitter of 
the transmitted pulse since the system clock controlling the processor timing may be started 
from the detected rf envelope of the transmitted pulse. 

Internal fluctuation of clutter.48 Although clutter targets such as buildings, water towers, bare 
llills. or mountains produce echo signals that are constant in both phase and amplitude as a 
function of time, there are many types of clutter that cannot be considered as absolutely 
stationary. Echoes from trees, vegetation, sea, rain, and chaff fluctuate with time, and these 
fluctuations can limit the performance of MTI radar. 

Decause of its varied nature, it is difficult to  describe precisely the clutter echo signal. 
However, for purposes of analysis, most fluctuating clutter targets may be represented by a 
model consisting of many independent scatterers located within the resolution cell of the radar. 
The echo at the radar receiver is the vector sum of the echo signals received from each of the 
individual scatters; that is, the relative phase as well as the amplitude from each scatterer 
influences the resultant composite signal. If the individual scatters remain fixed from pulse to 
pulse, the resultant echo signal will also remain fixed. But any motion of the scatterers relative to 
the radar will result in different phase relationships at the radar receiver. Hence the phase and 
aniplitude of the new resultant echo signal will differ pulse to pulse. 

Exattlples of the power spectra of typical clutter are shown in Fig. 4.29. These data apply 
at a frequency of 1000 MHz. The experimentally measured power spectra of  clutter signals 
rnay he approximated by 

where l V ( f )  = clutter-power spectrum as a function of frequency 
g ( , f )  = Fourier transform of input waveform (clutter echo) 

.fb = radar carrier frequency 
a = a parameter dependent upon clutter 

Values of the parameter a which correspond to  the clutter spectra in Fig. 4.29 are given in the 
caption. 
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This would apply 10 the coho locking or to the phase change introduced by a power amplifier.
A phase change pulse-to-pulse of 0.01 radians results in an improvement-factor limitation of
40 dB. The limits to the improvement factor imposed by pulse-to-pulse instability are listed
below: A.46.47

Transmitter frequency
Stalo or coho frequency
Transmitter phase shift
Coho locking
Pulse timing
Pulse width
Pulse amplitude

(rrl\frr z

(2rr l\fTr z

(l\¢r z
(l\¢r z
rZj(l\t)Z2Br
rZj(l\rfBr
(Ajl\A)!

where l\( = interpulse frequency change, r = pulse width, T = transmission time to and from
target. l\¢ = interpulse phase change, M = time jitter, Br = time-bandwidth product of pulse
compression system (= unity for simple pulses,) l\r = pulse-width jitter, A = pulse amplitude,
l\A = intcrpulse amplitude change. In a digital signal proccssor the improvement factor is also
limited by the quantization noise introduced by the AjD converter, as was discussed in
Sec. 4.5. The digital processor, however, does not experience degradation due to time jitter of
the transmitted pulse since the system clock controlling the processor timing may be started
from the dctected rf envelope of the transmitted pulse.

Internal fluctuation of clutter. 48 Although clutter targets such as buildings, water towers, bare
hills. or mountains produce echo signals that are constant in both phase and amplitude as a
function of time, there are many types of clutter that cannot be considered as abs01utely
stationary. Echoes from trees, vegetation, sea, rain, and chaff fluctuate with time, and these
fluctuations can limit the performance of MTI radar.

Because of its varied nature, it is difficult to describe precisely the clutter echo signal.
However, for purposes of analysis, most fluctuating clutter targets may be represented by a
model consisting of many independent scatterers located within the resolution cell of the radar.
The echo at the radar receiver is the vector sum of the echo signals received from each of the
individ ual scatters; that is, the relative phase as well as the amplitude from each scatterer
influences the resultant composite signal. If the individual scatters remain fixed from pulse to
pulse. the resultant echo signal will also remain fixed. But any motion of the scatterers relative to
the radar will result in different phase relationships at the radar receiver. Hence the phase and
amplitude of the new resultant echo signal will differ pulse to pulse.

Examples of the power spectra of typical clutter are shown in Fig. 4.29. These data apply
at a frequency of 1000 MHz. The experimentally measured power spectra of clutter signals
may he approximatcd by

(4.18)

where W(f) = clutter-power spectrum as a function of frequency
g(f) = Fourier transform of input waveform (clutter echo)

.f~ = radar carrier frequency
a = a parameter dependent upon clutter

Values of the parameter a which correspond to the clutter spectra in Fig. 4.29 are given in the
caption.
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Figure4.29 Power spectra of various clutter targets. 
( 1 )  Heavily wooded hills, 20 mi/h wind blowing 
( a  = 2.3 x lo"); ( 2 )  sparsely wooded hills, calm 
day ( a  = 3.9 x 10''); (3)  sea echo, windy day 
( a  = 1.41 x l oL6) ;  ( 4 )  rain clouds ( a  = 2.8 x 10''); 
( 5 )  chaff ( a  = 1 x 1 0 ' ~ ) .  (From ~ a r l o w , ~ ~  Proc. 
I R E . )  

The clutter spectrum can also be expressed in terms of an  rills clutter frequency spread cr,  
in hertz or  by the rms velocity spread a, in m/s.46 Thus Eq. (4.18) can be written 

f 2 A 2  
w ( f )  = wo exp (- <) 20, = Wo exp ( -  -) 

8% 

where Wo = (go 12, a, = 2a,/A, L = wavelength = c/ fo,  and c = velocity of propagation. I t  can 
be seen that a = c2/8cr;. The rms velocity spread a, is usually the preferred method for 
describing the clutter fluctuation spectrum. 

The improvement factor can be written as 

where S,/C, = output signai-to-clutter ratio, Si/Ci = input signal-to-clutter ratio, and 
CA = clutter attentuation. The average is taken over all target doppler frequencies of interest. 
For  a single-delay-line canceler, the clutter attentuation is 

where H ( f )  is the frequency response function of the canceler. Since the frequency response 
function of a delay line of time delay T is exp (-j2nf T), IZ( f )  for the single-delay-line 
canceler is 

~ ( f )  = 1 - exp (-j2nf T )  = 2jsin (nf T ) e x p  (-jnf T )  (4.22) 

Substituting Eqs. (4.19) and (4.22) into Eq. (4.21) and assuming that a, 4 1/T, the clutter 
attentuation is 

C A = - -  1: Wo exp ( -f2/2af)  df 
1, Wo exp (-f2/20:)4 sin2 nf T df 

- - 0.5 
1 - exp (-  2n2T2a:) 
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Figure4.29 Power spectra of various clutter targets.
(I) Heavily wooded hills, 20 mi/h wind blowing
(a = 2.3 x 10 17

); (2) sparsely wooded hills, calm
day (a = 3.9 x )019); (3) sea echo, windy day
(a = 1.41 x 1016 ); (4) rain clouds (a = 2.8 x )015);

(5) chaff (a = I x 10 16 ). (From Barlow,49 Proc.
IRE.)

The clutter spectrum can also be expressed in terms of an rms clutter frequency spread (I,.

in hertz or by the rms velocity spread (Jv in m/s.46 Thus Eq. (4.18) can be written

( (2) ((2).2)
W(f) = Wo exp - 2(J; = Wo exp - '8(J~ (4.19)

where Wo = Igol 2
, (Jc = 2(Jv!).,). = wavelength = clfo, and c = velocity of propagation. It can

be seen that a = c2/8(J~. The rms velocity spread (Jv is usually the preferred method for
describing the clutter fluctuation spectrum.

The improvement factor can be written as

I = (SoIC0) = (So) XCj = (So) x CA (4.20)
Si/Cj ave Sj ave Co Sj ave

where SolCo = output signal-to-clutter ratio, Si/Ci = input signal-to-clutter ratio, and
CA = clutter attentuation. The average is taken over all target doppler frequencies of interest.
F or a single-delay-line canceler, the clutter attentuation is

$: Wen df
CA = s: W(f)\ H(f)12~1 (4.21)

where H(f) is the frequency response function of the canceler. Since the frequency response
function of a delay line of time delay T is exp (- j2nfT), 1l(f) for the single-delay-line
canceler is

H(f) = I - exp (- j2nf T) = 2j sin (nf T) exp (- jnf T) (4.22)

Substituting Eqs. (4.19) and (4.22) into Eq. (4.21) and assuming that (Jc ~ liT, the clutter

attentuation is
f~ Wo exp (-f 2/2(J;) dfCA = -;;w-:;: ..~_":'----=--'''-:---~-'----~:-=--,---fo Wo exp (-f 2 j2(J;)4 sin 2 nfT df

0.5
(4.23)



I f  tlie exponent in the denorniriator o f  Eq. (4.23) is small, tlie exponential term can be replaced 
by the first two terms of a series expansion, or 

where ,f,, the pulse repetition frequency, has been substituted for 1/T. The average gain 
(S,, /S,): , , . ,  o f  tlic sitiglc dclay-litlc-caricclcr. can hc sllown to  be eqrlal to 2. Therefore. the 
itnproven~ent faclor is 

Si~nilarly. for a tlor~ldc carlcclcr. wllose average gain is 6, the improvement factor is 

A plot o f  I ' q .  (4.26) for tlic doublc cat~cclcr is shown in Fig. 4.30. The parameter describing the 
curves is f,A. Example prf's and frequencies are shown. Several "representative" examples of 
clutter are indicated, based on published data for o,, which for the most part dates back to 
World War 11.46.49 Although each type ofclutter is shown at a particular value ofa, ,  nature is 
more variable than this. Actual measurements cover a range of values. The spectral spread in 
velocity is with respect to tlie mean velocity, which for ground clutter is usually zero. Rain and 

I I I I 1  l I l l  1 I I I 1 1 1 1 1  I I I I 1 1 1 1  

Sparse Wooded hills Wooded hills Sea echo Rain 
woods 10 knots 4 0  knots Chof f 
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- 
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- 

- 

I I I 1 1 1 1 1 1  I I I 1 1 1  1 1 1  I I I 1  1 1 1 1 ~  

uv = rms velocity spread, rn/s 

Figure 4.30 Plot of double-canceler clutter improvement factor [Eq. (4.26)] as a function of a, = rms 
velocity spread of the clutter. Parameter is the product of the pulse repetition frequency (f,) and the 
radar wavelength ( A ) .  
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If the exponent in the denominator of Eq. (4.23) is small, the exponential term can be replaced
hy the first two terms of a series expansion, or

f/ f/).2 af/
CA = ---- = = -- (4.24)

. 4rr2a; l6rr2a~ 2rr 2fo2

where f", t he pulse repetition frequency. has been substituted for liT. The average gain
(So /S,)",t of thc singlc dclay-linc-cancelcr can be shown to be equal to 2. Therefore. the
improvement factor is

(4.25)

(4.26)

Similarly. for a double canceler. whose average gain is 6, the improvement factor is

f/ f p4).4 a2f p412c "" _.._- = --~-=--
- 8rr4a: l28rr4a~ 2n4fo4

!\ plot of Eq. (4.26) for the douhle canceler is shown in Fig. 4.30. The parameter describing the
curves is fpA. Example pre's and frequencies are shown. Several" representative" examples of
clutter are indicated, based on published data for av , which for the most part dates back to
World War 11.46

.
49 Although each type of clutter is shown at a particular value of av , nature is

more variable than this. Actual measurements cover a range of values. The spectral spread in
velocity is with respect to the mean velocity, which for ground clutter is usually zero. Rain and
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Figure 4.30 Plot of double-canceler clutter improvement factor [Eq. (4.26)] as a function of (Tv = rms
velocity spread of the clutter. Parameter is the product of the pulse repetition frequency (fp) and the
radar wavelength (..1.).



chaff, however, as well as sea echo, can have a nonzero mean velocity4' which must be 
properly accounted for when designing MTI signal processors. 

The frequency dependence of the clutter spectrum as given by Eqs. (4.25) and (4.26) 
cannot be extended over too great a frequency range since account is not taken of any 
variation in radar cross section of the individual scatterers as a function of frequency. The 
leaves and branches of trees, for example, might have considerably different reflecting proper- 
ties at K, band (A = 0.86 cm), where the dimensions are comparable with the wavelength, from 
those at VHF (A = 1.35 m), where the wavelength is long compared with the dimensions. 

The general expression for improvement factor for an N-pulse canceler with N, = N - 1 
delay lines is6' 

Antenna scanning r n ~ d u l a t i o n . ~ ~ . ~ ~ - ~ ~  As the antenna scans by a target, i t  observes the target 
for a finite time equal t o  to = n$ fp = 88/8,, where n, = number of hits received, fp = pulse 
repetition frequency, 0, = antenna beamwidth and 0, = antenna scanning rate. The received Y* 

pulse train of finite duration to has a frequency spectrum (which can be found by taking the 
Fourier transform of the waveform) whose width is proportional to  l / to.  Therefore, even if the 
clutter were perfectly stationary, there will still be a finite width to  the clutter spectrum because 
of the finite time on target. If the clutter spectrum is too wide because the observation time is 
too short, it will affect the improvement factor. This limitation has sometimes been called 
scanning jluctuations o r  scanning modulation. 

The computation of the limitation to  the improvement factor can be found in a manner 
similar t o  that of the clutter fluctuations described previously. The clutter attentuation is first 
found using Eq. (4.21), except that the power spectrum W , ( f )  describing the spectrum 
produced by tpe finite time on target is used. The clutter attenuation is 

where H ( f )  is the frequency response function of the MTI signal processor. If the antenna 
main-beam pattern is approximated by the gaussian shape, the spectriim will also be gaussian. 4 

Therefore, the results previously derived for a gaussian clutter spectrum can be readily applied. 9 

Equations 4.25 and 4.26 derived for the clutter fluctuation improvement factor apply for the 
antenna scanning fluctuations by proper interpretation of a,, the standard deviation, or the 
rms spread of the frequency spectrum about the mean. 

The voltage waveform of the received signal is modulated by the square of the antenna 
electric-field-strength-pattern, which is equal to  the (one-way) antenna power pattern C;(f)), 
described by the gaussian function as 

Since the antenna is scanning at a rate of 0, deg/s the time waveform may be found from 
Eq. (4.29) by dividing both the numerator and denominator of the exponent by 8,. Lctting 
8/b, = t, the time variable, and noting that B,/B, = to, the time on target, the modulation of  
the received signal due t o  the antenna pattern is 
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chaff, however, as well as sea echo, can have a nonzero mean veloci ty 47 which must be
properly accounted for when designing MTI signal processors.

The frequency dependence of the clutter spectrum as given by Eqs. (4.25) and (4.26)
cannot be extended over too great a frequency range since account is not taken of any
variation in radar cross section of the individual scatterers as a function of frequency. The
leaves and branches of trees, for example, might have considerably different reflecting proper­
ties at Kg band (,.t = 0.86 cm), where the dimensions are comparable with the wavelength. from
those at VHF (tl = 1.35 m), where the wavelength is long compared with the dimensions.

The general expression for improvement factor for an N-pulse canceler with N, = N - I
delay lines is61

(4.27)

Antenna scanning modulation.46.49-52 As the antenna scans by a target, it observes the target
for a finite time equal to to = nBI jp = 8BI{)s' where nB = number of hits received, jp = pulse
repetition frequency, 8B = antenna beamwidth and {}s = antenna scanning rate. The received
pulse train of finite duration to has a frequency spectrum (which can be found by taking the
Fourier transform of the waveform) whose width is proportional to l/to. Therefore, even if the
clutter were perfectly stationary, there will stilt be a finite width to the clutter spectrum because
of the finite time on target. If the clutter spectrum is too wide because the observation time is
too short, it will affect the improvement factor. This limitation has sometimes been called
scanning fluctuations or scanning modulation.

The computation of the limitation to the improvement [actor can be [ound in a manner
similar to that of the clutter fluctuations described previously. The clutter attentuation is first
found using Eq. (4.21), except that the power spectrum ~(f) describing the spectrum
produced by t~e finite time on target is used. The clutter attenuation is

C - s; ~(f) df
A - J; ~(f) I H(f) 12 df (4.28)

where H(f) is the frequency response function of the MTI signal processor. If the antenna
main-beam pattern is approximated by the gaussian shape, the spectrum will also be gaussian.
Therefore, the results previously derived for a gaussian clutter spectrum can be readily applied.
Equations 4.25 and 4.26 derived for the clutter fluctuation improvement factor apply for the
antenna scanning fluctuations by proper interpretation of (J" the standard deviation, or the
rms spread of the frequency spectrum about the mean.

The voltage waveform of the received signal is modulated by the square of the antenna
electric-field-strength-pattern, which is equal to the (one-way) antenna power pattern G(O),
described by the gaussian function as

(
2.776(2)

G(8) = Go exp - Or (4.29)

(4.30)

Since the antenna is scanning at a rate of b. deg/s the time waveform may be found from
Eq. (4.29) by dividing both the numerator and denominator of the exponent by b•. Letting
81{)s = t, the time variable, and noting that 8Blbs = to, the time on target, the modulation of
the received signal due to the antenna pattern is

() k (
2.776 (

2
)

Sa 1 = exp - 2
to



where k = constant. The angular frequency spectrum of this time waveform is found by taking 
its Fourier transform. which is 

OD 2.776t2 
exp ( -j2nfr) dt 

. -a3 
n 2 f 2 t i  

= k ,  exp ---- 1 2.776 1 
where k ,  = constant. Since this is a gaussian function, the exponent is of the form f 2/2a; where 
aI = standard deviation. Therefore 

I'liis applies to the voltage spcctrum. Since the standard deviation of the power spcctrum is 
less than that of the voltage spectrum by fi, tile power spectrum due to antenna scanning can 
be described by a standard deviation 

%, number of hits within 3 dB beamwidth 

Figure 4.31 Limitation to improvement factor due to a scanning antenna. Antenna pattern assumed to be 
of gaussian shape. 
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where k = constant. The angular frequency spectrum of this time waveform is found by taking
its Fourier transform, which is

00 (2 776t
2

)SoU) = k too exp - . t5 exp (-j2nJt) dt

I n2J2
t 5]= k l exp - 2.776 (4.31 )

where k 1 = constant. Since this is a gaussian function, the exponent is of the formJ2/2aJ where
aJ = standard deviation. Therefore

(4.32)

This applies to the voltage spectrum. Since the standard deviation of the j.)ower spectrum is
less than that of the voltage spectrum by fl, the power spectrum due to antenna scanning can
be described by a standard deviation

50
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"0

a 40 -
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1.178 1
a$ = J2nto = 3.77to

~. number of hits within

(4.33)

Figure 4.31 Limitation to improvement factor due to a scanning antenna. Antenna pattern assumed to be
of gaussian shape.



This can be substituted for cr, in Eqs. (4.25) and (4.26) to obtain the limitation to the improve- 
ment factor caused by antenna scanning. These are 

n i  I l s =  - (single canceler) 
1.388 

11 ", 
I Z s  = - (double canceler) 

3.853 

These are plotted in Fig. 4.31. 
A stepped-scan antenna that dwells at a particular region in space, rather than scan 

continuously, also is limited in MTI performance by the finite time on target t o .  The rime 
waveform is constant so that it will have a different spectral shape and a different improvement 
factor than that produced by the gaussian beam assumed in the above. 

Limiting in MTI radar.853-55 A limiter is usually employed in the IF amplifier just before the 
MTI processor to  prevent the residue from large clutter echoes from saturating the display. x%-dp 

Ideally an MTI radar should reduce the clutter to a level comparable to receiver noise. 
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This can be substituted for (Jc in Eqs. (4.25) and (4.26) to obtain the limitation to the improve­
ment factor caused by antenna scanning. These are

n~
/ls= 1.388

n~
12s = 3.853

(single canceler)

(double canceler)

(4.34)

(4.35)

These are plotted in Fig. 4.31.
A stepped-scan antenna that dwells at a particular region in space, rather than scan

continuously, also is limited in MTI performance by the finite time on target to. The time
waveform is constant so that it will have a different spectral shape and a different improvement
factor than that produced by the gaussian beam assumed in the above.

Limiting in MTI radar.8.53-55 A limiter is usually employed in the IF amplifier just before the
MTI processor to prevent the residue from large clutter echoes from saturating the display..._»'f
Ideally an MTI radar should reduce the clutter to a level comparable to rece.iver noise.
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Figure 4.32 Effect of limit level on the improvement factor for ( a )  two-pulse delay-line canceler and 
( b )  three-pulse delay-line canceler. C / L  = ratio of rms clutter power to limit level. (Fror,~ Ward arrd 
Shradcr," Courtesy 1 E E  E. )  

However, when tlie MTI improvement factor is not great enough to reduce the clutter 
sufficiently..the clutter residue will appear on the display and prevent the detection of aircraft 
targets wliose cross sections are larger than the clutter residue. This condition may be pre- 
vcritcd by setting tlic liniit level L,  relative to the noise N, equal to the MTI improvement 
factor I ;  or L/N = 1 .  I f  tlie liniit level relative to noise is set higher than the improvement 
factor. clutter residue obscures part o f  the display. If it is set too low there may be a " black 
liolc" effect or1 the display. 'I'he liriiiter provides a constant false aiarrn rate (CFAR) arid is 
essential to usable MTI l~erforma~ice.su 

Unfortunately, nonlinear devices such as limiters have side-effects that can degrade 
performarice. Limiters cause tlie spcctrirrri of strong clutter to spread into the canceler pass- 
band, and result in the generation of additional residue that can significaritly degrade MTI 
performance as compared with a perfect linear system. 

An example of tile effect of limiting is sliown in Fig. 4.32, which plots the improvement 
factor for two-pulse arid tllree-pulse cancelers witti various levels of limiting.53 The abscissa 
applies to a gaussian clutter spectrum that is generated either by clutter motion with standard 
deviation rr,, at a wavelengtli R and a prf .f,, or by antenna scanning modulation with a 
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Fi~ure 4.32 Effect of limit level on the improvement factor for (a) two-pulse delay-line canceler and
(b) three-pulse delay-line canceler. elL = ratio of rms clutter power to limit level. (From Ward and
Shrader,s3 Courtesy IEEE.)

However, when the MTI improvement factor is not great enough to reduce the clutter
sufficientlYAhe clutter residue will appear on the display and prevent the detection of aircraft
targets whose cross sections are larger than the clutter residue. This condition may be pre­
vented hy setting the limit level L relative to the noise N, equal to the MTI improvement
factor I; or LIN = I. If the limit level relative to noise is set higher than the improvement
factor. clutter residue obscures part of the display. If it is set too low there may be a "black
hole" effect on the display. The limiter provides a constant false alarm rate (CFAR) and is
essential to usable MTI performance. 5o

Unfortunately, nonlinear devices such as limiters have side-effects that can degrade
performance. Limiters cause the spectrum of strong clutter to spread into the canceler pass­
band, and result in the generation of additional residue that can significantly degrade MTI
performance as compared with a perfect linear system.

An example of the effect of limiting is shown in Fig. 4.32, which plots the improvement
factor for two-pulse and three-pulse cancelers with various levels of limiting. s3 The abscissa
applies to a gaussian clutter spectrum that is generated either by clutter motion with standard
deviation CT,. at a wavelengl h A. and a prf fp, or by antenna scanning modulation with a
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gaussian-shaped beam and ns pulses between the half-power beamwidth of the one-way 
antenna pattern. The parameter CIL is the ratio of the rms clutter power to  the receiver-IF 
limit level. 

The loss of improvement factor increases with increasing complexity of the canceler. 
Limiting in the three-pulse canceler will cause a 15 to 25 dB reduction in the performance 
predicted by linear theory.5% four-pulse canceler (not shown) with limiting is typically only 
2 dB  better than the three-pulse canceler in the presence of limiting clutter and offers little 
advantage. Thus the added complexity of higher-order cancelers is seldom justified in such 
situations. The linear analysis of MTI signal processors is therefore not adequate when limit- 
ing& employed and can lead to  disappointing differences between theory and measurement of 
actual systems. 

Limiters need not be used if the MTI is linear over the entire range of clutter signals and if 
the processor has sufficient improvement factor to reduce the largest clutter to the noise level. 
T o  accomplish this the signal processor must provide at least 60 dB  improvkment factor, 
which is a difficult task.56 Not only must the signal processor be designed to  reduce the clutter 
by this amount, but the receiver must be linear over this range, there must be at least eleven 

">, bits in the AID converter of the digital processor, the equipment must be sufficiently stablc, 
and the number of pulses processed (for reducing antenna scanning modulation) must be 
sufficient to  achieve this large value of improvement factor. 

4.9 NONCOHERENT MTI 

The composite echo signal from a moving target and clutter fluctuates in both phase and 
amplitude. The coherent MTI and the pulse-doppler radar make use of the phase fluctuations 
in the echo signal to  recognize the doppler component produced by a moving target. In these 
systems, amplitude fluctuations are removed by the phase detector. The operation of this type 
of radar, which may be called coherent MTI, depends upon a reference signal at the radar 
receiver that is coherent with. the transmitter signal. 

It is also possible to  use the amplitude fluctuations to  recognize the doppler component 
produced by a moving target. MTI radar which uses amplitude instead of phase fluctuations is 
called noncoherent (Fig. 4.33). It has also been called externally coherent, which is a more 
descriptive name. The noncoherent MTI radar does not require an internal coherent reference 
signal o r  a phase detector as does the coherent form of MTI. Amplitude limiting cannet be 
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Figure 4.33 Block diagram of a noncoherent MTI radar. 
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gaussian-shaped beam and 118 pulses between the half-power beamwidth of the one-way
antenna pattern. The parameter CIL is the ratio of the rms clutter power to the receiver-IF
limit level.

The loss of improvement factor increases with increasing complexity of the canceler.
Limiting in'the three-pulse canceler will cause a 15 to 25 dB reduction in the performance
predicted by linear theory.50 A four-pulse canceler (not shown) with limiting is typically only
2 dB better than the three-pulse canceler in the presence of limiting clutter and offers little
advantage. Thus the added complexity of higher-order cancelers is seldom justified in such
situations. The linear analysis of MTI signal processors is therefore not adequate when Iimit­
ing,is employed and can lead to disappointing differences between theory and measurement of
actual systems.

Limiters need not be used if the MTI is linear over the entire range of clutter signals and if
the processor has sufficient improvement factor to reduce the largest clutter to tre noise level.
To accomplish this the signal processor must provide at least 60 dB improvement factor,
which is a difficult task. 56 Not only must the signal processor be designed to reduce the clutter
by this amount, but the receiver must be linear over this range, there must be at least eleven
bits in the AID converter of the digital processor, the equipment must be sufficiently stable,
and the number of pulses processed (for reducing antenna scanning modulation) must be
sufficient to achieve this large value of improvement factor.

4.9 NONCOHERENT MTI

The composite echo signal from a moving target and clutter fluctuates in both phase and
amplitude. The coherent MTI and the pulse-doppler radar make use of the phase fluctuations
in the echo signal to recognize the doppler component produced by a moving target. In these
systems, amplitude fluctuations are removed by the phase detector. The operation of this type
of radar, which may be called coherent MTI, depends upon a reference signal at the radar
receiver that is coherent with the transmitter signal.

It is also possible to use the amplitude fluctuations to recognize the doppler component
produced by a moving target. MTI radar which uses amplitude instead of phase fluctuations is
called noncoherent (Fig. 4.33). It has also been called externally coherent, which is a more
descriptive name. The noncoherent MTI radar does not require an internal coherent reference
signal or a phase detector as does the coherent form of MTI. Amplitude limiting cannot be

To cancellation circuits Figure 4.33 Block diagram of a noncoherent MTI radar.



en~ployed i n  tile ~ioncollere~it MTI receiver, else the desired anlplitude fluctuations would be 
lost. Therefore tile IF amplifier must be linear, or if a large dynamic range is required, it can 
be logarithmic. A logaritlimic gain characteristic not only provides protection from saturation, 
but i t  also tends to make the clutter fluctuations at its output more uniform with variations in 
the clutter input amplitude [Sec. (13.8)]. The detector following the I F  amplifier is a conven- 
tional amplitude detector. The phase detector is not used since phase information is of no 
interest to the tioncolierent radar. Tile local oscillator of the noncoherent radar does not have 
to he as frequency-stable as in the coherent MTI. The transmitter must be sufficiently stable 
over t lie pulse ditratiorl to prevent beats between overlapping ground clutter, but this is not as 
severe a requirement as in the case of coherent radar. The output of the amplitude detector is 
followed by an MTI processor sucli as a delay-line canceler. The doppler component con- 
taitied i l l  tlic al~iplitilde fluctl~atiotls Itlay also be detected by applying tlie output of the 
amplitude detector to an A-scope. Amplitude fluctuations due to  doppler produce a butterfly 
modulation similar to that in Fig. 4.3, but in this case, they ride on top of the clutter echoes. 
Except for the inclusion of means to extract the doppler amplitude component, the noncoher- 
ent MTI block diagram is similar to that of a conventional pulse radar. 

The advantage of the noncoherent MTI is its simplicity; hence it is attractive for those 
applications where space and weight are limited. Its chief limitation is that the target must be 
in the presence of relatively large clutter signals i f  moving-target detection is to take place. 
Clutter echoes may not always be present over the range at which detection is desired. The 
clutter serves the same function as does the reference signal in the coherent MTI. If clutter 
were not present, tlie desired targets would not be detected. It is possible, however, to provide 
a switch to  disconnect the noncoherent MTI operation and revert to normal radar whenever 
sufficient clutter echoes are not present. If the radar is stationary, a map of the clutter might be 
stored in a digital memory and used to determine when to  switch in or out the noncoherent 
hlT1. 

The improvement factor of a noncoherent MTI will not, in general, be as good as can be 
obtained with a coherent MTI tliat employs a reference oscillator (coho). The reference signal 
in the noncoherent case is tlie clutter itself, which will not be as stable as a reference oscillator 
because of tlie finite width of the clutter spectrum caused by its own internal motions. If a 
nonlinear IF ariiplifier is used, i t  will also limit the improvement factor that can be achieved. 

4.10 PULSE DOPPLER  RADAR'^ 
?.  

A pulse radar that extracts the doppler frequency shift for the purpose of detecting moving 
targets in the presence of clutter is either an MTI radar o r  a pulse doppler radar. The distinc- 
tion between them is based on the fact that in a sampled measurement system like a pulse 
radar, ambiguities can arise in both the doppler frequency (relative velocity) and the range 
(time delay) measurenients. Range ambiguities are avoided with a low sampling rate (low pulse 
repetition frequency), and doppler frequency ambiguities are avoided with a high sampling 
rate. However, in most radar applications the sampling rate, o r  pulse repetition frequency, 
cannot be selected to avoid both types of measurement ambiguities. Therefore a compromise 
must be made arid the nature of tlie compromise generally determines whether the radar is 
called an MTI or a pitlsc doppler. MTI usually refers to a radar in which the pulse repetition 
frequency is clloseti low enougli to avoid ambiguities in range (no multiple-time-around 
echoes). but with the consequence tliat tile frequency measurement is ambiguous and results in 
blind speeds, Eq. (4.8). The pulse doppler radar, on the other hand, has a high pulse repetition 
frequency that avoids blind speeds, but it experiences ambiguities in range. It performs doppler 
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employed in the noncoherent MTI receiver, else the desired amplitude fluctuations would be
lost. Therefore the IF amplifier must be linear, or if a large dynamic range is required, it can
be logarithmic. A logarithmic gain characteristic not only provides protection from saturation,
but it also tends to make the clutter fluctuations at its output more uniform with variations in
the clutter input amplitude [Sec. (13.8)]. The detector following the IF amplifier is a conven­
tional amplitude detector. The phase detector is not used since phase information is of no
interest to the noncoherent radar. The local oscillator of the noncoherent radar does not have
to he as frequency-stahle as in the coherent MTI. The transmitter must be sufficiently stable
over the pulse duration to prevent beats between overlapping ground clutter, but this is not as
severe a requirement as in the case of coherent radar. The output of the amplitude detector is
followed by an MTi processor such as a delay-line canceler. The doppler component con­
tClilled ill the alllplituue nuctuations may also be detected by applying the output of the
amplitude detector to an A-scope. Amplitude fluctuations due to doppler produce a butterfly
modulation similar to that in Fig. 4.3, but in this case, they ride on top of the clutter echoes.
Except for the inclusion of means to extract the doppler amplitude component, the noncoher­
ent MTi block diagram is similar to that of a conventional pulse radar.

The advantage of the noncoherent MTI is its simplicity; hence it is attractive for those
applications where space and weight are limited. Its chief limitation is that the target must be
in the presence of relatively large clutter signals if moving-target detection is to take place.
Clutter echoes may not always be present over the range at which detection is desired. The
clutter serves the same function as does the reference signal in the coherent MTI. If clutter
were not present, the desired targets would not be detected. It is possible, however, to provide
a switch to disconnect the noncoherent MTI operation and revert to normal radar whenever
sufficient clutter echoes are not present. If the radar is stationary, a map of the clutter might be
stored in a digital memory and used to determine when to switch in or out the noncoherent
MTI.

The improvement factor of a noncoherent MTI will not, in general, be as good as can be
obtained with a coherent MTI that employs a reference oscillator (coho). The reference signal
in the noncoherent case is the clutter itself, which will not be as stable as a reference oscillator
because of the finite width of the clutter spectrum caused by its own internal motions. If a
nonlinear IF amplifier is used, it will also limit the improvement factor that can be achieved.

4.10 PULSE DOPPLER RADAR 5
?

~.

A pulse radar that extracts the doppler frequency shift for the purpose of detecting moving
targets in the presence of clutter is either an MTI radar or a pulse doppler radar. The distinc­
tion between them is based on the fact that in a sampled measurement system like a pulse
radar, ambiguities can arise in both the doppler frequency (relative velocity) and the range
(time delay) measurements. Range ambiguities are avoided with a low sampling rate (low pulse
repetition frequency), and doppler frequency ambiguities are avoided with a high sampling
rate. However, in most radar applications the sampling rate, or pulse repetition frequency,
cannot be selected to avoid both types of measurement ambiguities. Therefore a compromise
must be made and the nature of the compromise generally determines whether the radar is
called an MTI or a pulse doppler. MTI usually refers to a radar in which the pulse repetition
frequency is chosen low enough to avoid ambiguities in range (no multiple-time-around
echoes). but with the consequence that the frequency measurement is ambiguous and results in
blind speeds, Eq. (4.8). The pulse doppler radar, on the other hand, has a high pulse repetition
frequency that avoids blind speeds, but it experiences ambiguities in range. It performs doppler
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filtering on a single spectral line of the pulse spectrum. (A radar which employs multiple pulse 
repetition frequencies to  avoid blind speeds is usually classed as an MTI i f  its average prf 
would cause blind speeds. The justification for this definition is that the technology and design 
philosophy o f  a multiple prf radar are more like that of an MTI than a pulse doppler.) 

The pulse doppler radar is more likely to use range-gated doppler filter-banks than 
delay-line cancelers. Also, a power amplifier such as a klystron is more likely to be used than a 
power oscillator like the magnetron. A pulse doppler radar operates at a higher duty cycle 
than does an MTI. Although it is difficult to generalize, the MTI radar seems to be the more 
widely used of the two, but pulse doppler is usually more capable of reducing clutter. 

When the prf must be so high that the number of range amb~guiiies is too large to be 
easily resolved, the performance of the pulse-doppler radar approaches that of the CW doppler 
radar. The pulse-doppler radar, like the CW radar, may be limited in its ability to measure 
range under these conditions. Even so, the pulse-doppler radar has an advantaee over the C W  
radar in that the detection performance is not limited by transmitter leakage or by signals 
reflected from nearby clutter or  from the radome. The pulse-doppler radar avoids this 
difficulty since its receiver is turned off during transmission, whereas the C W  radar receiver 1s 
always on. O n  the other hand, the detection capability of the pulse-doppler radar is r c d ~ ~ ~ c d  
because of the blind spots in range resulting from the high prf. 

One  other method should be mentioned of achieving coherent MTI. I f  the number of 
cycles of the doppler frequency shift contained within the duration of a single pulse is 
sufficient, the returned echoes from moving targets may be separated from clutter by suitable 
RF or IF filters. This is possible if the doppler frequency shift is at least comparable with or 
greater than the spectral width of the transmitted signal. It is not ilsually applicable to aircraft 
targets, but it can sometimes be applied to  radars designed to detect extraterrestrial targets 
such as satellites or  astronomical bodies. In these cases, the transmitted pulse width is rela- 
tively wide and its spectrum is narrow. The high speed of extraterrestrial targets results in 
doppler shifts that are usually significantly greater than the spectral width of the transmitted 
signal. 

4.11 MTI FROM A MOVING PLATFORM 

9 
When the radar itself is in motion, as when mounted on a ship or  an aircraft, the detcctiotl of a 
nloving target in tlle presence ofclutter is more difficult than i f  tile radar were statiollar;~. 'I'llc 
doppler frequency shift of the clutter is no longer at dc. It varies with the speed of tlie radar 
~~lutforrn, the direction of the antentla in a~i rn t~ t l i ,  sn<i tile elevation ittlglc to t l ~ c  clt~tter. 7'1111s 
the clutter rejection notch needed to cancel clutter cannot be fixed, but must vary. 'l'lie dzsig~l 
of an MTI is more difficult with an airborne radar than a shipborne radar becailse the higher 
speeds and the greatcr range of elevation angles result in a greater variation of the c l t ~ l t c ~  
spectrum. 

In addition to  shifting the center frequency of the clutter, its spectritm is also widened. An 
approximate measure of the spectrum width can be found by taking the differential of the 
doppler frequency ,fd = 2 ( v / l )  cos 0, or 

2 v 
Af, = - sin 0 A0 
. l 

where 11 = platform speed, A = wavelength, and 0 is the azimuth angle between the aircraft's 
velocity and the direction of the antenna beam. (The negative sign introduced by differentia- 
tion of cos O is ignored and the elevation angle is assumed to  be zero.) I f  the beamwidth is 
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filtering on a single spectral line of the pulse spectrum. (A radar which employs multiple pulse
repetition frequencies to avoid blind speeds is usually classed as an MTI if its average prf
would cause blind speeds. The justification for this definition is that the technology and design
philosophy of a multiple prf radar are more like that of an MTI than a pulse doppler.)

The pulse doppler radar is more likely to use range-gated doppler filter-banks than
delay-line cancelers. Also, a power amplifier such as a klystron is more likely to be used than a
power oscillator like the magnetron. A pulse doppler radar operates at a higher duty cycle
than does an MTI. Although it is difficult to generalize, the MTI radar seems to be the more
widely used of the two, but pulse doppler is usually more capable of reducing clutter.

When the prf must be so high that the number of range ambiguities is too large to be
easily resolved, the performance of the pulse-doppler radar approaches that of the CW doppler
radar. The pulse-doppler radar, like the CW radar, may be limited in its ability to measure
range under these conditions. Even so, the pulse-doppler radar has an advanta&e over the CW
radar in that the detection performance is not limited by transmitter leakage or hy signals
reflected from nearby clutter or from the radome. The pulse-doppler radar avoids this
difficulty since its receiver is turned off during transmission, whereas the CW radar receivcr is
always on. On the other hand, the detection capability of the pulse-doppler radar is reducl:J
because of the blind spots in range resulting from the high prf.

One other method should be mentioned of achieving coherent MTI. If the number of
cycles of the doppler frequency shift contained within the duration of a single pulse is
sufficient, the returned echoes from moving targets may be separated from clutter by suitable
RF or IF filters. This is possible if the doppler frequency shift is at least comparable with or
greater than the spectral width of the transmitted signal. It is not usually applicable to aircrafl
targets, but it can sometimes be applied to radars designed to detect extraterrestrial targets
such as satellites or astronomical bodies. In these cases, the transmitted pulse width is rela­
tively wide and its spectrum is narrow. The high speed of extraterrestrial targets results in
doppler shifts that are usually significantly greater than the spectral width of the transmitted
signal.

4.11 MTI FROM A MOVING PLATFORM

When the radar itself is in motion, as when mounted on a ship or an aircraft, the detection of a
moving target in the prescnce of clutter is more difficult than if the radar were stationary. The
doppler frequency shift of the clutter is no longer at dc. It varies with the speed of the radar
platform, the direction of the antenna in azimuth, and the el.evation angle to the clutter. Thlls
the clutter rejection notch needed to cancel clutter cannot be fixed, but must vary. The design
of an MTI is more difficult with an airborne radar than a shipborne radar because the higher
speeds and the greater range of elevation angles result in a greater variation of the clutter
spectrum.

In addition to shifting the center frequency of the clutter, its spectrum is also widened. An
approximate measure of the spectrum width can be found by taking the differential of the
doppler frequency.td = 2(v/l) cos 0, or

4fd = 2; sin 0 /10 (4.36)

where v = platform speed, l = wavelength, and 0 is the azimuth angle between the aircraft's
velocity and the direction of the antenna beam. (The negative sign introduced by differentia­
tion of cos 0 is ignored and the elevation angle is assumed to be zero.) If the beamwidth is



take11 as AO, tlien A!, is a rneasttre of the widtli of doppler frequency spectrum. When the 
;111te1lrla j)oitits i l l  t l ~ e  dircctioll of t l ~ c  platforrll velocity (0 = O), the dopplcr shift of tlic cluttcr 
is maximum, but the width of tlie doppler spectrum AId is a minimum. O n  the other hand, 
when the antenna is directed perpendicular to tlie direction of the platform velocity (0 = 90°), 
the clutter doppler center-frequency is zero, but tlie spread is maximum. This widening of the 
clutter spectrum can set a limit on the improvement factor. 

Thus the effect of platforrn velocity can be considered as liaving two components. One  is 
iri the direction of anteiina poiutitig and shifts the center frequency of the clutter doppler 
spectrum. The other is rlor~nal to tlle direction of antenna pointing and results in a widening of 
the clutter doppler spectrum. These two components are compensated by two different 
techniques. 

Ari MI'] radar on a movitig platforni is called AMTI. Altliougli the "A" originally stood 
for airhorr~e, the term is now often applied to an MTI radar on any moving platform. Most of 
tile interest in AMTI, however, is for airborne radar." 

~'arnpcnsation for clutter dopplcr shift. Wl~en the clutter doppler frequency is other than at 
dc, the null of the frequency response of tlie MTI processor must be shifted accordingly. The 
effect 011 tlie improvement factor when tlie center of the clutter doppler frequency is shifted by 
all anlou11t ,I, is shown i l l  Fig. 4.34 for a tlirec-pulse delay-line ~ a n c e l e r . ~ ' , ~ ~  Tliere are two 
basic methods for providing the doppler frequency compensation. In one implementation the 
frequency of tlie coheretit oscillator (coho) is changed to  compensate for the shift in the clutter 
doppler frequency. This may be accomplished by mixing the output of the coho with a signal 
from a tunable oscillator, the frequency of which is made equal to  the clutter doppler. The 
other ilnplementation is to  insert a phase shifter in one branch of the delay-line canceler and 
adjust its phase to sliift the null of the frequen'cy response. (A phase shin Y in one branch of the 
canceler corresponds to a frequency shift 2nfd = y /Tp ,  where Tp = pulse repetition interval.) 

Tlie clutter-doppler-frequency compensation can, in some cases, be made open loop by 
using the a priori knowledge of the velocity of the platform carrying the radar and the 
direction of the antenna pointing. This is more practical with a shipborne radar rather than 
with an airborne radar. When the clutter-doppler-frequency compensation cannot be obtained 

0 001 0 01 0 1 
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Figure 4.34 Effect of a nonzero clutter doppler frequency on the improvement factor of a three-pulse 
canceler. f, = mean frequency of the clutter spectrum, o, = standard deviation of clutter spectrum, 
.f, = pulse repetition frequency. (From Andrews6') 
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taken as MJ, then M~ is a measure of the width of doppler frequency spectrum. When the
antcnna points in tllc direction of tile platform velocity (0 = 0), the doppler shift of tile clutter
is maximum, but the width of the doppler spectrum !!tId is a minimum. On the other hand,
when the antenna is directed perpendicular to the direction of the platform velocity (0 = 90°),
the clutter doppler center-frequency is zero, but the spread is maximum. This widening of the
clutter spectrum can set a limit on the improvement factor.

Thus the effect of platform velocity can be considered as having two components. One is
in the direction of antenna pointing and shifts the center frequency of the clutter doppler
spectrum. The other is normal to the direction of antenna pointing and results in a widening of
the clutter doppler spectrum. These two components are compensated by two different
techniques.

An MTI radar on a moving platform is called AMTI. Although the "A" originally stood
for ai"bome, the term is now often applied to an MTI radar on any moving platform. Most of
the interest in AMTl, however, is for airborne radar. 58

Compensation for dutter doppler shift. When the clutter doppler frequency is other than at
dc, the null of the frequency response of the MTI processor must be shifted accordingly. The
effect on the improvement factor when the center of the clutter doppler frequency is shifted by
an amount .I~ is shown in Fig. 4.34 for a three-pulse delay-line canceler.6 t.69 There are two
basic methods for providing the doppler frequency compensation. In one implementation the
frequency of the coherent oscillator (coho) is changed to compensate for the shift in the clutter
doppler frequency. This may be accomplished by mixing the output of the coho with a signal
from a tunable oscillator, the frequency of which is made equal to the clutter doppler. The
other implementation is to insert a phase s~ifter in one branch of the delay-line canceler and
adjust its phase to shift the null of the frequency response. (A phase shift \{J in one branch of the
canceler corresponds to a frequency shift 2nId = \{J/Tp , where Tp = pulse repetition interval.)

The clutter-doppler-frequency compensation can, in some cases, be made open loop by
using the a priori knowledge of the velocity of the platform carrying the radar and the
direction of the antenna pointing. This is more practical with a shipborne radar rather than
with an airborne radar. When the clutter-doppler-frequency compensation cannot be obtained
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Figure 4.34 Effect of a nonzero clutter doppler frequency on the improvement factor of a three-pulse
canceler. fr = mean frequency of the clutter spectrum, fJ, = standard deviation of clutter spectrum,
fp = pulse repetition frequency. (From Andrews.61 )
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in this fashion, the clutter frequency can be measured directly by sampling the received echo 
signal over an interval of range. The sampled range interval is selected so that clutter is likely 
to be the dominant signal. From this measurement of clutter doppler within the sampled range 
interval, compensation is made over the entire range of observation either by changing the 
reference signal from the coho or by adjusting the phase shifter inserted in one of the arms of 
the delay-line canceler. Generally, the average doppler frequency or phase shift is obtained by 
averaging the sampled range-interval over a number of pulse repetition periods. A single 
doppler measurement and subsequent compensation might not suffice over the entire range of 
the radar, especially if the radar is elevated as in an aircraft. The doppler shift from clutter will 
be range dependent with an elevated radar since the doppler frequency is a function of the 
elevation angle from the radar to the clutter cell. Thus more than one doppler measurement 
may be necessary to compensate for the variation of the clutter doppler with range. 

An MTI radar that measures the average doppler frequency shift of clutter qver a sampled 
range interval and uses this measurement to cause the clutter mean-doppler-frequency to 
coincide with the null of the MTI doppler-filter-frequency response over the remainder of the 
range of observation is called a clutter-lock MTI. 

One version of a clutter-lock MTI is TACCAR, which stands for time-averaged-clutter 
coherent airborne radar.' Although the name was originally applied to a particular airborne 
MTI radar system developed by MIT Lincoln Laboratory, it continues to be used to refer to 
the clutter-lock technique that was the special feature of that system. The name is even 
retained when the technique is applied to a shipboard radar or when the radar is on land and 
used for the compensation of moving clutter. The chief feature of TACCAR is the use of a 
voltage-controlled oscillator arranged in a phase-lock loop. As with other clutter-lock 
methods, the correction for the clutter doppler is obtained from the averaged measurement of 
the clutter doppler frequency within a sampled range interval. 

Other methods that have been proposed for compensating the clutter doppler shift seen 
by a moving radar include the "matrix MTIW6O for implementation in digital MTI, and a 
"trial and error" t e c h n i q ~ e ~ ~ * ~ '  that provides simultaneously a number of possible d ~ p p l e r  
corrections and uses that one which produces the minimum residue over the sampled range 
interval. 

Still another technique that is attractive when it can be applied, is to use a doppler 
processor with a rejection notch wide enough to reject the clutter doppler even when the radar 
platform is in motion. This is applicable only when the first blind speed is high (a low radar 
frequency and/or high prf) and when the platform speed is low, as it would be with a ship- 
mounted radar. 

Generally, most clutter-lock MTI techniques do not adequately eliminate both stationary 
and moving clutter when they appear simultaneously within the same range resolution cell. A 
TACCAR, for example, might be designed to reject ground clutter close in, and weather or 
chaff at a different doppler at ranges beyond the ground clutter; but not to cancel two different 
clutter doppler frequencies simultaneously.' An exception is the adaptive MT162.65 which can 
adapt to any type of clutter. Using technology similar to that of the antenna sidelobe canceler, 
nulls are adaptively placed at those frequencies containing large clutter. A three-loop adaptive 
canceler, for example, can adaptively place three nulls at three different frequencies or it  can 
place the three nulls so as to  make a single wide notch, depending on the nature of the clutter 
spectrum. 

Compensation for clutter doppler spread. The simple expression of Eq. (4.36) shows that the 
spread in the clutter spectrum is a function of the angle 6 between the velocity vector of the 
moving platform and the antenna beam-pointing direction. It also depends on the wavelength. 
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in this fashion, the clutter frequency can be measured directly by sampling the received echo
signal over an interval of range. The sampled range interval is selected so that clutter is likely
to be the dominant signal. From this measurement of clutter doppler within the sampled range
interval, compensation is made over the entire range of observation either by changing the
reference signal from the coho or by adjusting the phase shifter inserted in one of the arms of
the delay-line canceler. Generally, the average doppler frequency or phase shift is obtained by
averaging the sampled range-interval over a number of pulse repetition periods. A single
doppler measurement and subsequent compensation might not suffice over the entire range of
the radar, especially if the radar is elevated as in an aircraft. The doppler shift from clutter will
be range dependent with an elevated radar since the doppler frequency is a function of the
elevation angle from the radar to the clutter cell. Thus more than one doppler measurement
may be necessary to compensate for the variation of the clutter doppler with range.

An MTI radar that measures the average doppler frequency shift of clutter oyer a sampled
range interval and uses this measurement to cause the clutter mean-doppler-frequency to
coincide with the null of the MTI doppler-filter-frequency response over the remainder of the
range of observation is called a clutter-lock MTI.

One version of a clutter-lock MTI is TACCAR, which stands for time-averaged-c1utter
coherent airborne radar.8 Although the name was originally applied to a particular airborne
MTI radar system developed by MIT Lincoln Laboratory, it continues to be used to refer to
the clutter-lock technique that was the special feature of that system. The name is even
retained when the technique is applied to a shipboard radar or when the radar is on land and
used for the compensation of moving clutter. The chief feature of TACCAR is the use of a
voltage-controlled oscillator arranged in a phase-lock loop. As with other clutter-lock
methods, the correction for the clutter doppler is obtained from the averaged measurement of
the clutter doppler frequency within a sampled range interval.

Other methods that have been proposeq for compensating the clutter doppler shift seen
by a moving radar include the" matrix MTI "60 for implementation in digital MTI, and a
"trial and error" tech~iques9.68 that provides simultaneously a number of possible doppler
corrections and uses that one which produces the minimum residue over the sampled range
interval.

Still another technique that is attractive when it can be applied, is to use a doppler
processor with a rejection notch wide enough to reject the clutter doppler even when the radar
platform is in motion. This is applicable only when the first blind speed is high (a low radar
frequency and/or high prf) and when the platform speed is low, as it would be with a ship­
mounted radar.

Generally, most clutter-lock MTI techniques' do not adequately eliminate both stationary
and moving clutter when they appear simultaneously within the same range resolution cell. A
TACCAR, for example, might be designed to reject ground clutter close in, and weather or
chaff at a different doppler at ranges beyond the ground clutter; but not to cancel two different
clutter doppler frequencies simultaneously.8 An exception is the adaptive MTI62 .6s which can
adapt to any type of clutter. Using technology similar to that of the antenna sidelobe canceler,
nulls are adaptively placed at those frequencies containing large clutter. A three-loop adaptive
canceler, for example, can adaptively place three nulls at three different frequencies or it can
place the three nulls so as to make a single wide notch, depending on the nature of the clutter
spectrum.

Compensation for clutter doppler spread. The simple expression of Eq. (4.36) shows that the
spread in the clutter spectrum is a function of the angle 8 betw~n the velocity vector of the
moving platform and the antenna beam-pointing direction. It also depends on the wavelength.



Based on an analysis of antenna radiation patterns and experimental data, StaudaherS8 gives 
the standard deviation of the clutter spectrum due to platform motion as 

where ox is the horizontal component of the velocity perpendicular to the antenna pointing- 
direction and a is the effective horizontal aperture width. The antenna beamwidth is assumed 
to be approximated by 0, = A/a. [Equation (4.37) is not inconsistent with thesimple derivation 
of Eq. (4.36).] If the mean doppler-frequency shift of the clutter echo is perfectly com- 
pensated, the limitations on the improvement factor due to  clutter spread can be found by 
assuming a gaussian spectral shape and substituting the standard deviation of Eq. (4.37) into 
the expression of Eq. (4.27) to obtain 

where N I  is tlle riurrlbcr of delay lilies i t1  the MTI processor. If  the clutter spread a,, due to the 
platform motion combines with the clutter spread a, due to  internal clutter motion such that 
tile total storidard deviation n,. of ttie clutter spectrum is a: = af + a;,, the MTI improve- 
ment factor for the total clutter spectrum is 

'The solid curves of Fig. 4.35 plot this equation for a three-pulse delay-line canceller (N, = 2). 
If the widening ofthe spectrum is a result of the radar platform's velocity, its effects can be 

mitigated by making the radar antenna appear stationary. This might be accomplished with 

Ratio of clutter spectral width to pulse repetition frequency (uc/fp) 

Figure 4.35 Solid curves show the improvement factor of a three-pulse canceler limited by platform 
motion [Eq. (4.39)]. Dashed curves show the effect of the DPCA compensation. x is the fraction of the 
antenna aperture that the antenna is displaced per interpulse period (x = 0 corresponds to no platform 
motion.) (From A n d r e w ~ . ~ ~ )  
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Based on an analysis of antenna radiation patterns and experimental data, Staudaher~8 gives
the standard deviation of the clutter spectrum due to platform motion as

v"apm :::: 0.6-
a

(4.37)

(4.38)

where l'" is the horizontal component of the velocity perpendicular to the antenna pointing­
direction and a is the effective horizontal aperture width. The antenna beamwidth is assumed
to be approximated by 08 = A./a. [Equation (4.37) is not inconsistent with the simple derivation
of Eq. (4.36).] If the mean doppler-frequency shift of the clutter echo is perfectly com­
pensated, the limitations on the improvement factor due to clutter spread can be found by
assuming a gaussian spectral shape and substituting the standard deviation of Eq. (4.37) into
the expression of Eq. (4.27) to obtain

2N1 (1 a)2NI
Ipm = N;! 1.2n ~" Tp

(4.39)

where N, is the number of delay lines ill the MTI processor. If the clutter spread arm due to the
platform motion combines with the clutter spread ac due to internal clutter motion such that
lhe total standard deviation al' of the clutter spectrum is af = a; + a:m , the MTI improve­
ment factor for the total clutter spectrum is

2
N,

[ J; 12N1

/ cs = N,! 2rc(a;:<1:m)I/2

The solid curves of Fig. 4.35 plot this equation for a three-pulse delay-line canceller (N, = 2).
If the widening orthe spectrum is a result of the radar platform's velocity, its effects can be

mitigated by making the radar antenna appear stationary. This might be accomplished with
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Figure 4.3~ Solid curves show the improvement factor of a three-pulse canceler limited by platform
motion [Eq. (4.39)]. Dashed curves show the effect or the DPCA compensation. x is the fraction of the
antenna aperture that the antenna is displaced per interpulse period (x = 0 corresponds to no platform
motion.) (From Andrews.63 )



two separate antennas with the distance between them equal to TPv, = Tpu sin 0,, where 
0, = angle between velocity vector of the vehicle and the antenna beam-pointing direction, 
and Tp = pulse repetition period. One  pulse is transmitted on the forward antenna, and tllc 
other pulse is transmitted on the rear antenna so that the two pulses from the two different 
antennas are transmitted and received at the same point in space. The result is as i f  the 
radar antenna were stationary. The distance traveled between pulses is generally less than 
the antenna dimension so that the two antenna beams might be generated with two 
overlapping reflector antennas or  with a phased array divided into two overlapping 
sub array^.^^ The effective separation between the antennas, Tpox, varies with the angle 
6, as well as the aircraft velocity v. With reflector antennas, it is not convenient to change 
the antenna physical separation to compensate for changes in 0, or o. The pulse repetition 
period Tp might be varied to provide compensation, but this can introduce other complica- 
tions into the radar design and the signal processing. With a phased array divided into two 
overlapping subarrays, a constant pulse repetition frequency can be used and the horizontal 
separation of the two overlapping subarrays can be controlled electronically to compensate for 
platform motion. However, it is possible to  change the effective phase center of a rellt.ctor 
antenna by employing two feeds to  produce two squinted overlapping beams, as in ati 
amplitude-comparison monopulse radar (Sec. 5.4). The outputs of the two feeds are combined 
using a hybrid junction t o  produce a sum pattern C and a difference pattern A. By taking 
C Ifl jkA, the effective phase center can be shifted depending on the value of k. (The factor j 
multiplying the difference pattern signifies a 90" phase shift added to  the difference signal 
relative to  the sum signal.) The use of this technique in a n  AMTI radar to  compensate for the 
effects of platform motion is called DPCA, which stands for Displaced Phase Center Anter~nn.  

The sum and difference patterns can be obtained by connecting a hybrid junction to the 
outputs of the two antenna feeds as described in Sec. 5.4. The sum pattern is used on transmit 
and both the sum and the difference patterns are extracted on receive. The signal received on 
the difference pattern is weighted by the factor k, shifted in phase by 90" and is added to the 
sum-pattern signal in the delayed channel and subtracted from the sum-pattern signal in the 
undelayed channel. Because of the phase relationships between the lobes of the difference 
pattern and the sum pattern, the result is an apparent forward displacement of the pattern on 
the first transmission, and a displacement to  the rear on  the second transmission. Wlicn t t ~ c  

gains of  the sum and difference channels are properly adjusted, and when the distance between 
the phase centers of the two antenna beams is 2Tpvx the combined sum and diKerence patterns 
on successive pulses illuminate the same region and the antenna appears s t a~ iona ry .~ '  (The 
f:~ctor 2 appears in the distance between phase centers. as a result of using both feeds for 
transmission. The phase center on  transmit is half-way between the two feeds, and the phase 
center on receive alternates from one feed to the other.) As the antenna pointing-direction 
changes from the port t o  starboard side of the vehicle, the sign of the difference signal must be 
reversed t o  keep the displaced beams in the proper orientation. 

The dashed curves of Fig. 4.35 show the improvement in MTI processing that is theo- 
retically possible with DPCA and a three-pulse delay-line canceler. (Note that the DPCA 
corrects only one canceler of a multiple-stage MTI.63) The curve for x = 0 applies for no 
platform motion and represents the maximum improvement offered by an idea platform- 
motion cancellation method. It is seen that when the clutter spectral width is small, as for 
overland clutter, a significant improvement is offered by DPCA. 

The limitation t o  the improvement factor due t o  antenna rotation, o r  scanning modula- 
tion, can be reduced 'by a method,similar t o  DPCA.51.58166 DPCA applies the difference 
pattern in quadrature (900 phase shift) to  thesum pattern while compensation for scanning 
modulation requires the difference pattern to be applied in phase with the sum pattern. Thus it 
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two separate antennas with the distance between them equal to Tp V x = Tp v sin Oa, where
Oa = angle between velocity vector of the vehicle and the antenna beam-pointing direction,
and Tp = pulse repetition period. One pulse is transmitted on the forward antenna, and the
other pulse is transmitted on the rear antenna so that the two pulses from the two different
antennas are transmitted and received at the same point in space. The result is as if the
radar antenna were stationary. The distance traveled between pulses is generally less than
the antenna dimension so that the two antenna beams might be generated with two
overlapping reflector antennas or with a phased array divided into two overlapping
subarrays.64 The effective separation between the antennas, T pV x ' varies with the angle
8a as well as the aircraft velocity v. With reflector antennas, it is not convenient to change
the antenna physical separation to compensate for changes in Oa or v. The pulse repetition
period Tp might be varied to provide compensation, but this can introduce other complica­
tions into the radar design and the signal processing. With a phased array divided into two
overlapping subarrays, a constant pulse repetition frequency can be used and the horizontal
separation of the two overlapping subarrays can be controlled electronically to compensate for
platform motion. However, it is possible to change the effective phase center of a rellector
antenna by employing two feeds to produce two squinted overlapping beams, as in an
amplitude-comparison monopulse radar (Sec. 5.4). The outputs of the two feeds are combined
using a hybrid junction to produce a sum pattern 1: and a difference pattern L\. By taking
1: ± jkL\, the effective phase center can be shifted depending on the value of k. (The factor j
multiplying the difference pattern signifies a 90° phase shift added to the difference signal
relative to the sum signal.) The use of this technique in an AMTI radar to compensate for the
effects of platform motion is called DPCA, which stands for Displaced Phase Center Antenna.

The sum and difference patterns can be obtained by connecting a hybrid junction to the
outputs of the two antenna feeds as described in Sec. 5.4. The sum pattern is used o~ transmit
and both the sum and the difference patterns are extracted on receive. The signal received on
the difference pattern is weighted by the factor k, shifted in phase by 90° and is added to the
sum-pattern signal in the delayed channel and subtracted from the sum-pattern signal in the
undelayed channel. Because of the phase relationships between the lobes of the difference
pattern and the sum pattern, the result is an apparent forward displacement of the pattern on
the first transmission, and a displacement to the rear on the second transmission. When the
gains of the sum and difference channels are properly adjusted, and when the distance between
the phase centers of the two antenna beams is 2Tp Vx the combined sum and difference p=llterns
on successive pulses illuminate the same region and the antenna appears stationary.SIl (The
factor 2 appea'rs in the distance between phase centers. as a result of using both feeds for
transmission. The phase center on transmit is half-way between the two feeds, and the phase
center on receive alternates from one feed to the other.) As the antenna pointing-direction
changes from the port to starboard side of the vehicle, the sign of the difference signal must be
reversed to keep the displaced beams in the proper orientation.

The dashed curves of Fig. 4.35 show the improvement in MTJ processing that is theo­
retically possible with DPCA and a three-pulse delay-line canceler. (Note that the DPCA
corrects only one canceler of a multiple-stage MTI.63 ) The curve for x = 0 applies for no
platform motion and represents the maximum improvement offered by an idea platform­
motion cancellation method. It is seen that when the clutter spectral width is small, as for
overland clutter, a significant improvement is offered by DPCA.

The limitation to the improvement factor due to antenna rotation, or scanning modula­
tion, can be reduced by a method similar to DPCA.S 1,58,66 DPCA applies the difference
pattern in quadrature (90° phase shift) to the sum pattern while compensation for scanning
modulation requires the difference pattern to be applied in phase with the sum pattern. Thus it



1.; ~ ~ o s s i t ~ l c  to corrll~iric tlic two tecl~tiiqr~cs f o r  col~il,crlsatiug ~>latfol.rn rnotiorl arid scanrri~lg 
r n o d i ~ l a t i o n . ~ ~  

I f  the antenna sidelobes of arl airborrie MTI radar are not sufficiently low, tlie clutter that 
enters tile receiver via the sidelobes call set a limit to the improvement factor equal toS8 

wliere ( ; ( ( I )  is tlie orle-way power gain of tlie arlteriria in the plalie of the grourid surface. Tlie 
lower integral is taker1 outside the main-beam region. This assumes the sidelobes are well 
distributed in azirni~tl~. Tile constant K is the average gain of the delay line canceler (K = 2 for 
a two-pulse canceler arid 6 for a three-pulse catlceler.) The combined improvement factor for 
I3PCA arid the sibelobe lirnitation is 

Adaptive array antennas may be employed to compensate for platform motion in an 
AMTI radar.6' The full array is illilrninated otl transmission so that the transmit pattern is the 
sarne from pulse to pulse. On receive, tlie array is made adaptive by obtaining a separate 
output from each element. Each element output can be weighted separately and the outputs 
added together to form an aperture illurnir~ation function that adaptively permits motion of 
tlie antenna phase center so as to compensate for platform motion. Adaptive loops are also 
used in the delay-line canceler to control the doppler response of the canceler as well as the 
antenna angular response. In addition, compensation for scattering from near-field aircraft 
structure that distorts the antenna pattern and degrades AMTI performance can also be 
performed with this adaptive circuitry, as can the adaptive nulling of external interference 
soilrces. 

For applications that cannot afford a fully adaptive array antenna, a design procedure can 
he formulated that applies an optimal correction to an arbitrary receive array antenna pattern 
based on the use of a least-mean-squares algorithm to minimize the total clutter residue of an 
AMTI radar averaged over all angles.74 

Sidelobes and pulsedoppler radar. Since the pulse-doppler radar is capable of good MTI 
performance, it is also a good AMTI radar. However, if the antenna sidelobes are not low, the 
clutter that ent'irs tlie radar via the sidelobes can limit the improvement factor, as mentioned 
previoilsly [Eq. (4.40)]. The effect of the sidelobe clutter must often be considered in the design 
of the signal processor of  an airborne pulse-doppler radar. 

The spectrum of the signal received by an airborne pulse-doppler radar might appear as 
in Fig. 4.36. Only that portion of the spectrum in the vicinity of the carrier frequencyfo is 
sllown since tlie prf of a pulse-doppler radar is chosen to avoid overlap of target signals from 
adjacent spectral lines (no blind speeds). Thus the prf is at least twice the maximum target 
doppler-frequency. The leakage of the transmitter signal into the receiver produces the spike at 
a frequency fo and the spikes at fo + nfp where 11 is an integer andf, is the pulse repetition 
frequency. Also in the vicinity offo is the clutter energy from the sidelobes which illuminate the 
ground directly beneath the aircraft. The echo from the ground directly beneath the aircraft is 
called the altitrrde retttrn. The altitude return is not shifted in frequency since the relative 
velocity between radar and ground is essentially zero. Clutter to  either side of the perpendicu- 
lar will have a relative-velocity component and hence some doppler frequency shift; con- 
sequently the clutter spectrum from the altitude return will be of  finite width. The shape of the 
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is possihle to comhinc tllc two techniqucs for compcnsating platform motion and scanning
mod ulation. 5R

If the antenna sidelobes of an airborne MTI radar are not sufficiently low, the clutter that
enters the receiver via the sidelobes can set a limit to the improvement factor equal t0 58

(4.40)

where G(O) is the onc-way power gain of the antenna in the plane of the ground surface. The
lower integral is taken outside the main-beam region. This assumes the sideJobes are well
distrihuted in azimuth. The constant K is the average gain of the delay line canceler (K = 2 for
a two-pulse canceler and 6 for a three-pulse canceler.) The combined improvement factor for
DPCA and the sibelobe limitation is

I
= + ._---

I tota I I., I DI'CA
(4.41)

Adaptive array antennas may be employed to compensate for platform motion in an
1\ MTI radar. 61 The full array is illuminated on transmission so that the transmit pattern is the
same from pulse to pulse. On receive, the array is made adaptive by obtaining a separate
output from each element. Each element output can be weighted separately and the outputs
added together to form an aperture illumination function that adaptively permits motion of
the antenna phase center so as to compensate for platform motion. Adaptive loops are also
used in the delay-line canceler to control the doppler response of the canceler as well as the
antenna angular response. In addition, compensation for scattering from ne'ar-field aircraft
structure that distorts the antenna pattern and degrades AMTI performance can also be
performed with this adaptive circuitry, as can the adaptive nulling of external interference
sources.

For applications that cannot afford a fully adaptive array antenna, a design procedure can
he formulated that applies an optimal correction to an arbitrary receive array antenna pattern
hased on the use of a least-mean-squares algorithm to minimize the total clutter residue of an
AMTI radar averaged over all angles.14

Sidelobes and pulse-doppler radar. Since the pulse-doppler radar is capable of good MTI
performance, it is also a good AMTI radar. However, if the antenna sidelobes are not low, the
clutter that enths the radar via the sidelobes can limit the improvement factor, as mentioned
previously [Eq. (4.40)]. The effect of the sidelobe clutter must often be considered in the design
of the signal processor of an airborne pulse-doppler radar.

The spectrum of the signal received by an airborne pulse-doppler radar might appear as
in Fig. 4.36. Only that portion of the spectrum in the vicinity of the carrier frequency fo is
shown since the prf of a pulse-doppler radar is chosen to avoid overlap of target signals from
adjacent spectral lines (no blind speeds). Thus the prf is at least twice the maximum target
doppler-frequency. The leakage of the transmitter signal into the receiver produces the spike at
a frequency fo and the spikes at fo ± nfp where n is an integer and fp is the pulse repetition
frequency. Also in the vicinity offo is the clutter energy from the sidelobes which illuminate the
ground directly beneath the aircraft. The echo from the ground directly beneath the aircraft is
called the aitilllde relllm. The altitude return is not shifted in frequency since the relative
velocity between radar and ground is essentially zero. Clutter to either side of the perpendicu­
lar will have a relative-velocity component and hence some doppler frequency shift; con­
sequently the clutter spectrum from the altitude return will be offinite width. The shape of the
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Figure 4.36 Portion of the received signal spectrum in the vicinity of rtie RF carrier frequency 11, fur a pul> 
doppler AMTI radar. f Afier ~ a ~ u i r e , "  Proc. Natl. Con/. on Aeronaut. Elrcrrottics.) 

altitude-return spectrum will depend upon the variation of the clutter crdss section as a 
function of antenna depression angle. The cross section of the clutter directly beneath [lit. 

aircraft for a depression angle of 90" can be quite large compared with that at small depress~on 
angles. The large cross section and the close range can result in considerable altitude ret Llrri 

The clutter illuminated by the antenna sidelobes in directions other than directly benoatti 
the aircraft may have any relative velocity from + v to  - v, depending on the angle made by 
the antenna beam and the aircraft vector velocity ( v  is the aircraft velocity). The clutter 
spectrum contributed by these sidelobes will extend 2vlA Hz on either side of the transmitter 
frequency. The shape of the spectrum will depend upon the nature of the clutter illuminated 
and the shape of the antenna sidelobes. For  purposes of illustration i t  is shown in Fig. 4.36 as a 
uniform spectrum. 

The  altitude return may be eliminated by turning the receiver off (gating) at that range 
corresponding to the altitude of the aircraft. Gating the altitude return has the disadvantage 
that targets at ranges corresponding to the aircraft altitude will also be eliminated from the 
receiver. Another method of suppressing the altitude return in the pulse radar is to 
eliminate the signal in the frequency domain, rather than in the time domain, by inserting a 
rejection filter at the frequency.fo .%The same rejection filter will also siippress the transmlttor- 
to-receiver leakage. The clutter energy from the main beam may also be suppressed by a 
rejection filter, but since the doppler frequency of this clutter component is tlot fixcd, the 
rejection filter must be tunable and servo-controlled to track the main-beam cli~tter as ~t 
changes because of scanning or because of changes in aircraft velocity. 

The  position of the target echo in the frequency spectrum depends upon its velocity 
relative to  that of the radar aircraft. If the target aircraft approaches the radar aircraft head on 
(from the forward sector), the doppler frequency shift of the target will be greater than the 
doppler shifts of the clutter echoes, as shown in Fig. 4.36. A filter can be used to exclude the 
clutter but pass the target echo. Similarly, if the targets are receding from one another along 
headings 180" apart, the target doppler frequency shift will again lie outside the clutter spec- 
trum and may be readily separated from the clutter energy by filters. In  other situations where 
t tie radar may be closing on the target from the tail o r  from the side, the relative velocities may 
be small and the target doppler will#lie within the clutter doppler spectrum. In such situations 
the target echo must compete with the clutter energy for recognition. A large part of the clutter 
energy may be removed with a bank of fixed narrowband filters covering the expected range of 
doppler frequencies. The bandwidth of each individual filter must be wide e n o ~ ~ g h  to accept 
the energy contained in the target echo signal. The width of the filter will depend upon the time 
on target, equipment fluctuations, and other effects which broaden the echo-signal spectrum as 
discussed previously. Each of the doppler filters can have its own individually set threshold 
whose level is determined by the amount of noise or  clutter within the filter. This can be done 
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Figure 4.36 Portion of the received signal spectrum in the vicinity of the RF carrier frequency h. for a pub
doppler AMTI radar. ( After M aquire, 70 Proc. Natl. Conf on Aeronaut. Electronics.)

altitude-return spectrum will depend upon the variation of the clutter cross section as a
function of antenna depression angle. The cross section of the clutter directly beneath the
aircraft for a depression angle of 90° can be quite large compared with that at small depression
angles. The large cross section and the close range can result in considerable altitude return.

The clutter illuminated by the antenna sidelobes in directions other than directly beneath
the aircraft may have any relative velocity from + v to - v, depending on the angle made by
the antenna beam and the aircraft vector velocity (v is the aircraft velocity). The clutter
spectrum contributed by these sidelobes will extend 2v/A. Hz on either side of the transmitter
frequency. The shape of the spectrum will depend upon the nature of the clutter illuminated
and the shape of the antenna sidelobes. For purposes of illustration it is shown in Fig. 4.36 as a
uniform spectrum.

The ~ltitude return may be eliminated by turning the receiver off (gating) at that range
corresponding to the altitude of the aircraft. Gating the altitude return has the disadvantage
that targets at ranges corresponding to the aircraft altitude will also be eliminated from the
receiver. Another method of suppressing the altitude return in the pulse radar is to
eliminate the signal in the frequency domain, rather than in the time domain, by inserting a
rejection filter at the frequency fa. ·The same rejection filter will also suppress the transmitter­
to-receiver leakage. The clutter energy from the main beam may also be suppressed by a
rejection filter, but since the doppler frequency of this clutter component is not fixed, the
rejection filter must be tunable and servo-controlled to track the main-beam clutter as it
changes because of scanning or because of changes in aircraft velocity.

The position of the target echo in the frequency spectrum depends upon its velocity
relative to that of the radar aircraft. If the target aircraft approaches the radar aircraft head on
(from the forward sector), the doppler frequency shift of the target will be greater than the
doppler shifts of the clutter echoes, as shown in Fig. 4.36. A filter can be used to exclude the
clutter but pass the target echo. Similarly, if the targets are receding from one anot her along
headings 1800 apart, the target doppler frequency shift will again lie outside the clutter spec­
trum and may be readily separated. from the clutter energy by filters. In other situations where
the radar may be closing on the target from the tailor from the side, the relative velocities may
be small and the target doppler will,liewithin the clutter doppler spectrum. In such situations
the target echo must compete with thedutter energy for recognition. A large part of the clutter
energy may be removed with a bank of fixed narrowband filters covering the expected range of
doppler frequencies. The bandwidthof each individual filter must be wide enough to accept
the energy contained in the target echo signal. The width of the filter will depend upon the time
on target, equipment fluctuations~and other effects which broaden the echo-signal spectrum as
discussed previously.. Each of the doppler filters can have its own individually set threshold
whose level is determined by the amount of noise or clutter within the filter. This can be done



adaptively. A separate set of filters is required for each range gate. A consequence of the high 
prf of the pulse doppler radar is that there are fewer range gates so that fewer sets of filter- 
banks are needed. In sonie pulse-doppler radars, the duty factor might be as high as 0.3 to  0.5 
so tliat only oric sct of filters is needed. Sucll a high-duty factor radar is sometinles called 
i~lrer.r.rr/~ft~d C'IY, or ICW. 

Noncoherent Ahl'I'i. The norlcollerent MTI principle that uses the clutter echo instead of a 
c o l ~ o  as the reference signal cat1 also be applied to a radar on a moving platform. Althougi~ it is 
ltttractivc for opcratiori i l l  aircraft wliere space and weight must be kept to a mininli~ltl, its 
MI'I performance is limited, as is its ground-based counterpart, by the lack of spectral purity 
of the clutter when used as a reference signal, and by the spatial inhomogeneity (or patchiness) 
of tlie clutter. 

hloving clutter and stationary radar. The discussion in this section has been concerned with 
tlie operation of an MTI radar wlien the clutter doppler-frequency was not at dc  but had some 

- lirlitc vnluc hccausc of tlre n~otioti of the vehicle carrying tlie radar. The clutter doppler 
frequency will also be other than at dc if the radar is stationary and the clutter has a compo- 
nent of velocity relative to tile radar, as when tlle clutter is due to rain storms, chaff, or birds. 
Many of the AMTI tecliriiques described above can be applied to the stationary MTI radar 
that must cope with moving clutter. Most conventional techniques fail, however, when both 
stationary and moving clutter are within the same range resolution cell. In such situations the 
hlTI signal processor milst have tile capability of placing separate rejection notches at the 
dolyjlet fr cqucrlcics of tlic cli~ttcr." '' 

4.12 O'TtiER 'TYPES OF MTI 

'i'wo-frequency MT1.78.79 The first blind speed of an MTI radar is inversely proportional to the 
carrier frequency, as described by Eq. (4.8). This can result in the appearance of many blind 
speeds in conventional MTI radar that operate at the higher microwave frequencies. One of 
tile nletliods sometimes suggested for increasing the first blind speed is to transmit two carrier 
freqileticies ,lo and l;, + A/'and extract the difference frequency A t  for MTI processing. TIle 
resulting blind speeds will be tlie same as if  the radar transmitted the difference frequency 
rather than tlie carrier. For example, i f  Af = O.lfo, the first blind speed corresponding to the 
difference frequency is 10 times that of an MTI radar at the carrier frequencyfo :Thus, it would 
seern that the advantages of a VHF or  U H F  MTI might be obtained with radars operating at 
the higher microwave frequencies. A two-frequency MTI transmits a pair of pulses, either 
simultarieously or  in close sequence, at two separate carrier frequencies. The two received 
signals are mixed in a nonlinear device and the difference frequency is extracted for normal 
MTI signal processing. 

Ttie advantage of tlle greater first blind speed obtained with the two-frequency MTI is 
accorrlpanied by several d i s a d v a t ~ t a g e s . ~ ~  If the ratio of the two frequencies is r < 1, the 
standard deviatiori of the clutter doppler spectrum a, for a single-frequency MTI is increased 
to n,(l t r.Z)"Z it1 a two-freqi~ency MTI. (This assumes that the clutter-velocity spectrurn 
width n,. is the same for both carriers, or a ,  = i.a2 where a, and o2 are the clutter doppler- 
frequency spreads. This results in less improvement factor for a two-frequency MTI as 
compared witti a single-frequeticy MTI. Note also that the clutter doppler spread of a radar 
wliicll actually radiated a carrier frequency Aj-would be less than that of a radar at carrier 
frequency ,fb . by the amount A/%fb. The two-frequency MTI might have the blind speeds of a 
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adaptively. A separate set of filters is required for each range gate. A consequence of the high
prf of the pulse doppler radar is that there are fewer range gates so that fewer sets of filter­
banks are needed. In some pulse-doppler radars, the duty factor might be as high as 0.3 to 0.5
so that only one sct of fIltcrs is needed. Such a high-duty factor radar is sometimes called
iJllerntl'ted C W. or ICW.

Noncoherent AMTI. The noncoherent MTI principle that uses the clutter echo instead of a
coho as the reference signal can also be applied to a radar on a moving platform. Although it is
attractive for operation in aircraft where space and weight must be kept to a minimum, its
MTI performance is limited, as is its ground-based counterpart, by the lack of spectral purity
of the clutter when used as a reference signal, and by the spatial inhomogeneity (or patchiness)
of the c1uller.

MOl'ing clutter and stationary radar. The discussion in this section has been concerned with
the operation of an MTI radar when the clutter doppler-frequency was not at dc but had some
finite value hccausc of the motion of the vehicle carrying the radar. The. clutter doppler
frequency will also be other than at dc if the radar is stationary and the clutter has a compo­
nent of velocity relative to the radar, as when the clutter is due to rain storms, chaff. or birds.
Many of the AMTI techniques described above can be applied to the stationary MTI radar
that must cope with moving clutter. Most conventional techniques fail, however. when both
stationary and moving clutter are within the same range resolution cell. In such situations the
MTI signal processor must have the capability of placing separate rejection notches at the
doppler freq ucncics of the e1u!leI'. 7 I .72

4.12 OTHER TYPES OF MTl

Two-frequency MTI. 78. 79 The first blind speed of an MTI radar is inversely proportional to the
carrier frequency. as described by Eq. (4.8). This can result in the appearance of many blind
speeds in conventional MTI radar that operate at the higher microwave frequencies. One of
the met hods sometimes suggested for increasing the first blind speed is to transmit two carrier
frcqucncies .f~ and f;) + I~f and extract the difference frequency I1f for MTI processing. The
resulting blind speeds will be the same as if the radar transmitted the difference frequency
rather than the carrier. For example. if 11.f= O.lfo, the first blind speed corresponding to the
difference frequency is 10 times that of an MTI radar at the carrier frequency10 .Thus, it would
seem that the advantages of a VHF or UHF MTI might be obtained with radars operating at
the higher microwave frequencies. A two-frequency MTI transmits a pair of pulses, either
simultaneously or in close sequence. at two separate carrier frequencies. The two received
signals are mixed in a nonlinear device and the difference frequency is extracted for normal
MTI signal processing.

The advantage of the greater first blind speed obtained with the two-frequency MTI is
accompanied by several disadvantages. 73 If the ratio of the two frequencies is ,. < 1, the
standard deviation of the clutter doppler spectrum a, for a single-frequency MTI is increased
to fT<(1 I- ,.2)' '2 in a two-frequency MTI. (This assumes that the clutter-velocity spectrum
width fT,. is the same for both carriers. or at = /'(}2 where a, and a2 are the clutter doppler­
frequency spreads. This results in less improvement factor for a two-frequency MTI as
compared with a single-frequency MTI. Note also that the clutter doppler spread of a radar
which actually radiated a carrier frequency !J.f would be less than that of a radar at carrier
frequency.f~. by the amount !J.rlf~. The two-frequency MTI might have the blind speeds of a



radar at  the difference frequency but it has none of its other favorable clutter characteristics. 
Althoilgh the first blind speed is greater in a two-frcqi~ency MTI, there may he deeper riiills 
than one might desire in the doppler response cflaracteristic, just as tliere would be in a 
staggered MTI with only two pulse repetition frequencies. The two-frequency MTI Itas the 
advantage of being less sensitive than a single-frequency MTI to a mean clutter-doppler- 
frequency other than dc, assuming the single-frequency MTI employs no compensation such 
as TACCAR. This also results, however, in the loss of detection of targets with low doppler- 
frequency shift that otherwise would have been detected with the single-frequency MTI. 

I n  general, the two-frequency MTI does not offer any obvious net advantage over 
properly designed single-frequency MTI systems for most MTI radar applications. 

Area MTI. This form of MTI does not use doppler information directly as d o  the other MTI 
techniques discussed in this chapter. The early area MTI systems stored a complete scan of 
radar video in a memory, such as a storage tube, and subtracted the stored video scan to scan. 
Instead of subtracting successive scans, the subtraction can be on a pulse-to-pulse basis with 
much less memory required, if a shortpulse is used.77 The pulse widths required for aircraft 
detection are of the order of nanoseconds. This technique reiies on the Fact that the echoes - 
from moving targets change range from pulse to pulse and those from stationary and slowly 
moving targets d o  not. The short-pulse area MTI has no blind speeds and can be designed to 
have no range ambiguities. I t  is more attractive for application at the higher microwave 
freqi~encies where the available bandwidths are large and the normal MTI suffers from exces- 
sive blind speeds. 
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radar at the difference frequency but it has none of its other favorable clutter characteristics.
Although the first blind speed is greater in a two-frequency MTI, there may he deeper null~

than one might desire in the doppler response characteristic, just as there would be in a
staggered MTI with only two pulse repetition frequencies. The two-frequency MTI has the
advantage of being less sensitive than a single-frequency MTI to a mean c1utter-doppkr­
frequency other than dc, assuming the single-frequency MTI employs no compensation such
as TACCAR. This also results, however, in the loss of detection of targets with low doppler­
frequency shift that otherwise would have been detected with the single-frequency MTI.

In general, the two-frequency MTI does not offer any obvious net advantage over
properly designed single-frequency MTI systems for most MT[ radar applications.

Area MTI. This form of MTI does not use doppler information directly as do the other MTI
techniques discussed in this chapter. The early area MTI systems stored a cOl\lplete scan of
radar video in a memory, such as a storage tube, and subtracted the stored video scan to scan.
Instead of subtracting successive scans, the subtraction can be on a pulse-to-pulse basis with
much less memory required, if a short" pulse is used. 77 The pulse widths required for aircraft
detection are of the order of nanoseconds. This technique relies on the fact that the echoes
from moving targets change range from pulse to pulse and those from stationary and slowly
moving targets do not. The short-pulse area MTI has no blind speeds and can be designed to
have no range ambiguities. It is more attractive for application at the higher microwave
frequencies where the available bandwidths are large and the normal MTI suffers from exces­
sive blind speeds.
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CHAPTER 

FIVE 

TRACKING RADAR 

5.1 TRACKING WITH RADAR 

A tracking-radar system measures the coordinates of a target and provides data which nlay be 
used to determine the target path and to predict its future position. All or  only part of the 
available radar data-range, elevation angle, azimutll angle, and dopplcr f~.cqi~crlcy sllift 
may be used in predicting future position; that is, a radar might track in range, in aoglu. in 
doppler, or  with any combination. Almost any radar can be considcrecl a tracking radar. 
provided its output information is processed properly. But, in general, i t  is the nletliod by 
which angle tracking is accomplished that distinguishes what is normally considered a tracking 
radar from any other radar. It is also necessary to distinguish bet ween a c:onli,~~~olr.s tr'ic'liir~~g 
radar and a track-while-scan (TWS) radar. The former supplies continuous tracking data on a 
particular target, while the track-while-scan supplies sampled data on one or more targets. In 
general, the continuous tracking radar and the TWS radar employ different types of 
equipment. 

The antenna beam in the continuous tracking radar is positioned in angle by a servomech- 
anism actuated by an error signal. The various methods for generating the error signal may 
be classified as seqttential lobing, conical scan, and simltltnrieolts lohirly or  monnp[rlse. The rangc 
and doppler frequency shift can also be continuously tracked, if  desired, by a servo-control 
loop actuated by an error signal generated in the radar receiver. The information available 
from a tracking radar may be presented on a cathode-ray-tube (CRT) display for action by an 
operator, or  may be supplied to an automatic computer which determines the target path and 
calculates .its probable future course. 

The tracking radar must first find its target before it can track. Some radars operate in a 
search, or  acquisition, mode in order to find the target before switclling to a trackirlg mode. 
Although it is possible to use a single radar for both tile search and the tracking fttnctions, such 
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TRACKING RADAR

5.1 TRACKING WITH RADAR

A tracking-radar system measures the coordinates of a target and provides data which may be
used to determine the target path and to predict its future position. All or only part of the
available radar data-range, elevation angle, azimuth anglc, and doppkr frequency shift
may be used in predicting future position; that is, a radar might track in range, in angk, in
doppler, Of with any combination. Almost any radar can be considered a tracking radar
provided its output information is processed properly. But, in general, it is the method by
which angle tracking is accomplished that distinguishes what is normally considered a tracking
radar from any other radar. It is also necessary to distinguish between a contillllOlIS crllddtlfj
radar and a track-while-scan (TWS) radar. The former supplies continuous tracking data on a
particular target, while the track-while-scan supplies sampled data on one or more targets. In
general, the continuous tracking radar and the TWS radar employ different types of
equipment.

The antenna beam in the continuous tracking radar is positioned in angle by a servomech­
anism actuated by an error signal. The various methods for generating the error signal may
be classified as sequential lobing, conical scan, and simultaneous lohillg or mOtlOpulse. The range
and doppler frequency shift can also be continuously tracked, if desired, by a servo-control
loop actuated by an error signal generated in the radar receiver. The information available
from a tracking radar may be presented on a cathode-ray-tube (CRT) display for action by an
operator, or may be supplied to an automatic computer which determines the target path and
calculates .its probable future course.

The tracking radar must first find its target before it can track. Some radars operate in a
search, or acquisition, mode in order to find the target before switching to a tracking mode.
Although it is possible to use a single radar for both the search and thc tracking functions, such



a ~vowdirre irs11;iIly results iri certain operatiorial limitations. Obviously, when the radar is 
uzcd in its trackilig mode, i t  Iias rio knowledge of otlier poteritial targets. Also, i f  the antenna 
p;ctrerri is a rlarrow per~cil beam arid i f  the searcli volume is large, a relatively lorig time rniglit 
be rcqirired to find the target. Therefore many radar tracking systems employ a separate searcli 
rnciar to provide tlie inforrnatiori necessary to position the tracker on the target. A search 
radar. when used for this purpose. i t  called ari c~cqtristiott rcldclr. The acquisitiori radar ciesig- 
rwtes targets to the tracking radar by providing tlie coordinates where the targets are to be 
fourid. Tlie tracking radar clc.q~rir.t~s a target by performing a lirtiited search in the area of the 
tlcqigiiatcd target coo~tiiriatcq. 

.l'lie scaliriiiig fati-bean1 scarcli radar cat] also provide tracking information to determine 
the plitli of ttie target ;itid predict its fittiire position. Each time the radar beam scans past the 
t;~rgct. i t $  coordinates are obtained. I f  the change in target coordinates frorn scan to scan is not 
tclo large. i t  is possible to rccorlstruct tlie track of the target from ttie sampled data. This [nay 
be acconiplislied by providirig tlie PPI-scope operator with a grease pencil to mark tlie target 
pips or1 the face of the scope. A line joining those pips tliat correspond to the same target 
prcwidcs ttie target track. Wlieti tlie traffic is so dense that operators cannot maintain pace 
tv i th  the irifortnatiori available from the radar, the target trajectory data may be processed 
autotnatically iri a digital computer. The availability of small, inexpensive minicomputers has 
rnade it  practical to obtain target tracks, not just target detections, from a surveillance radar. 
Srrcli processing is tisilally called ADT (automatic detection and track). When the outputs 
frorn Inore ttia~i one radar are automatically combined to provide target tracks, tlie processirig 
is called ADIT (automatic detection and integrated track) or IADT (integrated ADT). 

A surveillarice radar that provides target tracks is sonletimes called a track-while-scar1 
radar. This terminology is also applied to radars tliat scan a limited angular sector to provide 
tracking informatioti at a high data rate on one or more targets within its field of view. 
Laridirig radars used for GCA (ground control of approach) and some missile control radars 
are of this type. 

When the term trcickirrg radar is used in this book, it generally refers to the continuous 
tracker, unlcss otherwise specified. 

The alltenria pattern commonly employed with tracking radars is the symmetrical pencil beart1 
iri which the, elevation and azimuth beamwidths are approximately equal. However, a simple 
pencil-beam antenna is not suitable for tracking radars unless means are provided for deter- 
mining the magnitude and direction of the target's angular position with respect to some 
reference direction, usually the alris of the antenna. The difference between the target position 
arid tlic refercrice directioti is the arrgrtlar error. Tlie tracking radar attempts to position tlie 
antenna to make the angular error zero. When the angular error is zero, the target is located 
along the reference direction. 

0 1 1 ~  t~~etl iod of obtaitiitig the direction and the magnitude of tlie angular error in one 
coordinate is by alternately switching the antenna beam between two positions (Fig. 5.1). This 
is called lobe srvitcl~iriq, seqtterrtiol srvitcltirrg, or sequential lobirtg. Figure 5.la is a polar rep- 
resen~atiorl of the antenna beam (minus the sidelobes) in the two switched positions. A plot in 
rectarigular coordinates is shown in Fig. 5. lh ,  and the error signal obtained from a target not 
on the switching axis (reference direction) is shown in Fig. 5 . 1 ~ .  The difference in amplitude 
between the voltages obtained in the two switched positions is a measure of the angular 
displacement of the target from the switching axis. The sign of the difference determines tlie 
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a proceuure lIsually results in certain operational limitations. Obviously, when the rauar is
lIseu in its tracking moue, it has no knowleugeofother potential targets. Also, if the antenna
pattem is a narrow pencil beam anu if the search volume is large, a relatively long time might
he rcquireu to finu the target. Therefore many radar tracking systems employ a separate search
radar to provide the information necessary to position the tracker on the target. A search
radar. when used for this purpose. it calleu an acqllistioll radar. The acquisition radar desig­
lIates targets to the tracking radar by providing the coordinates where the targets are to be
found. The tracking radar acquires a target by performing a limited search in the area of the
designated target coordinates.

The scanning fan-beam search radar can also provide tracking information to determine
the path of the target and predict its future position. Each time the radar beam scans past the
target. its coordinates are obtained. If the change in target coordinates from scan to scan is not
((10 large. it is possible to reconstruct the track of the target from the sampled data. This may
he accomplished by providing the PPI-scope operator with a grease pencil to mark the target
pips on the face of the scope. A line joining those pips that correspond to the same target
provides the target track. When the trartic is so dense that operators cannot maintain pace
with the information available from the radar, the target trajectory data may be processed
automatically in a digital computer. The availability of small, inexpensive minicomputers has
made it practical to obtain target tracks, not just target detections, from a surveillance radar.
Such processing is usually called ADT (automatic detection and track). When the Olltputs
from more than one radar are automatically combined to provide target tracks, the processing
is called ADIT (automatic detection and integrated track) or IADT (integrated ADT).

A surveillance radar that provides target tracks is sometimes called a track-while-scan
radar. This terminology is also applied to radars that scan a limited angular sector to provide
track ing information at a high data rate on one or more targets within its field of view.
Landing radars used for GCA (ground control of approach) and some missile control radars
are of this type.

When the term trackillg radar is used in this book, it generally refers to the continuous
tracker, unless otherwise spccified.

5.2 SEQUENTIAL LODING

The antenna pattcrn commonly employed with tracking radars is the symmetrical pencil beahl
in which the elevation and azimuth beamwidths are approximately equal. However, a simple
pencil-beam antenna is not suitable for tracking radars unless means are provided for deter­
mining the magnitude and direction of the target's angular position with respect to some
rcference direction, usually the a"is of the antenna. The difference between the target position
and the reference direction is the allglllar error. The tracking radar attempts to position the
antenna to make the angular error zero. When the angular error is zero, the target is located
along the reference direction.

One method of obtaining the direction and the magnitude of the angular error in one
coordinate is by alternately switching the antenna beam between two positions (Fig. 5.1). This
is called lohe switching, seqllential switching, or sequential lobing. Figure 5.la is a polar rep­
resentation of the antenna beam (minus the sidelobes) in the two switched positions. A plot in
rcctangular coordinates is shown in Fig. 5.th, and the error signal obtained from a target not
on the switching axis (reference direction) is shown in Fig. 5.1c. Thedifference in amplitude
bctween the voltages obtained in the two switched positions is a measure of the angular
displacement of the target from the switching axis. The sign of the difference determines the
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Figure 5.1 Lobe-switching antenna 
patterns and error signal (one dirnen- 
sion). (a) Polar representation of 
switched antenna patterns; ( b )  rect- 

( c angular representation; (c)error signal. 

direction the antenna must be moved in order to align the switching axis with the direction of 
the target. When the voltages in the two switched positions are equal, the target is on axis and. 
its position may be determined from the axis direction. 

Two additional switching positions are needed to obtain the angular error in the ortho- 
gonal coordinate. Thus a two-dimensional sequentially lobing radar might consist of a cluster 
of four feed horns illuminating a single antenna, arranged so  that the right-left, up-down 
sectors are covered by successive antenna positions. Both transmission and reception are 
accomplished at each position. A cluster of five feeds might also be employed, with the central 
feed used for transmission while the outer four feeds are used for receiving. High-power RF 
switches are not needed since only the receiving beams, and not the transmitting beam, are 
stepped in this five-feed arrangement. 

One  of the limitations of a simple unswitched nonscanning pencil-beam antenna is that 
the angle accuracy can be n o  better than the size of the antenna beamwidth. An important 
feature of sequential lobing (as well as  the other tracking techniques to  be discussed) is that the 
target-position accuracy can be far better than that given by the antenna beamwidth. The 
accuracy depends on  how well equality of the signals in the switched positions can be 
determined. The fundamental limitation to  accuracy is system noise caused either by mechani- 
cal or  electrical fluctuations. 

Sequential lobing, o r  lobe switching, was one of the first tracking-radar techniques to be 
employed. Early applioations were in airborne-interception radar, where it provided direc- 
tional information for homing on a target, and in ground-based antiaircraft fire-control radars. 
It is not used as often in modern tracking-radar applications as some of the other techniques to 
be described. 
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Figure 5.1 Lobe-switching antenna
patterns and error signal (one dimen­
sion). (a) Polar representation of
switched antenna patterns; (b) rect­
angular representation; (c) error signal.
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direction the antenna must be moved in order to align the switching axis with the direction of
the target. When the voltages in the two switched positions are equal, the target is onaxis and,
its position may be determined from the axis direction.

Two additional switching positions are needed to obtain the angular error in the ortho­
gonal coordinate. Thus a two-dimensional sequentially lobing radar might consist of a cluster
of four feed horns illuminating a single antenna, arranged so that the right-left, up-down
sectors are covered by successive antenna positions. Both transmission and reception are
accomplished at each position. A cluster of five feeds might also be employed, with the central
feed used for transmission while the outer four feeds are used for receiving. High-power RF
switches are not needed since only the receiving beams, and not the transmitting beam, are
stepped in this five-feed arrangement.

One of the limitations of a simple unswitched nohscanning pencil-beam antenna is that
the angle accuracy can be no better than the size of the antenna beamwidth. An important
feature of sequential tobing (as well as the other tracking techniques to be discussed) is that the
target-position accuracy can be far better than that given by the antenna beamwidth. The
accuracy depends on how well equality of the signals in the switched positions can be
determined. The fundamental limitation to accuracy is system noise caused either by mechani­
calor electrical fluctuations.

Sequential lobing, or lobe switching, was one of the first tracking-radar techniques to be
employed. Early applioations were in airborne-interception radar, where it provided direc­
tional information for homing on a target, and in ground-based antiaircraft fire-control radars.
It is not used as often in modern tracking-radar applications as some of the other techniques to
be described.

;Y



5.3 CONICAL SCAN 

A logical extension of the simultaneous lobing technique described in the previous section is to 
rotate continuoi~sly an offset ariter~tia bean1 rather than discontinuously step the beam be- 
t wceri four discrete positiotis. 'T'liis is kriown as cor~ical sca~rrritry (Fig. 5.2). The angle betweerl 
tlie axis of rotation (wliicli is usually, but not always, the axis of the antenna refiector)and the 
; ~ u i r ;  of tlic ;i~itcrit~;~ I~ciitri i q  c;illctl 111c scl~~ilit anglc. Cotisidcr 8 targct at positiori A .  Tlie eclrn 
signal will he niorlt~latcd at a frequency equal to ttie rotation frequency of the beam. ?'tie 
;tnll>litclde of ttic cclio-sigtial modulation will depend upon the shape of the antenna pattern, 
1 1 1 ~ '  sqilil~t arigle. atid tlie ariglc between tlie target line ofsight and the rotation axis. The ptiase 
o f  tlie rnodulatioii depends o n  the angle between the target and the rotation axis. The conical- 
scan tnodulatiori is extracted from the eclio signal and applied to  a servo-control system which 
coiitini~ally positions the antenna on the target. [Note that two servos are required because 
t l ~ c  tr;\ckirig prot7lctti is two-ditnctisiorial. Botli the rectatigular (az-el) and polar tracking 
coordinates may be used.] Wtien the antenna is on target, as in B of Fig. 5.2, the line of sight 
to tlic target arid tlie rotation axis coincide, and the conical-scan modulation is zero. 

A block diagrar~i of tlie angle-tracking portion of a typical conical-scan tracking radar is 
sliowri in Fig. 5.3. The antenna is mounted so that i t  can be positioned in both azimuth and 
elevation by separate motors, which might be either electric- or hydraulic-driven. The antenna 
bearn is offset by tilting either the feed or  the reflector with respect to one another. 

One of the simplest conical-scan antennas is a parabola with an offset rear feed rotated 
about the axis of tlie reflector. If the feed maintains the plane of polarization fixed as it rotates, 
i t  is called a rtlrratittg feed. A rotatir~g feed causes the polarization to rotate. The latter type of 
feed requires a rotary joint. The nutating feed requires a flexible joint. If the antenna is small, it 
may be easier to rotate the dish, which is offset, rather than the feed, thus avoiding the problem 
of a rotary or flexible RF joint in the feed. A typical conical-scan rotation speed might be 
30 r/s. The same motor that provides the conical-scan rotation of the antenna beam also drives 
a tv.3-phase reference generator with two outputs 90" apart in phase. These two outputs serve 
as a reference to extract the elevation and azimuth errors. The received echo signal is fed to the 
receiver from the antenna via two rotary joints (not shown in the block diagram). One rotary 
joint permits motion in azimuth; the other, in elevation. 

rotation 

Figure 5.2 Conical-scan tracking. 
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5.3 CONICAL SCAN

;\ logical extension of the simultaneous lobing technique described in the previous section is to
rotate continuously an offset antenna beam rather than discontinuously step the beam be­
tween four discrete positions. This is known as conical scallning (Fig. 5.2). The angle between
the axis of rotation (which is usually, but not always, the axis of the antenna reflector) and the
axis of the antenna bealll is called tile squint angle. Consider a target at position A. The ccho
signal will be modulated at a frequcncy equal to the rotation frequency of the beam. The
amplitude of the ccho-signal modulation will depend upon the shape of the antenna pattern,
the squint angle. and the angle between the target line of sight and the rotation axis. The phase
of thc modulation depends on the angle between the target and the rotation axis. The conical­
scan modulation is cxtracted from the echo signal and applied to a servo-control system which
continually positions the antenna on the target. [Note that two servos are required because
the tracking prohlem is two-dimcnsional. Both the rectangular (az-el) and polar tracking
coordinates may be used.] When the antenna is on target, as in B of Fig. 5.2, the line of sight
to the target and the rotation axis coincide, and the conical-scan modulation is zero.

A hlock diagram of the anglc-tracking portion of a typical conical-scan tracking radar is
shown in Fig. 5.3. The antenna is mounted so that it can be positioned in both azimuth and
elevation by separate motors, which might be either electric- or hydraulic-driven. The antenna
beam is offset by tilting either the feed or the reflector with respect to one another.

One of the simplest conical-scan antennas is a parabola with an offset rear feed rotated
about the axis of the reflector. If the feed maintains the plane of polarization fixed as it rotates,
it is called a 1Itltatillg feed. A rotating feed causes the polarization to rotate. The latter type of
feed requires a rotary joint. The nutating feed requires a flexible joint. Uthe antenna is small, it
may be easier to rotate the dish, which is offset, rather than the feed, thus avoiding the problem
of a rotary or fiexible RF joint in the feed. A typical conical-scan rotation speed might be
30 r/s. The same motor that provides the conical-scan rotation of the antenna beam also drives
a t\\ oJ-phase reference generator with two outputs 90° apart in phase. These two outputs serve
as a reference to extract the elevation and azimuth errors. The received echo signal is fed to the
receiver from the antenna via two rotary joints (not shown in the block diagram). One rotary
joint permits motion in azimuth; the other, in elevation.

Radar

Fi~ure 5.2 Conical-scan tracking.
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Figure 5.3 Block diagram of conical-scan tracking radar. 

The receiver is a conventional superheterodyne except for features peculiar to the conical- 
scan tracking radar. One  feature not found in other radar receivers is a means of extracting the 
conical-scan modulation, o r  error signal. This is accomplished after the second detector it1 the 
video portion of the receiver. The error signal is compared with the elevation and azimuth 
reference signals in the angle-error detectors, which are phase-sensitive detect0rs.j ' A pl~ase- 
sensitive detector is a nonlinear device in which the input signal (in this case the angle-error 
signal) is mixed with the reference signal. The input and reference signals are of the same 
frequency. The output d-c voltage reverses polarity as the phase of the input signal changes 
through 180". The magnitude of the d-c output from the angle-error detector is proportional to 
the error, and the sign (polarity) is an indication of the direction of the error. The angle-error- 
detector outputs are amplified and drive the antenna elevation and azimuth servo motors. 

The angular position of the target may be determined from the elevation and azimuth of 
the antenna axis. The position can be read out by means of standard angle transd~rcers such as 
synchros, potentiometers, o r  analog-to-digital-data converters. .i 

Boxcar generator. When extracting the modulation imposed on a repetitive train of narrow 
pulses, i t  is usually convenient to stretch the pulses before low-pass filtering. This is callet! 
boxcaring, or  satnple and hold. Here the device is called the boxcar grtterr~ror.8 The boxcar 
generator was also mentioned in the discussion of the MTI receiver using range-gated 
filters (Sec. 4.4). ln essence, it clamps or stretches the video pulses of Fig. 5 . 4 ~  in time so  as to 
cover the entire pulse-repetition period (Fig. 5.46). This is possible only in a range-gated 
rcccivcr. (Tracking radars are normally operated with range gates.) Tlle boxcar gcncri~tor 
corlsists of an electric circuit that clamps the potential of a storage element, sucll as a capacitor, 
to  the video-pulse amplitude each time the pulse is received. The capacitor maintains the 
potential of the pulse during the entire repetition period and is altered only when a new video 
pulse appears whose amplitude differs from the previous one. The boxcar generator eliminates 
the pulse repetition frequency and reduces its harmonics. It also has the practical advantage 
that the magnitude of the conical-scan modulation is amplified because pulse stretching puts 
more of the available energy at the modulation frequency. The puhe repetition frequency must 
be sufficiently large compared with the conical-scan frequency for proper boxcar filtering. If 
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Figure 5.3 Block diagram of conical-scan tracking radar.

The receiver is a conventional superheterodyne except for features peculiar to the conical­
scan tracking radar. One feature not found in other radar receivers is a means of extracting the
conical-scan modulation, or error signal. This is accomplished after the second detector in the
video portion of the receiver. The error signal is compared with the elevation and azimuth
reference signals in the angle-error detectors, which are phase-sensitive detectors.;} 7 A phase­
sensitive detector is a nonlinear device in which the input signal (in this case the angle-error
signal) is mixed with the reference signal. The input and reference signals are of the same
frequency. The output d-c voltage reverses polarity as the phase of the input signal changes
through 180°. The magnitude of the doc output from the angle-error detector is proportional to
the error, and the sign (polarity) is an indication of the direction of the error. The angle-error­
detector outputs are amplified and drive the antenna elevation and azimuth servo motors.

The angular position of the target may be determined from the elevation and azimuth of
the antenna axis. The position can be read out by means of standard angle transducers such as
synchros, potentiometers, or analog-to-digital-data converters.

Boxcar generator. When extracting the modulation imposed on a repetitive train of narrow
pulses, it is usually convenient to stretch the pulses before low-pass filtering. This is called
boxcarillg, or sample and hold. Here the device is called the boxcar generator. II The box.car
generator was also mentioned in the discussion of the MTI receiver using range-gated
filters (Sec. 4.4). In essence, it clamps or stretches the video pulses of Fig. 5.4a in time so as to
cover the entire pulse-repetition period (Fig. 5.4b). This is possible only in a range-gated
receiver. (Tracking radars are normally operated with range gates.) The hoxcar genL:fator
consists of an electric circuit that clamps the potential of a storage element. such as a capacitor,
to the video-pulse amplitude each time the pulse is received. The capacitor maintains the
potential of the pulse during the entire repetition period and is altered only when a new video
pulse appears whose amplitude differs from the previous one. The boxcar generator eliminates
the pulse repetition frequency and reduces its harmonics. It also has the practical advantage
that the magnitude of the conical-scan modulation is amplified because pulse stretching puts
more of the available energy at the modulation frequency. The pulse repetition frequency must
be sufficiently large compared with the conical-scan frequency for proper boxcar filtering. If



not, i t  may be necessary to provide additional filtering to  attenuate undesired cross- 
modulation frequency components. 

Auron~atic gain contr01.~- " Tlie echo-signal amplitude at the tracking-radar receiver will 
not be constant but will vary with time. The three major causes of variation in amplitude are 
( 1 )  the inverse-fourth-power relationship between the echo signal and range, (2) the conical- 
scan moditlatiori (angle-error signal), and (3 )  amplitude fluctuations in the target cross 
sectiot~. Tlie function of the automatic gain control (AGC) is to maintain the d-c level of the 
receiver output constant and to smooth or  eliminate as much of the noiselike amplitude 
fluctuations as possible without disturbing the extractiondf the desired error signal at the 
coriical-scan frequency. 

One of the purposes of AGC in any receiver is to prevent saturation by large signals. The 
scanning niodulatiori and the error signal would be lost if  the receiver were to saturate. In the 
cor~icnl-scat] tri~ckirlg radar 2111 ACiC' tlint r~iailitains tlic d-c lcvcl colistatit rcsi~lts in at1 error 
signal that is a true itidicatioti of tlie angular pointing error. The d-c level of the receiver must 
bc rnairitaitied cotistant if tlie at~gular error is to be linearly related to the angle-error signal 
voltage. ,. 

Ari example of the AGC portion of a tracking-radar receiver is shown in Fig. 5.5. A 
portioti of tlie video-atnplifier output is passed tlirough a low-pass or smoothing filter and fed 
back to control the gain of the IF amplifier. The larger the video output, the larger will be tlie 
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Figure 5.4 (a) Pulse train with coni­
cal-scan modulation; (h) same pulse
train after passing through boxcar
generator.

not, it may be necessary to provide additional filtering to attenuate undesired cross­
modulation frequency components.

Automatic gain control. 9
- 1 I The echo-signal amplitude at the tracking-radar receiver will

not be constant but will vary with time. The three major causes of variation in amplitude are
(1) the inverse-fourth-power relationship between the echo signal and range, (2) the conical­
scan modulation (angle-error signal), and (3) amplitude fluctuations in the target cross
section. The function of the automatic gain control (AGC) is to maintain the d-c level of the
receiver output constant and to smooth or eliminate as much of the noiselike amplitude
fiuctuations as possible without disturbing the extraction -of the desired error signal at the
conical-scan frequency.

One of the purposes of AGC in any receiver is to prevent saturation by large signals. The
scanning modulation and the error signal would he lost if the receiver were to saturate. In the
conical-scan tracking radar an A(iC that maintains the d-c level constant results in an error
signal that is a true indication of the angular pointing error. The d-c level of the receiver must
he maintained constant if the angular error is to be linearly related to the angle~errorsignal
voltage. ~.

An example of the AGe portion of a tracking-radar receiver is shown in Fig. 5.5. A
portion of the video-amplifier output is passed through a low-pass or smoothing filter and fed
hack to control the gain of the IF amplifier. The larger the video output, the larger will be the
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feedback signal and the greater will be the gain redi~ction. The filter in the AGC loop should 
pass all frequencies from direct current to just below the conical-scan-modulation frequency. 
The loop gain of the AGC filter measured at the conical-scan frequency should be low so that 
the error signal will not be affected by AGC action. (If the AGC responds to the conical-scan 
frequency, the error signal might be lost.) The phase shift of this filter must be small if its phase 
characteristic is not to influence the error signal. A phase change of the error signal is equiva- 
lent to a rotation of the reference axes and introduces cross coupling, or "cross talk," between 
the elevation and azimuth angle-tracking loops. Cross talk affects the stability of the tracking 
and might result in an unwanted nutating motion of the antenna. In conventional tracking- 
radar applications the phase change introduced by the feedback-loop filter should be less than 
loQ, and in some applications it should be as little as 2".1° For this reason, a tilter with a sharp 
attenuation characteristic in the vicinity of the conical-scan frequency might not be desirable 
because of the relatively large amount of phase shift which it would introduce. . 

The output of the feedback loop will be zero unless the feedback voltage exceeds a 
prespecified minimum value V,  .\In the block diagram the feedback voltage and the voltage 
are compared in the d-c amplifier. If the feedback voltage exceeds V, ,  the AGC is operative, 
while if it is less, there is no AGC action. The voltage V ,  is called the delay ~jolragr. The 
terminology may be a bit misleading since the delay is not in time but in amplitude. The 
purpose of the delay voltage is to provide a reference for the constant output signal and permit 
receiver gain for weak signals. If the delay voltage were zero, any output which might appear 
from the receiver would be due to the failure of the AGC circuit to regulate completely. 

In many applications of AGC the delay voltage is actually zero. This is called undelayed 
AGC. In such cases the AGC can still perform satisfactorily since the loop gain is usually low 
for small signals. Thus the AGC will not regulate weak signals. The effect is similar to having a 
delay voltage, but the performance will not be as good. 

The required dynamic range of the AGC will depend upon the variation in range over 
which targets are tracked and the variations expected in the target cross section. If the range 
variation were 10 to  1, the contribution to the dynamic range would be 40 dB. The target 
cross section might also contribute another 40dB variation. Another 10 dB ought to be 
allowed to account for variations in the other parameters of the radar equation. Hence the 
dynamic range of operation required of the receiver AGC might be of the order of 90 dB, or 
perhaps more. 

It is found1' in practice that the maximum gain variation which can be obtained with a 
single I F  stage is of the order of 40 dB. Therefore two to three stages of the I F  amplifier milst 
be gain-controlled to accommodate the total dynamic range. The middle stages are usually the 
ones controlled since the first stage gain should remain high so as not to influence the noise 
figure of the mixer stage. It is also best not to control the last I F  stage since the maximum 
undistorted output of an amplifying stage is reduced when its gain is reduced by the applica- 
tion of a control voltage. 

An alternative AGC filter design would maintain the AGC loop gain up to frequencies 
much higher than the conical-scan frequency. The scan modulation would be effectively s u p  
pressed in the output of the receiver, and the output would be used to measure range in the 
normal manner. In this case, the error signal can be recovered from the AGC voltage since it 
varies at the conical-scan frequency. The AGC voltage will also contain any amplitude fluctua- 
tions that appear with the echo signal. The error signal may be recovered from the AGC 
voltage with a narrow bandpass filter centered at the scan-modulation frequency. 

Squint angle, The angle-error-signal voltage is shown in Fig. 5.6 as a function of O r ,  the 
angle between the axis of rotation and the direction to the target.'' The squint angle 0, is the 
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feedback signal and the greater will be the gain reduction. The filter in the AGe loop should
pass all frequencies from direct current to just below theconical-scan~modulation frequency.
The loop gain of the AGC filter measured at the conical-scan frequency should be low so that
the error signal will not be affected by AGC action. (If the AGe responds to the conical-scan
frequency, the error signal might be lost.) The phase shift of this filter must be small if its phase
characteristic is not to influence the error signal. A phase change of the error signal is eq uiva­
lent to a rotation of the reference axes and introduces cross coupling, or" cross talk," between
the elevation and azimuth angle-tracking loops. Cross talk affects the stability of the tracking
and might result in an unwanted nutating motion of the antenna. [n conventional tracking­
radar applications the phase change introduced by the feedback-loop filter should be less than
10°, and in some applications it should be as little as 2°. 10 For this reason, a filter with a sharp
attenuation characteristic in the vicinity of the conical-scan frequency might not be desirable
because of the relatively large amount of phase shift which it would introduce.•

The output of the feedback loop will be zero unless the feedback voltage exceeds a
prespecified minimum value ~ .\In the block diagram the feedback voltage and the voltage Yc
are compared in the d-c amplifier. If the feedback voltage exceeds Vc, the AGC is operative,
while if it is less, there is no AGC action. The voltage 'Vc is called the delay voltage. The
terminology may be a bit misleading since the delay is not in time but in amplitude. The
purpose of the delay voltage is to provide a reference for the constant output signal and permit
receiver gain for weak signals. If the delay voltage were zero, any output which might appear
from the receiver would be due to the failure of the AGC circuit to regulate completely.

In many applications of AGC the delay voltage is actually zero. This is called undelayed
AGe. In such cases the AGC can still perform satisfactorily since the loop gain is usually (ow
for small signals. Thus the AGC will not regulate weak signals. The effect is similar to having a
delay voltage, but the performance will not be as good.

The required dynamic range of the AGC will depend upon the variation in range over
which targets are tracked and the variations expected in the target cross section. If the range
variation were 10 to 1, the contribution to the dynamic range would be 40 dB. The target
cross section might also contribute another 4O-dB variation. Another 10 dB ought to be
allowed to account for variations in the other parameters of the radar equation. Hence the
dynamic range of operation required of the receiver AGC might be of the order of 90 dB, or
perhaps more.

h is found 10 in practice that the maximum gain variation which can be obtained with a
single IF stage is of the order of 40 dB. Therefore two to three stages of the IF amplifier must
be gain-controlled to accommodate the total dynamic range. The middle stages are usually the
ones controlled since the first stage gain should remain high so as not to influence the noise
figure of the mixer stage. It is also best riot to control the last IF stage since the maximum
undistorted output of an amplifying stage is reduced when its gain is reduced by the applica­
tion of a control voltage.

An alternative AGC filter design would maintain the AGC loop gain up to frequencies
much higher than the conical-scan frequency. The scan modulation would be effectively sup­
pressed in the output of the receiver. and the output would be used to measure range in the
normal manner. In this case, the error signal can be recovered from the AGC voltage since it
varies at the conical-scan frequency. The AGC voltage will also contain any amplitude fluctua­
tions that appear with the echo signal. The error signal may be recovered from the AGC
voltage with a narrow bandpass filter centered at the scan-modulation frequency.

Squint angle. The angle-error-signal voltage is shown in Fig. 5.6 as a function of Or. the
angle between the axis of rotation and the direction to the target. 12 The squint angle Of is the



Figure 5.6 Plot of the relative angle- 
error signal from the conical-scan radar 
as a function of target angle (eT/oB) 
and squint angle (040,). 0, = half- 
power beamwidth. 

angle between the antenna-beam axis and the axis of rotation; and OB is the half-power 
beamwidth. The antenna beam shape is approximated by a gaussian function in the calcula- 
tions leading to Fig. 5.6. The greater the slope of the error signal, the more accurate will be 
the tracking of the target. The maximum slope occurs for a value 8 , /OB slightly greater than 
0.4. This corresponds to a point on the antenna pattern (the antenna crossover) about 2 dB 
down from the peak. It is the optimum crossover for maximizing the accuracy of angle 
tracking. The accuracy of range tracking, however, is affected by the loss in signal but not by 
the slope at the crossover point. Therefore, as a compromise between the requirements for 
accurate range and angle tracking, a crossover nearer the peak of the beam is usually selected 
rather than that indicated from Fig. 5.6. It has been suggested that the compromise value of 
Q,/OB be abbut 0.28, corresponding to a point on the antenna pattern about 1.0 dB below the 
peak.'.I 

Other considerations. In both the sequential-lobing and conical-scan techniques, the measure- 
ment of the angle error in two orthogonal coordinates (azimuth and elevation) requires that a 
minimum of three pulses be processed. In practice, however, the minimum number of pulses in 
sequential lobing is usually four-one per quadrant. Although a conical scan radar can also be 
operated with only four pulses per revolution, it is more usual to have ten or more per 
revolution. This allows the modulation due to the angle error to be more that of a continuous 
sine wave. Thus tile prf is usually at least an order of magnitude greater than the conical-scan 
frequency. The scan frequency also must be at least an order of magnitude greater than the 
tracking bandwidth. 

A conical-scan-on-receive-only (COSRO) tracking radar radjates a nonscanning transmit 
beam, but receives with a conical scanping beam to extract the angle error. The analogous 
operation with sequential lobing is called lobe-on-receive-only (LORO). 
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Figure 5.6 Plot of the relative angle­
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angle between the antenna-beam axis and the axis of rotation; and 88 is the half-power
beamwidth. The antenna beam shape is approximated by a gaussian function in the calcula­
tions leading to Fig. 5.6. The greater the slope of the error signal, the more accurate will be
the tracking of the target. The maximum slope occurs for a value Oq/08 slightly greater than
0.4. This corresponds to a point on the antenna pattern (the antenna crossover) about 2 dB
down from the peak. It is the optimum crossover for maximizing the accuracy of angle
tracking. The accuracy of range tracking, however, is affected by the loss in signal but not by
the slope at the crossover point. Therefore, as a compromise between the requirements for
accurate range and angle tracking, a crossover nearer the peak of the beam is usually selected
rather than that indicated from Fig. 5.6. It has been· suggested that the compromise value of
0,/08 be abOut 0.28, corresponding to a point on the antenna pattern about 1.0 dB below the
peak. 1.2

Other considerations. In both the sequential-Iobing and conical-scan techniques, the measure­
ment of the angle error in two orthogonal coordinates (azimuth and elevation) requires that a
minimum of three pulses be processed. In practice, however, the minimum number of pulses in
sequential lobing is usually four-one per quadrant. Although a conical scan radar can also be
operated with only four pulses per revolution, it is more usual to have ten or more per
revolution. This allows the modulation due to the angle error to be more that of a continuous
sine wave. Thus the prr is usually at least an order of magnitude greater than the conical-scan
frequency. The scan frequency also must be at least an order of magnitude greater than the
tracking bandwidth.

A conical-scan-on-receive-only (COSRO) tracking radar rad~atesa nonscanning transmit
beam, but receives with a conical scanning beam to extract the angle error. The analogous
operation with sequential lobing is called lobe-on-receive-only (LORO).



5.4 MONOPULSE TRACKING R A D A R 1 ~ 2 ~ ' 3 - ' 8  

The conical-scan and sequential-lobing tracking radars require a mininll~nl number of p ~ ~ l w s  
in order to extract the angle-error signal. In the time interval during which a measurement is 
made with eiiher sequential lobing or conical scan, the train of echo pulses must contain no 
amplitude-modulation components other than the modulation produced by scanning. I f  the 
echo pulse-train did contain additional modulation components, caused, for example, by a 
fluctuating target cross section, the tracking accuracy might he degraded, especially if the 
frequency components of the fluctuations were at or near the conical-scan frequency or the 
sequential-lobing rate. The effect of the fluctuating echo can be sufficiently serious in some 
applications to severely limit the accuracy of those tracking radars which require many pulses 
to be processed in extracting the error signal. 

Pulse-to-pulse amplitude fluctuations of the echo signal have no effect on trscking accur- 
acy if the angular measurement is made on the basis of one pulse rather than many. There are 
several methods by which angle-error information might be obtained with only a single pulse. 
More than one antenna beam is used simultaneously in these methods, in contrast to the 
conical-scan or lobe-switching tracker, which utilizes one antenna beam on a time-shared 
basis. The angle of arrival of the echo signal may be determined in a single-pulse system by 
measuring the relative phase or the relative amplitude of the echo pulse received in each beam. 
The names simrrltaneous lobing and monopulse are used to describe those tracking techniques 
which derive angle-error information on the basis of a single pulse. 

An example of a simultaneous-lobing technique is amplittrde-comparison mot~op~rlse, or 
more simply, monopulse. In this technique the RF signals received from two offset antenna 
beams are combined so that both the sum and the difference signals are obtained simulta- 
neously. The sum and difference signals are multiplied in a phase-sensitive detector to obtain 
both the magnitude and the direction of the error signal. All the information necessary to 
determine the angular error is obtained on the basis of a single pulse; hence the name trtono- 
pulse is quite appropriate. 

Amplitude-comparison monopuke. The amplitude-comparison monopulse employs two 
overlapping antenna patterns (Fig. 5.7a) to obtain the angular error in one coordinate. The 
two overlapping antenna beams may be generated with a single reflector or with a lens 
antenna illuminated by two adjacent feeds. (A cluster of four feeds may be used if both 
elevation- and azimuth-error signals are wanted.) The sum of the two antenna patterns of 
Fig. 5 . 7 ~  is shown in Fig. 5.76, and the difference in Fig. 5 . 7~ .  The sum patterns is used for 
transmission, while both the sum pattern and the difference pattern are used on reception. The 
signal received with the difference pattern provides the magnitude of the angle error. The sum 
signal provides the range measurement and is also used as a reference to extract the sign of the 
error signal. Signals received from the sum and the difference patterns are amplified separately 
and combined in a phase-sensitive detector to produce the error-signal characteristic shown in 
Fig. 5.7d. 

A block diagram of the amplitude-comparison-monopulse tracking radar for a single 
angular coordinate is shown in Fig. 5.8. The two adjacent antenna feeds are connected to the 
two arms of a hybrid junction such as a "magic T," a " rat race," or a short-slot coupler. The 
sum and difference signals appear at the two other arms of the hybrid. On reception, 
the outputs of the sum arm and the difference arm are each heterodyned to an intermediate 
frequency and amplified as,in any superheterodyne receiver. The transmitter is connected to 
thesum arm. Range information is also extracted from the sum channel. A duplexer is included 
in the sum arm for the protection of the receiver. The output of the phase-sensitive detector is 
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5.4 MONOPULSE TRACKING RADAR1.2.13-18

The conical-scan and sequential-Iobing tracking radars require a minimum number of pulses
in order to extract the angle-error signal. In the time interval during which a measurement is
made with either sequential lobing or conical scan, the train of echo pulses must contain no
amplitude-modulation components other than the modulation produced by "scanning. If the
echo pulse-train did contain additional modulation components, caused, for example, by a
fluctuating target cross section, the tracking accuracy might be degraded, especially if the
frequency components of the fluctuations were at or near the conical-scan frequency or the
sequential-Iobing rate. The effect of the fluctuating echo can be sufficiently serious in some
applications to severely limit the accuracy of those tracking radars which require many pulses
to be processed in extracting the error signal.

Pulse-to-pulse amplitude fluctuations of the echo signal have no effect on tdcking accur­
acy if the angular measurement is made on the basis of one pulse rather th"an many. There are
several methods by which angle-error information might be obtained with only a single pulse.
More than one antenna beam is used simultaneously in these methods, in contrast to the
conical-scan or lobe-switching tracker, which utilizes one antenna beam on a time-shared
basis. The angle of arrival of the echo signal may be determined in a single-pulse system by
measuring the relative phase or the relative amplitude of the echo pulse received in each beam.
The names simultaneous lobing and monopulse are used to describe those tracking techniques
which derive angle-error information on the basis of a single pulse.

An example of a simultaneous-Iobing technique is amplitude-comparison motlopll/se, or
more simply, monopulse. In this technique the RF signals received from two offset antenna
beams are combined so that both the sum and the difference signals are obtained simulta­
neously. The sum and difference signals are multiplied in a phase-sensitive detector to obtain
both the magnitude and the direction of the error signal. All the information necessary to
determine the angular error is obtained on the basis of a single pulse; hence the name mmlO­

pulse is quite appropriate.

Amplitude-comparison monopulse. The amplitude-comparison monopulse employs two
overlapping antenna patterns (Fig. 5.7a) to obtain the angular error in one coordinate. The
two overlapping antenna beams may be generated with a single reflector or with a lens
antenna illuminated by two adjacent feeds. (A cluster of four feeds may be used if both
elevation- and azimuth-error signals are wanted.) The sum of the two antenna patterns of
Fig. 5.7a is shown in Fig. 5.7b, and the difference in Fig. 5.7c. The sum patterns is used for
transmission, while both the sum pattern and the difference pattern are used on reception. The
signal received with the difference pattern provides the magnitude of the angle error. The sum
signal provides the range measurement and is also us~d as a reference to extract the sign of the
error signal. Signals received from the sum and the difference patterns are amplified separately
and combined in a phase-sensitive detector to produce the error-signal characteristic shown in
Fig.5.7d.

A block diagram of the amplitude-comparison-monopulse tracking radar for a single
angular coordinate is shown in Fig. 5.8. The two adjacent antenna feeds are connected to the
two arms of a hybrid junction such as a .. magic T," a .. rat race," or a short-slot coupler. The
sum and difference signals appear at the two other arms of the hybrid. On reception,
the outputs of the sum arm and the difference arm are each heterodyned to an intermediate
frequency and amplified as.in any superheterodyne receiver. The transmitter is connected to
the sum arm. Range information is also extracted from the sum channel. A dup)exer is included
in the sum arm for the protection of the receiver. The output of the phase-sensitive detector is



Figure 5.7 Monopulse antenna patterns and error signal. Left-hand diagrams in (a-c) are in polar coor- 
dinates; right-hand diagrams are in rectangular coordinates. (a) Overlapping antenna patterns; (b) sum 
pattern; (c) dilierence pattern; (d) product (error) signal. 

an error signal wllose magnitude is proportional t o  the angu!ar error and whose sign is 
proportional t o  the direction. 

The output of the monopulse radar is used to  perform automatic tracking. The  angular- 
error signal actuates a servo-control system to  position the antenna, and the range output 
from the sum charlnel feeds into an  automatic-range-tracking unit. 

The  sign of the difference signal (and the direction of the angular error) is determined by 
comparing the phase of the difference signal with the phase of the sum signal. If the sum signs1 
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Figure 5.8 Block diagram of amplitude-comparison monopulse radar (one angular coordinate). 
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Figure 5.7 Monopulse antenna patterns and error signal. Left-hand diagrams in (a-c) are in polar coor­
dinates; right-hand diagrams are in rectangular coordinates. (a) Overlapping antenna patterns; (b) sum
pattern; (c) dilTerence pattern; (d) product (error) signal.

an error signal whose magnitude is proportional to the angu!ar error and whose sign is
proportional to the direction.

The output of the monopulse radar is used to perform automatic tracking. The angular­
error signal act uates a servo-control system to position the antenna, and the range output
from the sum channel feeds into an automatic-range-tracking unit.

The sign of the difference signal (and the direction of the angular error) is determined by
comparing the phase of the difference signal with the phase of the sum signal. If the sum signal
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Figure 5.8 Block diagram of amplitude-comparison monopulse radar (one angular coordinate).



in the I F  portion of the receiver were A, cos ( L ) , ~ [ ,  the difference signal woirld be either 
A, cos W I F t  or - A d  cos WtFC ( A s  > 0, Ad > O), depend~ng on which side of center is the target. 
Since - A d  cos q F t  = Ad cos wF(t + n), the sign of the difference signal may be measured by 
determining whether the difference signal is in phase with the sum or 180" out of phase. 

Although a phase comparison is a part of the amplitude-comparison-monopulse radar, 
the angular-error signal is basically derived by comparing the echo amplitudes from simulta- 
neous offset beams. The phase relationship between the signals in the offset beams is not used. 
The purpose of the phase-sensitive detector is to conveniently furnish the sigtt of the error 
signal. 

A block diagram of a monopulse radar with provision for extracting error signals In both 
elevation and azimuth is shown in Fig. 5.9. The cluster of four feeds generates four partially 
overlapping antenna beams. The feeds might be used with a parabolic reflector, Cassegrain 
antenna, or a lens. All four feeds generate the sum pattern. The difference pattern jn one plane 
is formed by taking the sum of two adjacent feeds and subtracting this from the sum of the 
other two adjacent feeds. The difference pattern in the orthogonal plane is obtained by adding 
the differences of the orthogonal adjacent pairs. A total of four hybrid junctions generate the 
sum channel, the azimuth difference channel, and the elevation difference channel. Three 
separate mixers and I F  amplifiers are shown, one for each channel. All three mixers operate 
from a single local oscillator in order to  maintain the phase relationships between the three 
channels. Two phase-sensitive detectors extract the angle-error information, one for azimuth, 
the other for elevation. Range information is extracted from the output of the sum channel 
after amplitude detection. 

Since a phase comparison is made between the output of the sum channel and each of the 
difference channels, it is important that the phase shifts introduced by each of the channels be 
almost identical. According to  Page,13 the phase difference between channels must be main- 
tained to within 25" or better for reasonably proper performance. The gains of the channels 
also must not differ by more than specified amounts. 

An alternative approach to  using three identical amplifers in the monopulse receiver is to 
use but one IF channel which amplifies the sum signal and the two difference signals on a 
time-shared basis."-l9 The sum signal is passed through the single IF amplifier followed by 
the two difference signals delayed in time by a suitable amount. Most of the gain and gain 
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in the IF portion of the receiver were A~ cos WIFe, the difference signal would be either
Ad cos wIFe or - Ad cos wIFe (A~> 0, Ad >0), depending on which side of center is the target.
Since - Ad cos WjFt = Ad cos WjF(t + n), the sign of the difference signal may be measured by
determining whether the difference signal is in phase with the sum or 1800 out of phase.

Although a phase comparison is a part of the amplitude-comparison-monopulse radar,
the angular-error signal is basically derived by comparing the echo amplitudes from simulta­
neous offset beams. The phase relationship between the signals in the offset beams is not used.
The purpose of the phase-sensitive detector is to conveniently furnish the sign of the error
signal.

A block diagram of a monopulse radar with provision for extracting error signals in both
elevation and azimuth is shown in Fig. 5.9. The cluster of four feeds generates four partially
overlapping antenna beams. The feeds might be used with a parabolic reflector, Cassegrain
antenna, or a lens. All four feeds generate the sum pattern. The difference pattern in one plane
is formed by taking the sum of two adjacent feeds and subtracting this from the sum of lhe
other two adjacent feeds. The difference pattern in the orthogonal plane is obtained by adding
the differences of the orthogonal adjacent pairs. A total of four hybrid junctions generate the
sum channel, the azimuth difference channel, and the elevation difference channel. Three
separate mixers and IF amplifiers are shown, one.for each channel. All three mixers operate
from a single local oscillator in order to maintain the phase relationships between the three
channels. Two phase-sensitive detectors extract the angle-error information, one for azimuth,
the other for elevation. Range information is extracted from the output of the sum channel
after amplitude detection.

Since a phase comparison is made between the output of the sum channel and each of the
dilTerence channels, it is important that the phase shifts introduced by each of the channels be
almost identical. According to Page,l J the phase dilTerence between channels must be main­
tained to within 25° or better for reasonably proper performance. The gains of the channels
also must not differ by more than specified amounts.

An alternative approach to using three identical amplifers in the monopulse receiver is to
use but one IF channel which amplifies the sum signal and the two dilTerence signals on a
time-shared basis. 17

•
19 The sum signal is passed through the single IF amplifier followed by

the two dilTerence signals delayed in time by a suitable amount. Most of the gain and gain
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Figure 5.9 Block diagram of two-coordinate (azimuth and elevation) amplitude-comparison monopulse
tracking radar.



control take place in the single IF amplifier. Any variations affect all three signals simulta- 
neously. After amplification, compensating delays are introduced to unscramble the time se- 
quence and bring the sum signal and the two difference signals in time coincidence. Phase 
detection occurs as it1 tile conventional monopulse. Another single-channel system SCAMP 
converts the sum and the two difference signals to different I F  frequencies and amplifies them 
simultaneously in a single, wide-band amplifier.20 The output is hard-limited to provide the 
effect of an instantaneous AGC. The three signals after limiting are separated by narrowband 
filters and then converted to the same IF frequency for further processing. The hard-limiting, 
however, causes cross-coupling between the azimuth and the elevation error-signal channels 
and can result in significant error." Two-channel monopulse receivers have also been used by 
combining the sum and the two difference signals in a manner such that they can be again 
resolved into three components after amplification.'.2z 

The purpose i l l  using one- or  two-channel monopulse receivers is to  ease the problem 
associated wit11 rnairitai~ling identical phase and amplitude balance among the three channels 
of the conventiotial receiver. These techniques provide some advantage in this regard but they 
car1 result it1 uridesired couplilig between the azimuth and elevation chennels and a loss in 
signal-to-tloise ratio. 

The monopulse antenna must generate a sum pattern with high efficiency (maximum 
boresight gain), and a differelice pattern with a large value of slope at the crossover of the offset 
beams. Furthermore, the sidelobes of both the sum and the difference patterns must be low. 
The antenna must be capable of the desired bandwidth, and the patterns must have the desired 
polarization characteristics. It is not surprising that the achievement of all these properties 
cannot always be fully satisfied simultaneously. Antenna design is an important part of the 
successful realization of a good monopulse radar. 

The uniform aperture illumination maximizes the aperture efficiency and, hence, the 
directive gain. The aperture illumination that maximizes the slope of the difference pattern is 
the linear illunlination function with odd symmetry about the center of the a p e r t ~ r e . ' ~  Not 
only d o  both of these aperture illuminations produce patterns with relatively high sidelobes, 
but they cannot be readily generated by the simple four-horn feed. Independent control of the 
sum arid the difference patterns is required in order to  obtain simultaneously the optimum 
patterns. 

The approximately "ideal" feed-illuminations for a monopulse radar is shown in 
Fig. 5.10. Tliis has been approximated in some precision tracking radars by a five-horn feed 
consisting of one horn generating the sum pattern surrounded by four horns generating the 
difference patterns.' Other approximations to the ideal designs include a twelve-horn feedz4 
atid a feed consisting of four stacked horns in one plane with each horn generating three 
waveguide modes in the other plane.z5 Higher-order waveguide modes are used to obtain the 
desired sur~i  arid differetice patterns from a sitigle horn without the necessity of complex 
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control take place in the single IF amplifier. Any variations affect all three signals simulta­
neously. After amplification, compensating delays are introduced to unscramble the time se­
quence and bring the sum signal and the two difference signals in time coincidence. Phase
detection occurs as in the conventional monopulse. Another single-channel system SCAMP
converts the sum and the two difference signals to different IF frequencies and amplifies them
simultaneously in a single, wide-band amplifier. 20 The output is hard-limited to provide the
effect of an instantaneous AGe. The three signals after limiting are separated by narrowband
filters and then converted to the same IF frequency for further processing. The hard-limiting,
however, causes cross-coupling between the azimuth and the elevati.on error-signal channels
and can result in significant error. 21 Two-channel monopulse receivers have also been used by
combining the sum and the two difference signals in a manner such that they can be again
resolved into three components after amplification.1.22

The purpose in using one- or two-channel monopulse receivers is to ease the problem
associated with maintaining identical phase and amplitude balance among the three channels
of t he conventional receiver. These techniques provide some advantage in this regard but they
can result in undesired coupling between the azimuth and elevation channels and a loss in
signal-to-noise ratio.

The monopulse antenna must generate a sum pattern with high efficiency (maximum
boresight gain). and a difference pattern with a large value of slope at the crossover of the offset
beams. Furthermore, the sidelobes of both the sum and the difference patterns must be low.
The antenna must be capable of the desired bandwidth, and the patterns must have the desired
polarization characteristics. It is not surprising that the achievement of all these properties
cannot always be fully satisfied simultaneously. Antenna design is an important part of the
successful realization of a good monopulse radar.

The uniform aperture illumination maximizes the aperture efficiency and, hence, the
directive gain. The aperture illumination that maximizes the slope of the difference pattern is
the linear illumination function with odd symmetry about the center of the aperture.23 Not
only do both of these aperture illuminations produce patterns with relatively high sidelobes,
but they cannot be readily generated by the simple four-horn feed. Independent control of the
sum and the difference patterns is required in order to obtain simultaneously the optimum
patterns.

The approximately "ideal" feed-illuminations for a monopulse radar is shown in
Fig. 5.10. This has been approximated in some precision tracking radars by a five-horn feed
consisting of one horn generating the sum pattern surrounded by four horns generating the
difference patterns. I Other approximations to the ideal designs include a twelve-horn feed 24

and a feed consisting of four stacked horns in one plane with each horn generating three
waveguide modes in the other plane.2s Higher-order waveguide modes are used to obtain the
desired sum and difference patterns from a single horn without the necessity of complex
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microwave combining c i r c u i t r y . ' ~ ~ ~  These are called ni~rltittiodr /eCds. T l ~ c  iise of It lgll~r-or~lcr 
waveguide modes in monopulse feeds to generate the required patterns results in feeds that arc: 
of high efficiency, compact, simple, low loss, light weight, low aperture blockage, and exczllsnt 
boresight stability independent of frequency. 

The greater the signal-to-noise ratio and the steeper the slope of the error signal in the 
vicinity of zero angular error, the more accurate is the measi~rement of angle. The error-signal 
slope as a function of the squint angle or  beam crossover is shown in Fig. 5.1 1 The maximun~ 
slope occurs at a beam crossover of about 1.1 dB. 

Automatic gain control (AGC) is required in order to maintain a stable closed-loop servo 
system for angle tracking.'s2 The AGC in a monopulse radar IS accompllslled by ernploylng a 
voltage proportional to the sum-channel IF output to control the gain of all three rcccivcr 
channels. The AGC results in a constant angle sensitivity independent of target size and range 
With AGC the output of the angle-error detector is proportional to the difference srgrlal 
normalized (divided) by the sum signal. The output of the sum channel is constant. 

Hybrid tracking system. C o n ~ p u l s e ~ ~  and "scan with compensation "" are the names given to 
a hybrid tracking system that is a combination of monopulse and conical scan. Two squinted 
beams, similar to those of a single angle-coordinate amplitude-comparison monopulse, are 
scanned (rotated or nutated) in space around the boresight axis. (In the conical scan tracker, 
only one squinted beam is scanned.) In conopulse, the sum and difference signals received in 
the two squinted beams are extracted in a manner similar to  that of the conventional monopulse 
system. Two-coordinate angle information is obtained by scanning the beams about the bore- 
sight axis similar to the extraction of azimuth and elevation angle information in the conical- 
scan tracker. Amplitude fluctuations of the target echo signal d o  not in principle degrade the 
tracking accuracy as in the conical-scan tracker because a difference signal is extracted from 
the simultaneous outputs of the two squinted beams. However, the need to scan the two beams 
means that a single pulse angle-estimate is not obtained as in a true monopulse. 

An advantage claimed for this hybrid tracking technique is that, like monopulse, target 
amplitude fluctuations d o  not affect the tracking accuracy. It is also claimed that the simplicity 
of conical scan is retained. Both claims can be debated. Although only two receivers are 
required instead of the three used in a monopulse tracker, the mechanical rotation of the two 
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Figure 5.1 1 Slope of the angular-error 
signal at crossover for a monopulse 
and conical-scan tracking radar. 0 ,  - 
half-power beamwidt h, 0, = squint 
angle. 
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microwave combining circuitry. 1.26 These are called nlllitimode feeds. The use of higher-order
waveguide modes in monopulse feeds to generate the required patterns results in feeds that an:
of high efficiency, compact, simple, low loss, light weight, low aperture blockage, and excellent
boresight stability independent of frequency.

The greater the signal-to-noise ratio and the steeper the slope of the error signal in the
vicinity of zero angular error, the more accurate is the measurement of angle. The error-signal
slope as a function of the squint angle or beam crossover is shown in Fig. 5.11. The maximum
slope occurs at a beam crossover of about 1.1 dB.

Automatic gain control (AGC) is required in order to maintain a stable closed-loop servo
system for angle tracking. 1.2 The AGC in a monopulse radar is accomplished by employing i:I

voltage proportional to the sum-channel IF output to control the gain of all three receiver
channels. The AGC results in a constant angle sensitivity independent of target size and range.
With AGC the output of the angle-error detector is proportional to the difTtJrence signal
normalized (divided) by the sum signal. The output of the sum channel is constant.

Hybrid tracking system. Conopulse86 and "scan with compensation,,8 7 are the names given to

a hybrid tracking system that is a combination of monopulse and conical scan. Two squinted
beams, similar to those of a single angle-coordinate amplitude-comparison monopulse, are
scanned (rotated or nutated) in space around the boresight axis. (In the conical scan tracker,
only one squinted beam is scanned.) In conopulse, the sum and difference signals received in
the two squinted beams are extracted in a manner similar to that of the conventional monopulse
system. Two-coordinate angle information is obtained by scanning the beams about the bore­
sight axis similar to the extraction of azimuth and elevation angle information in the conical­
scan tracker. Amplitude fluctuations of the target echo signal do not in principle degrade the
tracking accuracy as in the conical-scan tracker because a difference signal is extracted from
the simultaneous o'utputs of the two squinted beams. However, the need to scan the two beams
means that a single pulse angle-estimate is not obtained as in a true monopulse.

An advantage claimed for this hybrid tracking technique is that, like monopulse, target
amplitude fluctuations do not affect the tracking accuracy. It is also claimed that the simplicity
of conical scan is retained. Both claims can be debated. Although only two receivers are
required instead of the three used in a monopulse tracker, the mechanical rotation of the two
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squinted beams is not an easy task. Nutation, which preserves the plane ofpolarization, is even 
rnorc difficult. Rotation of tlie hearris causes the plane of polarization to rotate which can 
carlqc undcsirahle target :iniplttirdc fliictuatiotis at tlie scan rate. Altliougli such fluctuations 
are theoretically removed by the rtionopulse type of processing, in practice the removal is not 
corlij~lctc arid ntlgi~lat cr rot can rcsi~lt.~"itli nloderii solid-state tecllnology, the need for a 
tliird receiver i n  tile conventio~ial tiiotiopi~lse tra,cker might not be as difficult to realize in 
I J I ; ~ C I I C C  ;iq 11ic cor~~l~lcxity of 11tol~c1 ly scii~iriirig a pair of sqt~ititcd hcanls. Gcncrally i t  can hc 
said t1i:it tllc ar~~~,litirtlc-cor111,ar is011 nio~iopulsc trackirig system is ~isually preferred over tliis 
Iiyhrid techriiquc 

I'haw-con~parisotr nio~ropt~lse. Tlie tracking teciiniques disc:i~ssed thus far in this chapter were 
i , ; ~ s ~ t l  on i t  corlljvtr is011 01 tlic III)IIIII'III(ICS of eclio signals received from two or Inore antenna 
positionr. .l'lie sequerltial-lobing arid conical-scan techniques used a single, time-shared 
i t r i t c r i r i : i  I~ciit~l. wliilc tlic tllor~ol,ulsc tccl~riiqt~c ~tscd two or 111orc sinit~lta~icous beatiis. Tlle 
clil'lcrctice i n  a~nplitudes in tlic several antenna positions was proportional to the angular error. 
l'lic :tnglc of ar rival (in one coordinate) rnay also be determined by comparing the phase 
diflerericc hetween the sigtlals frotn two separate antennas. Unlike the antennas of anlplitude- 
conlparison trackers. those used in pliase-comparison systems are not offset from the axis. The 
individual boresight axes of the antennas are parallel, causing the (far-field) radiation to 
illurnitlate the same volume in space. The ampliti~des of the target echo signals are essentially 
tlic srirllc fro111 each antenna hcani, but the phases are different. 

.I'lie ~neasurerrierit of arigle of arrival by comparison of the phase relationships in the 
sigrlnls frotri the separated antennas of a radio interferometer has been widely used by the 
rnciio astronotners for precise nleasilrernerlts of  the positions of radio stars. The interferometer 
as used by the radio astronomer is a passive instrument, the source of energy being radiated 
by tile target itself. A tracking radar which operates with phase information is similar to an 
active interferometer and might be called an ilrrerferonteter radar. It has also been called 
sir~rrtltclrreo~ts-pI~c~.~~-co,npnriso~t radar, or  phase-co~npariso~t mortopldse. The latter term is the 
one wliich will be used here. 

I r i  Fig. 5.1 2 two antennas are shown separated by a distance d. The distance to the target 
is H and is assumed large corllpared with the antenna separation d. The line of sight to  the 

Figure 5.12 Wavefront phase relationships in phase- 
comparison monopulse radar. 
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squinted beams is not an easy task. Nutation, which preserves the plane of polarization, is even
more difficult. Rotation of the heamscauses the plane of polarization to rotate which can
cause undesirahle target amplitude lluctuatiolls at the scan rate. Although such rtuctuations
are theoretically removed by the mOl1opulse type of processing, in practice the removal is not
complete and angular error can result. R6 With modern solid-state technology, the need for a
third receiver in the conventional mOl1opulse tra,cker might not be as difficult-to realize in
practice as tile complexity of properly scallning a pair of squinted beams. Generally it can he
said thaI the amplitude-comparison 111OIlopulse tracking system is usually preferred over this
hyhrid technique,

Phase-comparison monopulse. The tracking techniques discussed thus far in this chapter were
hased 011 a comparison of the 1lI111 ,1il/ldl's of echo signals received from two or more antenna
posit ions. The sequent ial-Iobing and conical-scan techniques used a single, time-shared
alltcllna heam, while the mOllopulse technique used two or morc simultancous beams. The
differencc in amplitudes in the several antenna positions was proportional to the angular error.
The angle of arrival (in onc coordinate) may also be determined by comparing the phase
difference betwecn thc signals from two separate antennas. Unlike the antennas of amplitude­
comparison trackers, those used in phase-comparison systems are not offset from the axis. The
individual boresight axes of the antennas are parallel, causing the (far-field) radiation to
illuminate the same volume in space. The amplitudes of the target echo signals are essentially
the same from each antcnna heam, but the phases are different.

The measurement of angle of arrival by comparison of the phase relationships in the
signals from lhe separated antennas of a radio interferometer has been widely used by the
radio astronomers for precise measurements of the positions of radio stars. The interferometer
as used by the radio astronomer is a passive instrument, the source !Jf energy being radiated
hy the target itself. A tracking radar which operates with phase information is similar to an
active interferometer and might be called an imerferometer radar. It has also been called
Sillllllt(/I/(-'0I1S-phase-co11lpar;soll radar, or phase-comparison mOllupll[se. The latter term is the
one which will be used here.

In Fig. 5.12 two antennas are shown separated by a distance d. The distance to the target
is R and is assumed large compared with the antenna separation d. The line of sight to the

Antenna
NO.1 ---'"

Target

Figure 5.12 Wavefront phase relationships in phase­
comparison monopulse radar.
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target makes an angle 0 to  the perpendicular bisector of the line joining the two antennas. The 
distance from antenna 1 to the target is 

and the distance from antenna 2 to the target is 

d 
R z  = R - - sin 0 

2 

The phase difference between the echo signals in the two antennas is approximately 

271 A 4  = - d sin O 
1 

For small angles where sin O 0, the phase difference is a linear function of the angular error 
and may be used to  position the antenna via a servo-control loop. 

In the early versions of  the phase-comparison monopulse radar, the angular error was 
determined by measuring the phase difference between the outputs of receivers connected to 
each antenna. The output from one of the antennas was used for transmission and for provid- 
ing the range information. wi th  such an arrangement i t  was difficult to obtain the desired 
aperture illuminations and to maintain a stable boresight. A more satisfactory method of 
operation is to  form the sum and difference patterns in the RF and to process the signals as in a 
conventional amplitude-comparison monopulse radar. 

In one embodiment of the phase-comparison principle as applied to  missile g ~ ~ i d a n c e  the 
phase difference between the signals in two fixed antennas is measured with a servo-controlled 
phase shifter located in one of the a r m s z 7  The servo loop adjusts the phase sllifter ilntil 111e 
difference in phase between the two channels is a null. The amount of phase shift which \\as to  
be introduced to  make a null signal is a measure of the angular error. 

The phase- and amplitude-comparison principles can be combined in a single radar to 
produce two-dimensional angle tracking with only two, rather than four, antenna beams.2B 
The angle information in one plane (the azimuth) is obtained by two separate antennas placed 
side by side as in a phase-comparison monopulse. One of the beams is tilted slightly upward, 
while the other is tilted slightly downward, to achieve the squint needed for amplitude- 
comparison monopulse in elevation. Therefore the horizontal projection of the antenna pat- 
terns is that of a phase-comparison system, while the vertical projection is that of an 
amplitude-comparison system. 

Both the amplitude-comparison-monopulse and the phase-comparison-monopiilse 
trackers employ two antenna beams (for one coordinate tracking). The measiirements made 
by the two systems are not the same; consequently, the characteristics of the antenna beams 
will also be different, In the amplitude-comparison monopulse the two beams arc offset, Illat is, 
point in slightly different directions. This type of pattern may be generated by using one 
reflector dish with two feed horns side by side (four feed horns for two coordinate data). Since 
the feeds may be placed side by side, they could be as close as one-half wavelcngtl~. With s~rch 
close spacing the phase difference between the signals received in the two feeds is negligibly 
small. Any difference in the amplitudes between the two antenna outputs in the arnplitude- 
comparison system is a result of differences in amplitude and not phase. The phase- 
comparison monopulse, on the other hand, measures phase differences only and is not 
concerned with amplitude difference. Therefore the antenna beams are not offset, but are 
directed to illuminate a common volume in space. Separate antennas are needed since it is 
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target makes an angle 0 to the perpendicular bisector of the line joining the two antennas. The
distance from antenna 1 to the target is

R R d.)
I = + Sill (

2

and the distance from antenna 2 to the target is

R2 = R - ~ sin (1

The phase difference between the echo signals in the two antennas is approximately

t:..¢ = 2,l,.7r d sin () .. (5.1 )

For small angles where sin 0 ~ 0, the phase difference is a linear function of the angular error
and may be used to position the antenna via a servo-control loop.

In the early versions of the phase-comparison monopulse radar, the angular error was
determined by measuring the phase difference between the outputs of receivers connected to
each antenna. The output from one of the antennas was used for transmission and for provid­
ing the range information. With such an arrangement it w.as difficult to obtain the desired
aperture illuminations and to maintain a stable boresight. A more satisfactory method of
operation is to form the sum and difference patterns in the RF and to process the signals as in a
conventional amplitude-comparison monopulse radar.

In one embodiment of rhe phase-comparison principle as applied to missile guidance the
phase difference between the signals in two fixed antennas is measured with a servo-controlled
phase shifter located in one of the arms. 27 The servo [oop adjusts the phase shifter until the
difference in phase between the two channels is a null. The amount of phase shift which has to
be introduced to make a null signal is a measure of the angular error.

The phase- and amplitude-comparison principles can be combined in a single radar to
produce two-dimensional angle tracking with only two, rather than four, antenna beams. 28

The angle information in one plane (the azimuth) is obtained by two separate antennas placed
side by side as in a phase-comparison monopulse. One of the beams is tilted slightly upward,
while the other is tilted slightly downward, to achieve the squint needed for amplitude­
comparison monopulse in elevation. Therefore the horizontal projection of the antenna pat­
terns is that of a phase-comparison system, while the vertical projection is that of an
amplitude-comparison system.

Both the amplitude-comparison-monopulse and the phase-comparison-monopulse
trackers employ two antenna beams (for one coordinate tracking). The measurements made
by the two systems are not the same; consequently, the characteristics of the antenna beams
will also be different. In the amplitude-comparison monopulse the two beams arc offset, that is,
point in slightly different directions. This type of pattern may be generated by using one
reflector dish with two feed horns side by side (four feed horns for two coordinate data). Since
the feeds may be placed side by side, they could be as close as onc-half wavelength. With SlIch
close spacing the phase difference between the signals received in the two feeds is negligihly
small. Any difference in the amplitudes between the two antenna outputs in the amplitude­
comparison system is a result of differences in amplitude and not phase. The phase­
comparison monopu)se, on the other hand, measures phase differences only and is not
concerned with amplitude difference. Therefore the antenna beams are not offset, but are
directed to illumin~te a common volume in space. Separate antennas are needed since it is



difficult to illuniinate a single reflector with more than one feed and produce independeilt 
antenna patterns which illuminate the same volume in space. 

Although tracking radars based upon the phase-comparison monopulse principle have 
been built and operated, this technique has not been as widely used as some of the other 
angle-tracking methods. The sum signal has higher sidelobes because the separation between 
the phase centers of the separate antennas is large. (These high sidelobes are the result of 
qrcltirrq lohcrs. similar to those produced in phased arrays.) The problem of high sidelobes can 
Ilc rctl\~ccd by overl:lppirlg the antentla apcrturcs. With reflector antennas. this results i l l  a loss 
of :tr~gle ser~sitivity arid atlte~ltia gain. 

5.5 'I'AH(;E;'I'-UEF1,EC'TION CI IAUAC'I'ERISTICS AND ANGULAR 
ACCUHACY".~  1 - 9 5  

I Ilc angular accuracy of tracking radar will be il~fluetlced by such factors as the nieclla~lical 
properties of the radar antenna and pedestal, the method by which the angular position of the 
antenria is measured, the quality of the se-, the stability of the electronic circuits, the 
noise level of the receiver, the antenna beamwidth, atmospheric fluctuations, and the reflection 
characteristics of the target. These factors can degrade the tracking accuracy by causing the 
antenna beam to fluctuate in a random manner about the true target path. These noiselike 
fluctuations are sometimes called trackiltg ltoise, or jitter. 

A simple radar target such as a smooth sphere s o t  cause degradation of the angular- 
tracking accuracy. The radar cross section of a sphere is independent of the aspect at which it 
is viewed; consequently, its echo will not fluctuate with time. The same is true, in general, o fa  
radar beacon if  its antenna pattern is omnidirectional. However, most radar targets are of a 
riiore complex nature than the sphere. Tlle amplitude of the echo signal from a complex target 
may vary over wide limits as the aspect changes with respect to the radar. In addition, the 
effective center of radar reflection may also change. Both of these effects-amplitude fluctua- 
tions and wandering of the radar center of reflection-as well as the limitation imposed by 
receiver noise can limit the tracking accuracy. These effects are discussed below. 

Amplitude fluctuations. A cornplex target such as an aircraft or  a ship may be considered as a 
nuniber of independent scattering elements. The echo signal can be represented as the vector 
addition of the contributions from the individual scatterers. If the target aspect changes with 
respect to the radar-as might occur because of  motion of the target, or turbulence in the case 
of aircraft targets-the relative phase and amplitude relationships of the contributions from 
the individual scatterers also change. Consequently, the vector sum, and therefore the ampli- 
tude, change with changing target aspect. 

Amplitude fluctuations of the echo signal are important in the design of the lobe- 
switching radar and the conical-scan radar but are of little consequence to the monopulse 
tracker. Both the conical-scan tracker and the lobe-switching tracker require a finite time to 
obtain a measuremerlt of the angle error. This time corresponds in the conical-scan tracker to 
at least one revolutiorl of the antenna beam. With lobe switching, the minimum time is that 
necessary to obtain echoes at the four successive angular positions. In either case four pulse- 
repetition periods are required to make a measurement; in practice, many more than four are 
often used. I f  the target cross section were to vary during this observation time, the change 
might he erroneoilsly interpreted as an angular-error signal. The monopulse radar, on the 
other ttand. detern~ines the-angular error on-the-.basis of  a single pulse. Its accuracy will 
therefore riot be affected by changes in amplitude with time. 
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difficult to illuminate a single rellector with more than one feed and produce independent
antenna patterns which illuminate the same volume in space.

Although tracking radars based upon the phase-comparison monopulse principle have
heen built and operated, this technique has not been as widely used as some of the other
angle-tracking methods. The sum signal has higher sidelobes because the separation between
the phase centers of the separate antennas is large. (These high sidelobes are the result of
grating lohes. similar to those produced in phased arrays.) The problem of high sidelobes can
he reduced by overlapping the antenna apertures. With reflector antennas, this results in a loss
of angle sensitivity and antenna gain.

5.5 TARGET-REFLECTION CHARACTERISTICS AND ANGULAR
ACCURACyJo.41.Q5

The angular accuracy of tracking radar will be influenced by such factors as the mechanical
properties of the radar antenna and pedestal, the method by which the angular position of the
antenna is measured, the quality of the s~o systeQ'l, the stability of the electronic circuits, the
noise level of the receiver, the antenna beamwidth, atmospheric fluctuations, and the reflection
characteristics of the target. These factors can degrade the tracking accuracy by causing the
antenna beam to fluctuate in a random manner about the true target path. These noise like
fluctuations are sometimes called tracking noise, or jitter.

A simple radar target such as a smoot h sphere will not cause degradation of the angular­
tracking accuracy. The radar cross section of a sphere is independent of the aspect at which it
is viewed: consequently, its echo will not fluctuate with time. The same is true, in general, of a
radar beacon if its antenna pattern is omnidirectional. However, most radar targets are of a
more complex nature than the sphere. The amplitude of the echo signal from a complex target
may vary over wide limits as the aspect changes with respec~ to the radar. In addition. the
effective center of radar rellection may also change. Both of these effects-amplitude fluctua­
tions and wandering of the radar center of reflection-as well as the limitation imposed by
receiver noise can limit the tracking accuracy. These effects are discussed below.

Amplitude fluctuations. A complex target such as an aircraft or a ship may be considered as a
number of independent scattering elements. The echo signal can be represented as the vector
addition of the contributions from the individual scatterers. If the target aspect changes with
respect to the radar-as might occur because of motion of the target, or turbulence in the case
of aircraft targets-the relative phase and amplitude relationships of the contributions from
the individual scatterers also change. Consequently, the vector sum, and therefore the ampli­
tude. change with changing target aspect.

Amplitude fluctuations of the echo signal are important in the design of the lobe­
switching radar and the conical-scan radar but are of little consequence to the monopulse
tracker. Both the conical-scan tracker and the lobe-switching tracker require a finite time to
obtain a measurement of the angle error. This time corresponds in the conical-scan tracker to
at least one revolution of the antenna beam. With lobe switching, the minimum time is that
necessary to obtain echoes at the four successive angular positions. In either case four pulse­
repetition periods are required to make a measurement; in practice, many more than four are
often used. H the target cross section were to vary during this observation time, the change
might be erroneollsly interpreted as an angular-error signal. The monopulse radar, on the
other hand. determines thLang.ulaI.cr+OLon_tbe__ba.sl~ of a single pulse. Its accuracy will
therefore not be affected by changes in amplitude with time.



T o  reduce the effect of amplitude noise on tracking, the conical-scan frequency shoitld be 
chosen to correspond to  a low value of amplitude noise. I f  considerable amplitude tl~ictuation 
noise were to appear at the conical-scan or  lobe-switching frequencies, it could not be readily 
eliminated with filters or AGC. A typical scan freqliency might be o f  the order of 30 fir. 
Higher frequencies might also be used since target amplitude noise generally decreases with 
increasing frequency. However, this may not always be true. Propeller-driven aircraft produce 
modulation components at  the blade frequency and harmonics thereof and can cause a sub- 
stantial increase in the spectral energy density at certain frequencies. it has been found exper- 
imentally that the tracking accuracy of radars operating with pulse repetition frequencies from 
1000 to 4000 Hz and a lobing or scan rate one-quarter of tlie prf arc not limited by ccho 
amplitude f l u c t ~ a t i o n s . ~ ~  

The percentage modulation of the echo signal due to cross-section aniplitude tluctilatio~is 
is independent of range i f  AGC is used. Consequently, the angular error as a r au l t  ofampli- 
tude fluctuations will also be independent of range. 

Angle  fluctuation^.^^.^^ Changes in the target aspect with respect to thc radar can cailse the 
apparent center of radar reflections to wander from one point to another. (The apparent center 
of radar reflection is the direction of the antenna when the error signal is zero.) In general, the 
apparent center of reflection might not correspond to the target center. In fact, it need not he 
confined to  the physical extent of the target and may be off the target a significant fraction of 
the time. The random wandering of the apparent radar reflecting center gives rise to noisy or 
jittered angle tracking. This form of tracking noise is called angle noise, arlgle scintillatiorls, 
angle juctuations, or  target glint. The angular fluctuations produced by small targets at long 
range may be of little consequence in most instances. However, at short range or  with rela- 
tively large targets (as might be seen by a radar seeker on  a homing missile), angular Hilctua- 
tions may be the chief factor limiting tracking accuracy. Angle fluctuations affect all tracking 
radars whether conical-scan, sequential-lobing, or  monopulse. 

Consider a rather simplified model of a complex radar target consisting of two indepen- 
dent isotropic scatterers separated by an angular distance O , > ,  as measureti from the ratiar. 
Although such a target may be fictitious and used for reasons of mathematical simplicity, it 
might approximate a target such as a small fighter aircraft with wing-tip tanks or  two aircraft 
targets flying in formation and located within the same radar resolution cell. It is also a close 
approximation to the low-angle tracking problem in which the radar sees the target pltis its 
image reflected from the surface. The qualitative effects of target glint may be assessed from 
this model. The relative amplitude of the two scatterers is assumed to be (1, and tlie relative 
phase difference is a. Differences in phase might be due to  differences in range or  to ret'tccting 
properties. The ratio a is defined as a number less than unity. The angular error A 0  as 
measured from the larger of the two targets is3' 

A 0  -- - a2 + a cos or 

OD 1 + a2 + 2a cos or 

This is plotted in Fig. 5.13. The position of the larger of the two scatterers corresponds to 
AOlO,, = 0, while the smaller-scatterer position is at AO/OD = + 1 .  Positive values of A 0  corre- 
spond to an apparent radar center which lies between the two scatterers; negative values lie 
outside the target. When the echo signals from both scatterers are in phase (a = O ) ,  the error 
reduces to a/(a  + I) ,  which corresponds to  the so-called "center of gravity" of the two scat- 
terers (not to be confused with the mechanical center of gravity). 

Angle fluctuations are due to random changes in the relative distance from radar to the 
scatterers, that is, varying values of a. These changes may result from turbulence in the aircraft 

(5.2)
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To reduce the effect of amplitude noise on tracking, the conical-scan frequency should be
chosen to correspond to a-low va1ueofamplitude noise. If considerable amplitude fluctuation
noise were to appear at the conical-scan or lobe-switching frequencies, it could not be readily
eliminated with filters or AGe. A typical scan frequency might be of the order of 30 Hz.
Higher frequencies might also be used since target amplitude noise generally decreases with
increasing frequency. However, this may not always be true. Propeller-driven aircraft produce
modulation components at the blade frequency and harmonics thereof and can cause a sub­
stantial increase in the spectral energy density at certain frequencies. It has been found exper­
imentally that the tracking accuracy of radars operating with pulse repetition frequencies from
1000 to 4000 Hz and a lobing or scan rate one-quarter of the prf are not limited by echo
amplitude f1uctuations. 29

The percentage modulation of the echo signal due to cross-section amplitude lluctuations
is independent of range if AGC is used. Consequently, the angular error as a rcsult of ampli­
tude fluctuations will also be independent of range.

Angle fluctuations. 29
.
3o Changes in the target aspect with respect to thc radar can calise thc

apparent center of radar reflections to wander from one point to another. (The apparent center
of radar reflection is the direction of the antenna when the error signal is zero.) In gencral, the
apparent center of reflection might not correspond to the target center. In fact, it need not be
confined to the physical extent of the target and may be off the target a significant fraction of
the time. The random wandering of the apparent radar reflecting center gives rise to noisy or
jittered angle tracking. This form of tracking noise is called angle noise, angle scintillations,
angle fluctuations, or target glint. The angular fluctuations produced by small targets at long
range may be of little consequence in most instances. However, at short range or with rela­
tively large targets (as might be seen by a radar seeker on a homing missile), angular lluctua­
tions may be the chief factor limiting tracking accuracy. Angle fluctuations affect all tracking
radars whether conical-scan, sequential-Iobing, or monopulse.

Consider a rather simplified model of a complex radar target consisting of two indepen­
dent isotropic scatterers separated by an angular distance 0IJ, as measured from the radar.
Although such a target may be fictitious and used for reasons of mathematical simplicity, it
might approximate a target such as a small fighter aircraft with wing-tip tanks or two aircraft
targets flying in formation and located within the same radar resolution cell. It is also a close
approximation to the low-angle tracking problem in which the radar sees the target pillS its
image reflected from the surface. The qualitative effects of target glint may be assessed from
this model. The relative amplitude of the two scatterers is assumed to be a, and the relative
phase difference is Ct.. Differences in phase might be due to differences in range or to rel1ccting
properties. The ratio a is defined as a number less than unity. The angular error ~IJ as
measured from the larger of the two targets is 3

!

110 a2 + a cos Ci.

8D = 1 + a2 + 2a cos Ci.

This is plotted in Fig. 5.13. The position of the larger of the two scatterers corresponds to
!!.(J/O IJ = 0, while the smaller-scatterer position is at 110/0D = + 1. Positive values of !!.(J corre­
spond to an apparent radar center which lies between the two scatterers; negative values lie
outside the target. When the echp signals from both scatterers are in phase (Ci. = 0), the error
reduces to a/(a + 1), which corresponds to the so-called" center of gravity" of the two scat­
terers (not to be confused with the mechanical center of gravity).

Angle fluctuations are due to random changes in the relative distance from radar to the
scaUerers, that is, varying values of Ci.. These changes may result from turbulenc.e in the aircraft



I ; i ~ t ~ r c  5.13 Plot of tiq. (5.2). Apparerlt radar center A 0  of two isotropic scatterers of relative amplitude a 
:trlti rclativc pI);~sc sl~if! sr, scparatcd h y  an nt~gul i t r  cxtctlt 0,. 

Iliglit path or from the chariging aspect caused by target motion. In essence, angle fluctuations 
are a distortion of the phase front of the echo signal reflected from a complex target and may be 
ttisunli7ed as the apparent tilt of this phase front as it arrives at the tracking system. 

Equation (5.2) indicates that the tracking error A0 due to glint for the two-scatterer target 
is directly proportio~ial to the angular extent of the target O D .  This is probably a reasonable 
approxirnatiori to tlie behavior of real targets, provided the angular extent of the target is not 
too large compared with ttie antenna beamwidth. Since O D  varies inversely with distance for a 
fixed target size, tlie tracking error due to glint also varies inversely with distance. 

A slightly more complex model than the two-scatterer target considered above is one 
consisting of rnatiy individual scatterers, each of the same cross section, arranged uniformly 
along a line of length L perpendicular to the line of sight from the radar. The  resultant cross 
scctiori froin sucll a target is assumed to behave according to the Rayleigh probability distribu- 
tion. Tlie probability of the apparent radar center lying outside the angular region of LIR 
radians (in one tracking plane) is 0.134, where R is the distance to the target.j2 Thus 13.4 per- 
cent of the time the radar will not be directed to a point on the target. Similar results for a 
two-dirne~isiorial riiodcl consisting of equal-cross-section scatterers uniformly spaced over a 
circular area indicate that the probability that the apparent radar center lies outside this target 
is 0.20. 

Angle fluctuations in a tracking radar are reduced by increasing the time constant of the 
AGC system (reducing the band widt h).29.33.34 H o  wever, this reduction in angle fluctuation is 
acconipariied by a new cotnponent of noise caused by the amplitude fluctuations associated 
witti tlie echo signal; that is, narrowing the AGC bandwidth generates additional noise in the 
vicinity of zero frequency, and poorer tracking results. Amplitude noise modulates the 
tracking-error sigrials and produces a new noise component, proportional to  true tracking 
errors. tliat is enhanced with a slow AGC. Under practical tracking conditions it seems that a 
wide-bandwid th (short-time constant) AGC should be used to  minimize the overall tracking 
noise. However, tlie servo bandwidth stiould be kept to a minimum consistent with tactical 
reqr~irenients in order to minimize the noise. 
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Figure S.U Plot of Eq. (5.2). Apparent radar center L10 of two isotropic scatterers of relative amplitude a
and Iclativc phasc shin IJ.. scparatcd by an angular extent Ov.

flight path or from the changing aspect caused by target motion. In essence, angle fluctuations
are a distortion of the phase front of the echo signal reflected from a complex target and may be
visualizcd as the apparent tilt of this phase front as it arrives at the tracking system.

Equation (5.2) indicates that the tracking error 6.0 due to glint for the two-scatterer target
is directly proportional to the angular extent of the target OD. This is probably a reasonable
approximation to the behavior of real targets, provided the angular extent of the target is not
too large compared with the antenna beamwidth. Since OD varies inversely with distance for a
fixed targct size, the tracking error due to glint also varies inversely with distance.

/\. slightly more complex model than the two-scatterer target considered above is one
consisting of many individual scatterers, each of the same cross section, arranged uniformly
along a line of length L perpendicular to the line of sight from the radar. The resultant cross
section from such a target is assumed to behave according to the Rayleigh probability distribu­
tion. The prohahility of the apparent radar center lying outside the angular region of LIR
radians (in dne track ing plane) is 0.134, where R is the distance to the target. 32 Thus 13.4 per­
cent of the time the radar will not be directed to a point on the target. Similar results for a
two-dimensional model consisting of equal-cross-section scatterers uniformly spaced over a
circular area indicate that the probability that the apparent radar center lies outside this target
is 0.20.

Angle fluctuations in a tracking radar are reduced by increasing the time constant of the
AGe system (reducing the bandwidth).29.33.34 However, this reduction in angle fluctuation is
accompanied by a new component of noise caused by the amplitude fluctuations associated
with the echo signal; that is, narrowing the /\.Ge bandwidth generates additional noise in the
vicinity of zero frequency, and poorer tracking results. Amplitude noise modulates the
tracking-error signals and produces a new noise component, proportional to true tracking
errors, that is enhanced with a slow AGe. Under practical tracking conditions it seems that a
wide-bandwidth (short-time constant) AGe should be used to minimize the overall tracking
noise. However, the servo bandwidth should be kept to a minimum consistent with tactical
requirements in order to minimize the noise.



170 INTRODUCTION TO RADAR SYSTEMS 

Receiver and servo noise. Another limitation on tracking accuracy is the receiver noise power. 
The accuracy of the angle measurement is inversely proportional to the square root of the 
signal-to-noise power ratio.' Since the signal-to-noise ratio is proportional to 1/R4 (from the 
radar equation), the angular error due to receiver noise is proportional to the square of 
the target distance. 

Servo noise is the hunting action of the tracking servomechanism which results from 
backlash and compliance in the gears, shafts, and structures of the mount. The magnitude of 
servo noise is essentially independent of the target echo and will therefore be independent of 
range. 

Summary of errors. The contributions of the various factors affecting the tracking error 
are summarized in Fig. 5.14. Angle-fluctuation noise varies inversely with range; receiver 
noise varies as the square of the range; and amplitude fluctuations and servo noise are 
independent of range. This is a qualitative plot showing the gross effects of each of the factors. 
Two different resultant curves are shown. Curve A is the sum of all effects and is representative 
of conical-scan and sequential-lobing tracking radars. Curve B does not include the amplitude 
fluctuations and is therefore representative of monopulse radars. In Fig. 5.1 the amplitude -asJ 

fluctuations are assumed to be larger than servo noise. If not, the improvement of rnonopulse 
tracking over conical scan will be negligible. In general, the tracking accuracy deteriorates at 

ry\ both short and long target ranges, with the best tracking occurring at some intermediate range. 

' - / ~ r e ~ u e n e ~  agility and glint r e d u ~ t i o n . ~ ~ ~ ~ ~ ~ ~ '  T h  e angular error due to glint, which affects all 
tracking radars, results from the radar receiving the vector sum of the echoes contributed by 
the individual scattering centers of a complex target, and processing it as  if it were the return 
from a single scattering center. If the frequency is changed, the relative phases of the individual 

( rnonopulse 

Receiver noise 
(conical scan) 
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Figure 5.14 Relative contributions to angle tracking error due to amplitude fluctuations, angle fluctua- 
tions, receiver noise, and servo noise as a function of range. ( A )  Composite error for a conical-scan or 
sequential-lobing radar; (B) composite error for monopulse. 
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Receiver and servo noise. Another limitation on tracking accuracy is the receiver noise power.
The accuracy of the angle measurement is inversely proportional to the ·square root of the
signal-to-noise power ratio. 2 Since the signal-to-noise ratio is proportional to 1/R4 (from the
radar equation), the angular error due to receiver noise is proportional to the square of
the target distance.

Servo noise is the hunting action of the tracking servomechanism which results from
backlash and compliance in the gears, shafts, and structures of the mount. The magnitude of
servo noise is essentially independent of the target echo and will therefore be independent of
range.

Summary of errors. The contributions of the various factors affecting the tracking error
are summarized in Fig. 5.14. Angle-fluctuation noise varies inversely with range; receiver
noise varies as the square of the range; and amplitude fluctuations and servo noise are
independent of range. This is a qualitative plot showing the gross effects of each of the factors.
Two different resultant curves are shown. Curve A is the sum of all effects and is representative
of conical-scan and sequential-Iobing tracking radars. Curve B does not include the amplitude
fluctuations and is therefore representative of monopulse radars. In Fig. 5.1 the amplitude
fluctuations are assumed to be larger than servo noise. If not, the improvement of monopulse
tracking over conical scan will be negligible. In general, the tracking accuracy deteriorates at

[" both shorl and long larget ranges, with the best tracking occurring at some intermediate range

. ·-JFrequenCy agility and glint reduction.35-
40

,85 The angular error due to glint, which affects all
tracking radars, results from the radar receiving the vector sum of the echoes contributed by
the individual scattering centers of a complex target, and processing it as if it were the return
from a single scattering center. If the frequency is changed, the relative phases of the ind ivid ual
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scatterers will change and a new resultant is obtained as well as a new angular measurement. 
Measurements are independent if tlie frequency is changed by an  amountJ6 

where c = velocity of propagation arid D = target depth. The glint error can be reduced by 
averaging the independent measurements obtained with frequency agility. (The depth D as 
seen by the radar might be less than tlie geometrical measurement of target depth if the 
extremities of the target result in small backscatter.) 

The improvernerlt 1 in the tracking accuracy when the frequency is changed pulse-to-pulse 
is approximately3' 

where B f a  = the frequency agility bandwidth, D = target depth, c = velocity of  propagation, 
B ,  = glint bandwidth, and f, = pulse repetition frequency. (The approximation holds for large 
prf's and for the usual glint bandwidths which are of the order of a few hertz to  several tens of 

For example. with a target depth D of 7 m and a frequency-agile bandwidth of 
300 MHz. the glint error is reduced by a factor of 2.6. According to the above, the improve- 
merit in trackin accuracy is proportional to the square root of the frequency agility band- 
width. or  1 - &. 

A different glint model, based on the assumption that the angular motion of a complex 
target can be described by a gaussian random yaw motion of zero mean, yields the result that 
the reductior~ in angle error due to  frequency agility asymptotically approaches a value of 3.1 
with increasing agility bandwidth.38 The model also gives the variance of the inherent glint tor 
a frequency-agile radar as 

var = 0.142~6 (5.5) 

where )-, is the lateral radius of gyration of the collection of scatterers comprising the target. 
The  value of yo for a " typical" twin-jet aircraft in level flight a t  near head-on o r  near tail-on 
aspect is saidJ8 to be equal to half the separation of the jet engines. For a ship at  broadside, yo 
is approximately 0.15 times the ship length. 

When angle errors due to  glint are large, the received signals are small; that is, the 
received signal amplitude and the glint error are negatively correlated. Thus, by transmitting a 
number of frequencies and using the angle error corresponding to that frequency with the 
largest signal, it is possible to eliminate the large angle errors associated with Those 
returns of low amplitude and, hence, of high error, are excluded in this technique. Instead of 
selecting only the largest signal for processing, the indicated position of the target at  each 
frequency can be weighted according to  the amplitude of the return.40 Only a small number of 
frequencies is needed to reduce substantially the glint error. The reduction in rms tracking 
error by processing only that signal (frequency) with the largest amplitude is a p p r o ~ i r n a t e l y ~ ~  

wticrc rr ,  is the sitigle-ftequeticy glint error and N is tlle number of frequencies. The tracking 
error will not decrease significantly for more than four pulses. Each of the frequencies must be 
separated by at least Af;, as giver1 by Eq. (5.3). 

Frequency agility, as described here for the reduction of glint, applies to  the monopulse 
tracking radar. It also reduces the glint in a conical scan o r  a sequential-lobing radar, but the 
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scatterers will change and a new resultant is obtained as well as a new angular measurement.
Measurements are independent if the frequency is changed by an amount 36

c
flfc = 2D (5.3)

(5.4)

where c = velocity of propagation and D = target depth. The glint error can be reduced by
averaging the independent measurements obtained with frequency agility. (The depth D as
seen by the radar might be less than the geometrical measurement of target depth if the
extremities of the target result in small backscatter.)

The improvement / in the tracking accuracy when the frequency is changed pUlse-to-pulse
is approximately37

/2= 1 ~DBf'!.
2flfc/Bfa + 2Bg /fp C

where Bfa = the frequency agility bandwidth, D = target depth, c = velocity of propagation,
B I1 = glint bandwidth, and I" = pulse repetition frequency. (The approximation holds for large
prf's and for the usual glint bandwidths which are of the order of a few hertz to several tens of
hertz.)36 For example. with a target depth D of 7 m and a frequency-agile bandwidth of
300 M Hz, the glint error is reduced by a factor of 2.6. According to the above, the improve­
m~nt in trackin~curacy is proportional to the square root of the frequency agility band­
WIdth. or / -.. .J Bfa.

A different glint model, based on the assumption that the angular motion of a complex
target can be described by a gaussian random yaw motion of zero mean, yields the result that
the reduction in angle error due to frequency agility asymptotically approaches a value of 3.1
with increasing agility bandwidth. 38 The model also gives the variance of the inherent glint lor
a frequency-agile radar as

var = 0.142y5 (5.5)

where )"0 is the lateral radius of gyration of the collection of scatterers comprising the target.
The value of Yo for a "typical" twin-jet aircraft in level flight at near head-on or near tail-on
aspect is said 38 to be equal to half the separation of the jet engines. For a ship at broadside, Yo
is approximately 0.15 times the ship length.

When angle errors due to glint are large, the received signals are small; that is, the
received signal amplitude and the glint error are negatively correlated. Thus, by transmitting a
number of frequencies and using the angle error corresponding to that frequency with the
largest signal. it is possible to eliminate the large angle errors associated with glint. 39

,40 Those
returns of low amplitude and, hence, of high error, are excluded in this technique. Instead of
selecting only the largest signal for processing, the indicated position of the target at each
frequency can be weighted according to the amplitude of the return.40 Only a small number of
frequencies is needed to reduce substantially the glint error. The reduction in rms tracking
error by processing only that signal (frequency) with the largest amplitude is approximately40

(5.6)

where (1, is the single-frequency glint error and N is the number of frequencies. The tracking
error will not decrease significantly for more than four pulses. Each of the frequencies must be
separated by at least M~, as given by Eq. (5.3).

Frequency agility, as described here for the reduction of glint, applies to the monopulse
track ing radar. It also reduces the glint in a conical scan or a sequentiai-Iobing radar, but the
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changing frequency can result in amplitllde fluctilations wl~iclt can affect the angle tracking 
accilracy if the spectrum o f  the fluctuations at the conical scan or  the lobing freqt~zncies is 
increased. Thits, frequency agility might cause an increase in the angle error dile to amplitutie 
llitcti~ations in these systems while decreasing the error due to glint. The overall cffect of  
frequency agility in conical scan or sequential lobing systems IS therefore more complicated to 
analyze than monopulse systems which are unaffected by amplitude fluctuations. 

I t  has also been suggested54 that polarization agility can reduce the glint error. Since the 
individual echoes from the various scattering centers that make up a complex target are likely 
to be sensitive to the polarization of the incident radar signal, a change in the polarization can 
possibly result in an independent measure of the apparent target direction. By observing the 
target with a variable polarization producing independent measurements, the angle error due 
to glint is averaged and the effect o f  the large glint errors is reduced. Experimental measure- 
ments with an X-band, conical-scan, pulse doppler radar tracking an M-48 t8nk at approxi- 
mately 500 m range reduced the angular tracking error by about one-half. In these tests, the 
best results were obtained when the plane of polarization was switched in small increments 
(5.6 to 22.5") at a rate greater than 500 steps per second, which is more than an order of 
magnitude greater than the 40 Hz conical-scan rate. 
, 

&-angle tracking?' -53190- 94 A radar that tracks a target at a low elevation angle, near the 
surface of the earth, can receive two echo signals from the target, Fig. 5.15. One  signal is 
rettected directly from the target, and the other arrives via the earth's siirface. (This is similar to 
the description of surface reflections and its effect on the elevation coverage, as in Sec. 12.2.) 
The direct and the surface-reflected signals combine at the radar t o m a n  angle measure- 
ment that differs from the true measurement that would have been made with a single target in 
the absence of surface reflections. The result is an error in the measurement of elevation. The 
surface-reflected signal may be thought of as originating from the image of the target mirrored 
by the earth's surface. Thus, the effect on  tracking is similar to the two-target model used to 
describe glint, as discussed previously. The surface-reflected signal is sometimes called a 
rtllrltipatll signal. 

An example of the elevation angle error at  low angles is shown in Fig. 5.16 for a target at 
constant height.43 At close range the target elevation angle is large and the antenna beam does 
not illuminate the surface; hence the tracking is smooth. At intermediate range, where the 
elevation angle is from 0.8 to as much as six beamwidths, the surface-reflected signal enters 
the radar by means of the antenna near-in sidelobes. The  surface-reflected signal is small so 
that the antenna makes small oscillations about some mean position. At greater ranges (eleva- 
tion angles less than about 0.8 beamwidth), where the an'tenna main beam illuminates the 
surface, the interference between the direct and the reflected signals can result in large errors in 
elevation angle. The angular excursions can be up (into the air) o r  down (into the ground). The 
peak errors are severe and can be many times the angular separation between the target and its 

Antenna beam ____------- -- - Radar __---- 
-- -- - 

,Direct path , 
_------ 

--- --- 7 - - - - _ _--_-_ 
'--%-.3 lmoge 

Surface - ref lected path 

Figure 5.15 Low-angle tracking illustrating the surface-reflected signal path and the target image. 
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changing frequency can result in amplitude fluctuations which can affect the angk tracking
accuracy if the spectrum -of the fluctuations at the conical scan or the lobing frequencies is
increased. Thus, frequency agility might cause an increase in the anglc error due to amplitude
lluctuations in these systems while decreasing the error due to glint. The overall effect of
frequency agility in conical scan or sequential lobing systems is therefore more complicated to
analyze than monopulse systems which are unaffected by amplitude fluctuations.

It has also been suggested 54 that polarization agility can reduce the glint error. Since the
individual echoes from the various scattering centers that make up a complex target are likely
to be sensitive to the polarization of the incident radar signal, a change in the polarization can
possibly result in an independent measure of the apparent target direction. By observing the
target with a variable polarization producing independent measurements, the angle error due
to glint is averaged and the effect of the large glint errors is reduced. Experimental measure­
ments with an X -band, conical-scan, pulse doppler radar tracking an M-48 t~k at approxi­
mately 500 m range reduced the angular tracking error by about one-half. In these tests, the
best results were obtained when the plane of polarization was switched in small increments
(5.6 to 22.5°) at a rate greater than 500 steps per second, which is more than an order of
magnitude greater than the 40 Hz conical-scan rate.

~-angle tracking.41 - 53,90- 94 A radar that tracks a target at a low elevation angle, near the
surface of the earth, can receive two echo signals from the target, Fig. 5.15. One signal is
reflected directly from the target, and the other arrives via the earth's surface. (This is similar to
the description of surface reflections and its effect on the elevation coverage, as in Sec. 12.2.)
The direct and the surface-reflected signals combine at the radar to.J'.k1d-an angle measure­
ment that differs from the true measurement that would have been made with a single target in
the absence of surface reflections. The result is an error in the measurement of elevation. The
surface-reflected signal may be thought of as originating from the image of the target mirrored
by the earth's surface. Thus, the effect on tracking is similar to the two-target model used to
describe glint, as discussed previously. The surface-reflected signal is sometimes called a
n111[tipath signal.

An example of the elevation angle error at low angles is shown in Fig. 5.16 for a target at
constant height.43 At close range the target elevation angle is large and the antenna beam does
not illuminate the surface; hence the tracking is smooth. At intermediate range, where the
elevation angle is from 0.8 to as much as six beamwidths, the surface-reflected signal enters
the radar by means of the antenna near-in sidelobes. The surface-reflected signal is small so
that the antenna makes small oscillations about some mean position. At greater ranges (eleva­
tion angles less than about 0.8 beamwidth), where the an'tenna main beam illuminates the
surface, the interference between the direct and the reflected signals can result in large errors in
elevation angle. The angular excursions can be up (into the air) or down (into the ground). The
peak errors are severe and can be many times the angular separation between the target and its
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Figure 5.15 Low-angle tracking illustrating the surface-reflected signal path and the target image.
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image. The tracking has been described as "wild" and can be great enough to cause the radar 
to break track. The effect is most pronounced over a smooth water surface where the reflected 
s~gnal  is strong. The effect can be so  great that i t  can become impossible to track targets at low 
elevation angles with a conventional tracking radar. In addition to causing errors in the 
elevation-angle tracking, it is also possible for surface-reflected multipath'to introduce errors 
in the azimuth-angle tracking; either by "cross-talk" in the radar between the azimuth and 
elevation error channels, o r  by the target-image plane departing from the vertical as when over 
sloping land or  when the radar is on  a rolling and pitching ship. 

The surest method for avoiding tracking error due to  multipath reflections,via the surface 
of the earth is to use an antenna with such a narrow beamwidth that i t  doesn't illuminate the 
surface. This requires a large antenna and/or a high frequencyS4' Although such a solution 
eliminates the problem, there may be compelling reasons in some applications that m~tigatr: 
against the large antenna needed for a narrow beamwidth or against operation at 111gh 
frequency. 

Prior knowledge of target behavior sometimes can be used to avoid the serious effects of 
low-angle multipath without overly complicating the radar. Since targets of interest will not go 
below the surface of the earth, and are limited in their ability to accelerate upward and 
downward, radar data  indicative of unreasonable behavior can be recognized and rejected In 
some situations, the target might be flying fast enough and the inertia of the antenna may be 
great enough to  dampen the angle-error excursions caused by the multipath.j7 Another solu- 
tion takes advantage of the fact that large errors are limited to  a region of low elevation angles 
predictable from the antenna pattern and the terrain. It is thus possible to  determine when the 
target is in the low-angle region by sensing large elevation-angle errors and locking the 
antenna in elevation at some small positive angle while continuing closed-loop azimuth 
tracking.43 This is sometimes called ofjlaxis t r a~k ing ,~ '  or  of-boresight tracking..'7 The eleva- 
tion angle at which the antenna is fixed depends on the terrain and the antenna pattern. 
Typically it might be about 0.7 to  0.8 beamwidth. With the beam fixed at a positive elevation 
angle, the elevation-angle error may then be determined open-loop from the error-signal 
voltage or  the elevation measurement may simply be a s s u m e d ~ ~ t ~ l f w a y  between 
the horizon and the antenna boresight. In the extreme, the peak-io-peak trac ing error would 
not exceed 0.7 to 0.8 beamwidth and typically the rms error would be about 0.3 beamwidth. 
These relatively simple methods, combined with heavy smoothing of the error signal, can 
allow meaningful, but not necessarily accurate, tracking at low angles. 

The surface-reflected signal travels a longer path than the direct signal so  that it may be 
possible in some cases t o  separate the two in time (range). Tracking on the direct signal avoids 
the angle errors introduced by the multipath. The range-resol~~tion required to separatc thc 
direct from the ground-reflected signal is 

where ha = radar antenna height, h, = target height, and R = range t o  the target. For a radar 
height of 30 m, a target height of 100 m and a range of 10 km, the range-resolution must be 
0.6 m, corresponding to  a pulse width of 4 ns. This is a much shorter pulse than is commonly 
employed in radar. Although the required range-resolutions for a ground-based radar are 
achievable in principle, it is usually not applicable in practice. 

The use of frequency diversity, as described previously for reducing glint, can also reduce 
the multipath tracking error. As seen in Fig. 5.16, the angle errors due  to multipath at low 
angle are cyclical. This is a result of the direct and surface-reflected signals reinforcing and 
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image. The tracking has been described as " wild" and can be great enough to cause the radar
to break track. The effect is most pronounced over a smooth water surface where the reflected
signal is strong. The effect can be so great that it can become impossible to track ta'rgets at low
elevation angles with a conventional tracking radar. In addition to causing errors in the
elevation-angle tracking, it is also possible for surface-reflected multipath 'to introduce errors
in the azimuth-angle tracking; either by "cross-talk" in the radar between the azimuth and
elevation error channels, or by the target-image plane departing from the vertical as when over
sloping land or when the radar is on a rolling and pitching ship.

The surest method for avoiding tracking error due to multipath reflections ,via the surface
of the earth is to use an antenna with such a narrow beamwidth that it doesn't illuminate the
surface. This requires a large antenna and/or a high frequency.44 Although such a solution
eliminates the problem, there may be compelling reasons in some applications that mitigate
against the large antenna needed for a narrow beamwidth or against operation at high
frequency.

Prior knowledge of target behavior sometimes can be used to avoid the serious effects of
low-angle multipath without overly complicating the radar. Since targets of interest will not go
below the surface of the earth, and are limited in their ability to accelerate upward and
downward, radar data indicative of unreasonable behavior can be recognized and rejected. In
some situations, the target might be flying fast enough and the inertia of the antenna may be
great enough to dampen the angle-error excursions caused by the multipath:~7 Another solu­
tion takes advantage of the fact that large errors are limited to a region of low elevation angles
predictable from the antenna pattern and the terrain. It is thus possible to determine when the
target is in the low-angle region by sensing large elevation-angle errors and locking the
antenna in elevation at some small positive angle while continuing closed-loop azimuth
tracking.43 This is sometimes called off-axis tracking,45 or ofJ-boresight trackillg:P The eleva­
tion angle at which the antenna is fixed depends on the terrain and the antenna pattern.
Typically it might be about 0.7 to 0.8 beamwidth. With the beam fixed at a positiv~ elevation
angle, the elevation-angle error may then be determined open-loop from the error-signal
voltage or the elevation measurement may S!f!lPJy .be assumed ~be h~~ween
the horizon and the antenna boresight. In the ex-trem~,'the'peaK=to=peaktrael(ing error would
not exceed 0.7 to 0.8 beamwidth and typically therQ1s error would be about 0.3 beamwidth.----
These relatively simple methods, combined with heavy smoothing of the error signal, can
allow meaningful, but not necessarily accurate, tracking at low angles.

The surface-reflected signal travels a longer path than the direct signal so that it may be
possible in some cases to separate the two in time (range). Tracking on the direct signal avoids
the angle errors introduced by the multipath. The range-resolution required to separate the
direct from the ground-reflected signal is

!1R = 2hah,
R

(5.7)

where ha = radar antenna height, h, = target height, and R = range to the target. For a radar
height of 30 m, a target height of 100 m and a range of 10 km, the range-resolution must be
0.6 m, corresponding to a pulse width of 4 ns. This is a much shorter pulse than is commonly
employed in radar. Although the required range-resolutions for a ground-based radar are
achievable in principle, it is usually not applicaple in practice.

The use of frequency diversity, as described previously for reducing glint, can also reduce
the multipath tracking error. As seen in Fig. 5.16, the angle errors due to multipath at low
angle are cyclical. This is a result of the direct and surface-reflected signals reinforcing and



canccli~ig each otlier as tlie rclativc pl~asc bctweeri tlie two patlis varies. A change in frequency 
also changes the phase relationship between the two signals. Thus the angle errors can be 
averaged by operating the radar over a wide frequency band or by sweeping the R F  frequency 
atid dcducilig tlie arigle on tllc basis of tlie correspotldirig behavior of the error It 
turns out, however, that the bandwidth required to extract the target elevation angle is esesen- 
tially the same required of a short pulse for separating the direct and reflected signals. Thus, 
tlie hatidwidtlis r~ccdccl to elirnitiatc tlic rnultipath error are ilsually quite large for riiost 
applications. 

The doppler frequency shift of tlie direct signal differs from that of the surface-reflected 
slgnal, but the difference is too small in most cases to  be of use in reducing the errors due to 
multipath. Radar fences, properly located, can mask the surface-reflected signal from the 
near-in elevation sidelobes, but they are of limited utility when the main beam illuminates the 
top edge of the fence and creates diffracted energy.53 Vertical polarization, often used in 
trackers, reduces the surface-reflected signal in the vicinity of the Brewster angle, but has no 
special advantage at low angles (less than 1.5" over water and 3" over land).45 For a similar 
reason, circular polarization lias no inherent advantage in improving multipath below eleva- 
tion angles corresponditig to tlie Brewster angle. 

?'lie hasic reason for poor tracking at low angle results from the fact that the conventional 
t tacki~ig radar with a two-liorti feed in elevation (or its equivalent for a conical-scan tracker) 
provides unambiguous information for only one target. At low elevation angles two'' targets" 
arc present. tlie real one and its image. Thus, the aperture must be provided with more degrees 
of freedom that1 are available from a simple two-element feed. One  approach is to  utilize 
multiple feeds in tlie vertical plane.48- 50 A minimum of three feeds (or elements) is necessary 
to  resolve two targets, but antennas with from four to  nine elements in the vertical dimension 
have been considered. Another approach that depends on additional antenna feeds, or  degrees 
of  freedom, employs a monopulse tracker with a difference pattern containing a second null 
wliicli is independently steerable. This null is maintained in the direction of the image, as 
computed by Snell's law for the measured target range. The use of the classical maximum 
likelihood solution for the optimum double-null difference pattern results in relatively large 
sidelobes at the horizon and at angles below the image. By slightly sacrificing the accuracy of 
angle tracking (due to less slope sensitivity), lower sidelobes can be achieved. Such a pattern 
whicli sacrifices slope sensitivity for lower sidelobes has been called a tempered double-trull 
rii/l>rrttce p a t t e r t ~ . ~ ~  

The tempered double-null is more suited to  mechanically steered trackers than to  phased- 
a w i n c e  it is basically a null balance technique that does not achieve full accuracy 
until i t  goes through a settling process. A technique that can operate on the basis of a single 
pi~lse. and tilerefore is more applicable to the phased array, has been called the fi.ued-hmru. 
approach; or  more descriptively, t h e a ~ i s m ~ ~ ~ e u / s e . 4 8  Two asymmetrical patterns are 
generated and squinted above the horizon to minimize response to  the surface-reflected signal. 
?'he two patterns are constrained so that their ratichhas an even-order symmetry about the 
horizon. Knowing the shape of the antenna patterns, the measurement of the ratio of signals in 
the two beams allows tlie target elevation angle to  be deduced. A similar t e c h n i q ~ e ~ ' . ~ '  utilizes 
sum (E) and difference (A) patterns whose ratio A/X is symmetrical. Just as in off-axis tracking, 
the antenna boresight is locked at some elevation angle. This results in the lower of the two 
peaks of the symmetrical A/C ratio being placed in the direction of the bisector of the target 
and image. Under this condition, the values of A/C in the direction of the target and its image 
are equal. ?'he estimate of target elevation is unaffected by the phase and amplitude of the 
image. (The angle of the targetlimage bisector is approximately given by the ratio of the radar 
antenna-height-to-target-range.) 
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canceling each other as the relative phase between the two paths varies. A change in frequency
also changes the phase relationship between the two signals. Thus the angle errors can be
averaged by operating the radar over a wide frequency band or by sweeping the RF frequency
and deducing the angle on the basis of the corresponding behavior of the error signal.46 It
turns out, however, that the bandwidth required to extract the target elevation angle is esesen­
tially the same required of a short pulse for separating the direct and reflected signals. Thus,
the handwidths needed to eliminate the multipath error are usually quite large for most
applications.

The doppler frequency shift of the direct signal dilTers from that of the surface-reflected
signal. but the difference is too small in most cases to be of use in reducing the errors due to
multipath. Radar fences. properly located, can mask the surface-reflected signal from the
near-in elevation sidelobes. but they are of limited utility when the main beam illuminates the
top edge of the fence and creates diffracted energy.53 Vertical polarization, often used in
trackers, reduces the surface-reflected signal in the vicinity of the Brewster angle, but has no
special advantage at low angles (less than 1.5° over water and 3° over land).45 For a similar
reason, circular polarization has no inherent advantage in improving multipath below eleva­
tion angles corresponding to the Brewster angle.

The basic reason for poor tracking at low angle results from the fact that the conventional
tracking radar with a two-horn feed in elevation (or its equivalent for a conical-scan tracker)
provides unambiguous information for only one target. At low elevation angles two" targets"
are present. the real one and its· image. Thus, the aperture must be provided with more degrees
of freedom than are available from a simple two-element feed. One approach is to utilize
multiple feeds in the vertical plane.48 ' 5o A minimum of three feeds (or elements) is necessary
to resolve two targets, but antennas with from four to nine elements in the vertical dimension
have been considered. Another approach that depends on additional antenna feeds, or degrees
of freedom, employs a mono pulse tracker with a difference pattern containing a second null
which is independently steerable. This null is maintained in the direction of the image, as
computed by Snell's law for the measured target range. The use of the classical maximum
likelihood solution for the optimum double-null difference pattern results in relatively large
sidelobes at the horizon and at angles below the image. By slightly sacrificing the accuracy of
angle tracking (due to less slope sensitivity), lower sidelobes can be achieved. Such a pattern
which sacrifices slope sensitivity for lower sidelobes has been called a tempered double-null
durerellce pattern. 48

The tempered double-null is more suited to mechanically steered trackers than to ehased­
a~~sinceit is basically a null balance technique that does not achieve full accuracy
until it goes through a settling process. A technique that can operate on the basis of a single
pulse. and therefore is more applicable to the phased array, has been c~lled the~

approach; or more descriptively, the_.as.y.mmeU:U:.-.m.QltQll.Itl~!.48Two asymmetrical patterns are
generated and squinted above the horizon to minimize response to the surface-reflected signal.
The two patterns are constrained so that their ratio-, has an even-order symmetry about the
horizon. Knowing the shape orthe antenna patterns, the measurement of the ratio of signals in
the two beams allows the target elevation angle to be deduced. A similar technique4

1.51 utilizes
sum (I:) and diITerence (L\) patterns whose ratio Aq;:cjs symmetrical. Just as in off-axis tracking,
the <i-iltenna boresight· is locked at some elevation angle. This results in the lower of the two
peaks of the symmetrical L\/r. ratio being placed in the direction of the bisector of the target
and image. Under this condition, the values of L\/r. in the direction of the target and its image
are equal. The estimate of t~r&etel~vaUQt\ is unaffected by the phase and amplitude of the
image. (The angle of the target/image bisector is approximately given by the ratio of the radar
antenna-height -to- target-range.)



The normal monopulse radar receiver uses only the in-phase (or the out-of-phase) com- 
ponent of the difference signal. When there is a multipath signal present along with the direct 
signal, a quadrature component of the difference signal exists. The in-phase and the quadra- 
ture components of the error signal define a complex angle-erro-F-sign&. In the complex planc, 
with the in-phase and quadrature components as the axes, the locus of the complex angle with 
target elevation as the parameter is a spiral path. By measuring the complex angle, the target 
elevation can be inferred." In using the complex-angle technique, the radar antenna is fixed at 
some angle above the horizon and the open-loop measilrement of complex angle is compared 
with a predicted set of values for the particular radar installation, antenna elevation-pointing 
angle, and terrain properties. A given in-phase and quadrature measurement does not give a 
unique value of elevation angle since the plot of the complex angle shows multiple, overlap- 
ping turns of a spiral with increasing target altitude. The ambiguities can be resolved with 
frequency diversity or by continuous tracking over an interval long enough (o recognize the 
ambiguous spirals. In one simulation of the technique it was found that tracking over a 
smooth surface can be improved by at least a factor of two, but over rough surfaces the 
improvement was marginaL6' 

Thus there exist a number of possible techniques for reducing the angle errors found when 
tracking a target at low angle. Some of these require considerable modification to the conven- 
tional tracking radar but others require only modification in the processing of the angle-error 
signals. It has been said that these various techniques can avoid the large errors encountered 
by conventional trackers when the elevation angle is between 0.25 and 1.0 beamwidth. The 
rms accuracies are between 0.05 and 0.1 beamwidth in these regions.'' The choice of  
technique to permit tracking of targets at  low altitude with reduced error depends on the 
degree of complexity that can be tolerated for the amount of improvement obtained. 

Electro-optical devices such as TV, IR, or  lasers can be used in conjunction with radar to 
provide tracking at low target altitude when the radar errors are unacceptable. These deviccs, 
however, are of limited range and are not all-weather. 

5.6 TRACKING IN RANGE=*' - 

In most tracking-radar applications the target is continuously tracked in range as well as in 
angle. Range tracking might be accomplished by an  operator who watches an A-scope or 
J-scope presentation and manually positions a handwheel i~ order to maintain a marker over 
the desired target pip. The setting of the handwheel is a measure of the target range and may be 
converted to a voltage that is supplied t o  a data processor. 

As target speeds increase, it is increasingly difficult for an operator to perform at the 
necessary levels of efficiency over a sustained period of time, and automatic tracking becomes 
a necessity. Indeed, there are many tracking applications where an operator has no place, as in 
a homing missile or  in a small space vehicle. 

The technique for automatically tracking in range is based on the split range gate. Two 
range gates are generated as shown in Fig. 5.17. One  is the early gate, and the other is the late 
gate. The  echo pulse is shown in Fig. 5.17a, the relative position of the gates at a particular 
instant in Fig. 5.17b, and the error signal in Fig. 5 .17~ .  The portion of the signal energy 
contained in the early gate is less than that in the late gate. If the outputs of the two gates arc 
subtracted, an error signal (Fig. 5 .17~)  will result which may be used to reposition the center of 
the gates.55 The magnitude of the error signal is a measure of the difference between the center 
of the pulse and the center of the gates. The sign of the error signal determines the direction in 
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The normal monopulse radar receiver uses only the in-pbase (or the out-of-phase) com­
ponent of the difference signal. When there is a mullipath signal present along with the direct
signal, a quadrature component of the difference signal exists. The in-phase and the quadra­
ture components of the error signal define a complex angke.noJ:-signal. In the comfllex plane.
with the in-phase and quadrature components as the axes, the locus of the complex angle with
target elevation as the parameter is a spiral path. By measuring the complex angle, the target
elevation can be inferred. 52 In using the complex-angle technique, the radar antenna is fixed at
some angle above the horizon and the open-loop measurement of complex angle is compared
with a predicted set of values for the particular radar installation, antenna elevation-pointing
angle, and terrain properties. A given in-phase and quadrature measurement does not give a
unique value of elevation angle since the plot of the complex angle shows multiple, overlap­
ping turns of a spiral with increasing target altitude. The ambiguities can be res_olved with
frequency diversity or by continuous tracking over an interval long enough w recognize the
ambiguous spirals. In one simulation of the technique it was found that tracking over a
smooth surface can be improved by at least a factor of two, but over rough surfaces the
improvement was marginal.61

Thus there exist a number of possible techniques for reducing the angle errors found when
tracking a target at low angle. Some of these require considerable modification to the conven­
tional tracking radar but others require only modification in the processing of the angle-error
signals. It has been said that these various techniques can avoid the large errors encountered
by conventional trackers when the elevation angle is between 0.25 and 1.0 beamwidth. The
rms accuracies are between 0.05 and 0.1 beamwidth in these regions:B The choice of
technique to permit tracking of targets at low altitude with reduced error depends on the
degree of complexity that can be tolerated for the amount of improvement obtained.

Electro-optical devices such as TV, IR, or lasers can be used in conjunction with radar to
provide tracking at low target altitude when the radar errors are unacceptable. These devices,
however, are of limited range and are not all-weather.

5.6 TRACKING IN RANGE3,55-58

In most tracking-radar applications the target is continuously tracked in range as well as in
angle. Range tracking might be accomplished by an operator who watches an A-scope or
J-scope presentation and manually positions a handwheel in order to maintain a marker over
the desired target pip. The setting of the handwheel is a measure of the target range and may be
(;onverted to a voltage that is supplied to a data processor.

As target speeds increase, it is increasingly difficult for an operator to perform at the
necessary levels of efficiency over a sustained period of time, and automatic tracking becomes
a necessity. Indeed, there are many tracking applications where an operator has no place, as in
a homing missile or in a small space vehicle.

The technique for automatically tracking in range is based on the split range gate. Two
range gates are generated as shown in Fig. 5.17. One is the early gate, and the other is the late
gate. The echo pulse is shown in Fig. 5.l7a, the relative position of the gates at a particular
instant in Fig. 5.l7b, and the error signal in Fig. 5.17c. The portion of the signal energy
contained in the early gate is less than that in the late gate. If the outputs of the two gates arc
subtracted, an error signal (Fig. 5.l7c) will result which may be used to reposition the center of
the gates. ss The magnitude of the error signal is a measure of the difference between the center
of the pulse and the center of the gates. The sign of the error signal determines the direction in
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wliicli tlie gates must be repositioned by a feedback-control systetn. When the error signal is 
zcro. tlie range gates are centered on the pulse. 

The range gating necessary to perform automatic tracking offers several advantages as by- 
products. I t  isolates one target, excluding targets at other ranges. This permits the boxcar 
generator to be employed. Also, range gating irnproves the signal-to-noise ratio since it elimin- 
ates tlie noise from the other range intervals. Hence the width of the gate should be sufficiently 
narrow to minimize extraneous noise. On the other hand, i t  must not be so narrow that an 
appreciable fraction of the signal energy is excluded. A reasonable compromise is to make the 
gate width of the order of the pulse width. 

A target of finite length can cause noise in range-tracking circuits in an analogous manner 
to angle-fluctuation noise (glint) in the angle-tracking circuits. Range-tracking noise depends 
or1 tlic lerigtli of the target and its shape. I t  has been reported29 that the rms value of the range 
rioisc is approximately 0.8 of tlie target length when tracking is accomplished with a video 
split-range-gate error detector. 

5.7 ACQUISITION 

A tracking radar must first find and acquire its target before it can operate as a tracker. 
Therefore i t  i~.usually necessary for the radar to scan an angular sector in which the presence 
of the target is suspected. Most tracking radars employ a narrow pencil-beam antenna. 
Searching a volume in space for an aircraft target vith a narrow pencil beam would be 
somewhat analogous to searching for a fly in a darkened auditorium with a flashlight. It must 
be done with some care if the entire volume is to be covered uniformly and efficiently. 
Exanlplcs of the common types of scantling patterns employed with pencil-beam antennas are 
illustrated in Fig. 5.18. 

In the helical scan, the antenna is cor~tinuously rotated in azimuth while it is simulta- 
neously raised or lowered in elevation. I t  traces a helix in space. Helical scanning was employed 
for the search mode of the SCR-584 fire-control radar, developed during World War I i  for the 
airnit~g of antiaircraft-gitn ba t t~ r i c s . '~  The SCR-584 antenna was .rotated at the rate of 
6 rpm and covered a 20" elevation angle in 1 min. The Palmer scan derives its name from 
the farrliliar penmanship exercises of grammar school days. I t  consists of a rapid circular scan 
(conical scan) about the axis of the antenna, combined with a linear movement of the axis of 
rotation. When the axis of rotation is held stationary. the Palmer scan reduces to the corrical 
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Fi~ure 5.17 Split-range-gate tracking.
(a) Echo pulse; (h) early-late range
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which the gates must be repositioned by a feedback-control system. When the error signal is
zero. the range gates are centered on the pulse.

The range gating necessary to perform automatic tracking offers several advantages as by­
products. It isolates one target. excluding targets at other ranges. This permits the boxcar
generator to be employed. Also. range gating improves the signal-to-noise ratio since it elimin­
ates the noise from the other range intervals. Hence the width of the gate should be sufficiently
narrow to minimize extraneous noise. On the other hand, it must not be so narrow that an
appreciahle fraction of the signal energy is excluded. A reasonable compromise is to make the
gate width of the order of the pulse width.

/\ target of finite length can cause noise in range-tracking circuits in an analogous manner
to angle-fluctuation noise (glint) in the angle-tracking circuits. Range-tracking noise depends
on the length of the target and its share. It has been reported 29 that the rms value of the range
noise is approximately 0.8 of the target length when tracking is accomplished with a video
split-range-gate error detector.

5.7 ACQUISITION

/\ tracking radar must first find and acquire its target before it can operate as a tracker.
Therefore it i9.-.usually necessary for the radar to scan an angular sector in which the presence
of the target is suspected. Most tracking radars employ a narrow pencil-beam antenna.
Searching a volume in space for an aircraft target with a narrow pencil beam would be
somewhat analogous to searching for a fly in a darkened auditorium with a flashlight. It must
he done with some care if the entire volume is to be covered uniformly and efficiently.
Examples of the common types of scanning patterns employed with pencil-beam antennas are
illustrated in Fig. 5.18.

In the Ilelical scan. the antenna is continuously rotated in azimuth while it is simulta­
neously raised or lowered in elevation. It traces a helix in space. Helical scanning was employed
for the search mode of the SCR-584 fire-control radar, developed during World War II for the
aiming of antiaircraft-gun batteries. 59 The SCR-584 antenna was .rotated at the rate of
6 rpm and covered a 200 elevation angle in 1 min. The Palmer scan derives its name from
the familiar penmanship exercises of grammar school days. It consists of a rapid circular scan
(conical scan) about the axis of the antenna, combined with a linear movement of the axis of
rotation. When the axis of rotation is held stationary, the Palmer scan reduces to the conical



Figure 5.18 Examples of acquisition 
search patterns. (a) Trace of  helical 
scanning beam; ( b )  Palmer scan; (c) 
spiral scan; ( r i )  raster, or TV, scan; 
(e) nodding scan. The raster scan is 
sometimes called an n-bar scan, where 
n is the number of horizontal rows. 

' * 

scan. Because of this property, the Palmer scan is sometimes used with conical-scan tracking 
radars which must operate with a search as well as a track mode since the same mechanisms 
used to produce conical scanning can also be used for Palmer s c a n ~ i n g . ~ '  Some conical-scan 
tracking radars increase the squint angle during search in order to reduce the time required to 
scan a given volume. The conical scan of the SCR-584 was operated during the search mode 
and was actually a Palmer scan in a helix. In general, conical scan is performed during the 
search mode of most tracking radars. 

The Palmer scan is suited to a search area which is larger in one dimension than another. 
The spiral scan covers an angular search volume with circular symmetry. Both the spiral scan 
and the Palmer scan suffer from the disadvantage that all parts of the scan volume d o  not 
receive the same energy unless the scanning speed is varied during the scan cycle. As a 
consequence, the number of hits returned from a target when searching with a constant 
scanning rate depends upon the position of the target within the search area. 

The raster, or  TV, scan, unlike the Palmer or the spiral scan, paints the search area in a 
i~niforrn manner. The raster scan is a simple and convenient means for searching a limited 
sector, rectangular in shape. Similar to the raster scan is the nodding scan produced by oscillat- 
ing the antenna beam rapidly in elevation and slowly in azimuth. Although it may be 
employed to cover a limited sector-as does the raster scan-nodding scan may also be used 
to obtain hemispherical coverage, that is, elevation angle extending to 90' and the azimuth 
scan angle to 360". 

The helical scan and the nodding scan can both be used to obtain hemispheric coverage 
with a pencil beam. The nodding scan is also used with height-finding radars. 'The Palmer, 
spiral, and raster scans are employed in fire-control tracking radars to assist in the acquisition 
of the target when the search sector is of limited extent. 

5.8 OTHER TOPICS 

Servo system. The automatic tracking of the target coordinates in angle, range, and doppler 
frequency is usually accomplished with a so-called Type 11 servo I t  is also 
referred to as a zero velocity error system since in theory no steady-state error exists for a 
constant velocity input. A steady-state error exists, however, for a step-acceleration input. 
Thus, the accelerations the system must handle need to  be specified in order to select a suitable 
Type I1 system. The tracking bandwidth of the servo system is defined as the frequency.where 
its open-lodp filter transfer function is of unity gain. It represents the transition from closed 
loop to open loop operation. One of the functions of the servo system is to reduce the 
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Figure 5.18 Examples of acquisition
search patterns. (a) Trace of helical
scanning beam; (b) Palmer scan; (c)
spiral scan; (d) raster, or TV, scan;
(e) nodding scan. The raster scan is
sometimes called an n-bar scan, where

(e) n is the number of horizontal rows.
"

scan. Because of this property, the Palmer scan is sometimes used with conical-scan tracking
radars which must operate with a search as well as a track mode since the same mechanisms
used to produce conical scanning can also be used for Palmer scanr.ing. 60 Some conical-scan
tracking radars increase the squint angle during search in order to reduce the time required to
scan a given volume. The conical sca'n of the SCR-584 was operated during the search mode
and was actually a Palmer scan in a helix. In general, conical scan is performed during the
search mode of most tracking radars.

The Palmer scan is suited to a search area which is larger in one dimension than another.
The spiral scan covers an angular search volume with circular symmetry. Both the spiral scan
and the Palmer scan suffer from the disadvantage that all parts of the scan volume do not
receive the same energy unless the scanning speed is varied during the scan cycle. As a
consequence, the number of hits returned from a target when searching with a constant
scanning rate depends upon the position of the target within the search area.

The raster, or TV, scan, unlike the Palmer or the spiral scan, paints the search area in a
uniform manner. The raster scan is a simple and convenient means for searching a l.imited
sector, rectangular in shape. Similar to the raster scan is the nodding scan produced by oscillat­
ing the antenna beam rapidly in elevation and slowly in azimuth. Although it may he
employed to cover a limited sector-as does the raster scan-nodding scan may also be used
to obtain hemispherical coverage, that is, elevation angle extending to 90° and the azimuth
scan angle to 360°.

The helical scan and the nodding scan can both be used to obtain hemispheric coverage
with a pencil beam. The nodding scan is also used with height-finding radars. The Palmer,
spiral, and raster scans are employed in fire-control tracking radars to assist in the acquisition
of the target when the search sector is of limited extent.

5.8 OTHER TOPICS

Servo system. The automatic tracking of the target coordinates in angle, range, and doppler
frequency is usually accomplished with a so-called Type I I servo system.1.2·3.67.68 It is also
referred to as a zero velocity error system since in theory no steady-state error exists for a
constant velocity input. A steady-state error exists, however, for a step-acceleration input.
Thus, the accelerations the system must handle need to be specified in order to select a suitable
Type II system. The tracking bandwidth of the servo system is defined as the frequencY'where
its open-lo6p filter transfer function is of unity gain. It represents the transition from closed
loop to open loop operation. One of the functions of the servo system is to reduce the
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fluctuations of the input signal by filtering or  smoothing. Therefore, the tracking bandwidth 
stlould be narrow to reduce the effects of noise or  jitter, reject unwanted spectral components 
such as the conical-scan frequency or engine modulation, and to provide a smoothed output of 
the measurement. On the other hand, a wide tracking bandwidth is required to  accurately 
follow, with minimum lag, rapid changes in the target trajectory or  in the vehicle 
carrying the radar antenna. That is, a wide bandwidth is required for following changes in the 
target trajectory and a narrow bandwidth for sensitivity. A compromise must generally be 
made between these conflicting requirements. A target at  long range has low angular rates and 
a low sigrial-to-noise ratio. A narrow tracking bandwidth is indicated in such a case to increase 
sensitivity and yet follow the target with minimum lag. At short range, however, the angular 
rates are likely to be large so that a wide tracking bandwidth is needed in order to  follow the 
target properly. The loss in sensitivity due to the greater bandwidth is offset by the greater 
target signal at tlie sliortcr ranges. The bandwidth should be no wider than necessary in order 
to keep the angle errors due to target scintillation, or glint, frorn becoming excessive. The 
tracking bandwidth in some systems might be made variable or  even adaptive to conform 
i~t~to~ii;itically to tlic target cot~ditiotis. 

Another restriction on the tracking bandwidth is that it should be small compared to the 
lowest tiatt~ral resonant frequency of tlie antenna and servo system including the structt~re 
foundation, in order to prevent the system from oscillating at the resonant frequency. The 
shaded region in Fig. 5.19 describes the measured bounds of the lowest servo resonant 
frequency as a function of antenna size achieved with actual tracking radars. 

Antenna diameter - f t  

Figure 5.19 Lowest servo resonant-frequency as a function of antenna diameter for hemispherical scan- 
riing paraboloid reflector antennas. (Based or1 trteastrretnettts compiled by D. D. Pidhayny of the Aerospace 
Corporot iort.) 
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fluctuations of the input signal by filtering or smoothing. Therefore, the tracking bandwidth
should be narrow to reduce the effects of noise or jitter, reject unwanted spectral components
such as the conical-scan frequency or engine modulation, and to provide a smoothed output of
the measurement. On the other hand, a wide tracking bandwidth is required to accurately
follow, with minimum lag, rapid changes in the target trajectory or in the vehicle
carrying the radar antenna. That is, a wide bandwidth is required for following changes in the
target trajectory and a narrow bandwidth for sensitivity. A compromise must generally be
made hetween these contlicting requirements. A target at long range has low angular rates and
a low signal-to-noise ratio. A narrow tracking bandwidth is indicated in such a case to increase
sensitivity and yet follow the target with minimum lag. At short range, however, the angular
rates are likely to be large so that a wide tracking bandwidth is needed in order to follow the
target properly. The loss in sensitivity due to the greater bandwidth.is offset by the greater
target signal at the shorter ranges. The bandwidth should be no wider than necessary in order
to keep the angle errors due to target scintillation, or glint, from becoming excessive. The
tracking handwidth in some systems might be made variable or even adaptive to conform
automatically to the target conditions.

Another restriction on the tracking bandwidth is that it should be small compared to the
lowest natural resonant frequency of the antenna and servo system including the structure
foundation, in order to prevent the system from oscillating at the resonant frequency. The
shaded region in Fig. 5.19 describes the measured bounds of the lowest servo resonant
frequency as a function of antenna size achieved with actual tracking radars.
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Figure 5.19 Lowest servo resonant-frequency as a function of antenna diameter for hemispherical scan­
ning raraboloid reflector antennas. (Based 011 measurements compiled by D. D. Pidhayny a/the Aerospace
Corporatioll.)
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Precision " on-axis " Some of the most precise tracking radars are those asso- 
ciated with the instrumentation used at missile-testing ranges.62 One  such class of precision 
tracking radar has been called on-axis The outpiit of a conventional servo system 
lags its input. The result of the lag is a tracking error. The on-axis tracker accounts for this lag, 
as well as for other factors that can contribute to tracking error, so as to keep the target being 
tracked in the center of the beam or on the null axis of the difference pattern. On-axis tracking, 
as compared with trackers with a target lag, improves the accuracy by reducing the coupling 
between the azimuth and elevation angle-tracking channels, by minimizing the generation of 
cross polarization and by reducing the effects of system nonlinearities. 

The processes that constitute on-axis tracking incliide ( I )  the use of adaptive tracking 
whose output updates a stored prediction of the target trajectory rather than control the 
antenna servo directly, (2) the removal by prior calibration of static and dynamic system 
biases and errors, and (3 )  the use of appropriate coordinate systems for filteriqg (smoothing) 
the target data. 

The radar's angle-error signals are smoothed and compared to a predicted measurement 
based on a target-trajectory model updated by the results of previous measurements. (Prior 
knowledge of  the characteristics of the trajectory can be incorporated in the model, as, for 
example, when the trajectory is known to be ballistic.) If the difference between the pred~ction 
and the measurement is zero, no adjustment is made and the antenna mount is pointed 
according to the stored prediction. If they do  not agree, the target trajectory prediction 1s 
changed until they do. Thus, the pointing of the antenna is made open-loop based on the 
stored target-trajectory prediction updated by the radar measurements. The servo loop that 
points the antenna is made relatively wideband (high data rate) to permit a fast tracking 
response against targets with high angular acceleration. The process of adjusting the predicted 
position based on the measured position is performed with a narrow bandwidth. This error- 
signal bandwidth is adaptive and can be made very narrow to obtain good signal-to-noise 
ratio, yet the system will continue to  point open-loop based on the stored target-trajectory 
prediction and the wide tracking-bandwidth of the antenna-pointing servos. For convenience 
the range, azimuth, and elevation (r, 0, 4) coordinates of the radar output are converted to 
rectilinear (x, y, z) target coordinates to perform the data smoothing and comparison with 
prediction. In radar coordinates, the track of a target on a straight-line trajectory is curvilinear 
and can generate apparent accelerations. This does not happen when tracking in rectilinear 
coordinates. The rectilinear coordinates of the updated target prediction are converted back to 
radar coordinates to drive the antenna. 

Systematic errors are determined by prior measurement atld arc used to arijust the 
encoded antenna position to provide the correct target position. Systematic errors include 
(1) error in the zero reference of the encoders that indicate the orientation of the radar axes, 
(2) misalignment of the elevation axis with respect to the azimuth axis (nonorthogonality), 
( 3 )  droop or flexing of the antenna and mount caused by gravity, (4) misalignment of the radar 
with respect to the elevation axis (skew), (5) noncoincidence of the azimuth plant: of tht: mount 
to the local reference plane (mislevel), (6) dynamic lag in the servo system, (7) finite transit 
time that resillts in the target being at a different position by the time the echo is received by 
the radar, and (8) bending and additional time delay of the propagation path due to atmo- 
spheric refraction. 

A boresight telescope mounted on the radar antenna permits calibration of the mechani- 
cal axis of the antenna with respect to  a star field. This calibration accounts for bias in 
azimuth and elevation, mislevel, skew, droop, and nonorthogonality. Tracking a visible satel- 
lite with the radar permits the position of the RF axis relative to the mechanical (optical) axis 
to be determined. The difference between the position measured by the optics and that 
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Precision" on-axis" tracking.62 - 65 Some of the most precise tracking radars are those asso­
ciated with the instrumentation used atmissile-testing ranges. 62 One such class of precision
tracking radar has been called on-axis tracking. OJ The output of a conventional servo system
lags its input. The result of the lag is a tracking error. The on-axis tracker accounts for this lag,
as well as for other factors that can contribute to tracking error, so as to keep the target being
tracked in the center of the beam or on the null axis of the difference pattern. On-axis tracking,
as compared with trackers with a target lag, improves the accuracy by reducing the coupling
between the azimuth and elevation angle-tracking channels, by minimizing the generation of
cross polarization and by reducing the effects of system nonlinearities.

The processes that constitute on-axis tracking include (1) the use of adaptive tracking
whose output updates a stored prediction of the target trajectory rather than control the
antenna servo directly, (2) the removal by prior calibration of static and dynamic system
biases and errors, and (3) the use of appropriate coordinate systems for filteriqg (smoothing)
the target data.

The radar's angle-error signals are smoothed and compared to a predicted measurement
based on a target-trajectory model updated by'the results of previous measurements. (Prior
knowledge of the characteristics of the trajectory can be incorporated in the model, as, for
example, when the trajectory is known to be ballistic.) If the difference between the prediction
and the measurement is zero, no adjustment is made and the antenna mount is pointed
according to the stored prediction. If they do not agree, the target trajectory prediction is
changed until they do. Thus, the pointing of the antenna is made open-loop based on the
stored target-trajectory prediction updated by the radar measurements. The servo loop that
points the antenna is made relatively wideband (high data rate) to permit a fast tracking
response against targets with high angular acceleration. The process of adjusting the predicted
position based on the measured position is performed with a narrow bandwidth. This error­
signal bandwidth is adaptive and can be made very narrow to obtain good signal-to-noise
ratio, yet the system will continue to point open-loop based on the stored target-trajectory
prediction and the wide tracking-bandwidth of the antenna-pointing servos. For convenience
the range, azimuth, and elevation (r, 0,4» coordinates of the radar output are converted to
rectilinear (x, y, z) target coordinates to perform the data smoothing and comparison with
prediction. In radar coordinates, the track of a target on a straight-line trajectory is curvilinear
and can generate apparent accelerations. This does not happen when tracking in rectilinear
coordinates. The rectilinear coordinates of the updated target prediction are converted back to
radar coordinates to drive the antenna.

Systematic errors are determined by prior measurement and are used to adjust the
encoded antenna position to provide the correct target position. Systematic errors include
(1) error in the zero reference of the encoders that indicate the orientation of the radar axes,
(2) misalignment of the elevation axis with respect to the azimuth axis (nonorthogonality),
(3) droop or flexing of the antenna and mount caused by gravity, (4) misalignment of the radar
with respect to the elevation axis (skew'), (5) noncoincidence of the azimuth plane of the mount
to the local reference plane (mislevel), (6) dynamic lag in the servo system, (7) finite transit
time that results in the target being at a different position by the time the echo is received hy
the radar, and (8) bending and additional time delay of the propagation path due to atmo­
spheric refraction.

A boresight telescope mounted on the radar antenna permits calibration of the mechani­
cal axis of the antenna with respect to a star field. This calibration accounts for bias in
azimuth and elevation, mislevel, skew, droop, and nonorthogonality. Tracking a visible satel­
lite with the radar permits the position of the RFaxis relative to the mechanical (optical) axis
to be determined. The difference between the position measured hy the optics and that
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nlcasurcd by tlic radar is ol,tai~lcd after correct io~i  is made for t l ~ c  dini 're~ice i l l  atmosplic~.ic 
refractior~ for optical arid KF propagation. This type of dynarnic calibratiorl requires ttie radar 
to f7e I;irgc C I ~ O L I ~ I I  to  track satellilcs. 

l 'tlcrc is riotliirlg u ~ ~ i q r r c  aborit any of the irldividual processes that enter into on-axis 
trackirlg. Tltcy can each hc applied i~idividually, if  desired, t o  any tracking radar t o  improve 
tile accrrracy of track. 

High-range-resolution r n o n o p u l ~ e . ~ ~  It has been noted previously in this chapter that the 
presence of rnultiple scatterers witliir~ the range-resolution cell of the radar results in scintilla- 
tion, o r  glir~t, wllicli car] ir~trodiice a significant error. T h e  use of a radar with liigli rangc- 

' corresponding zero L,  
angle error voltage 

range video 

ongle video 

____j. 
time 

Figure 5.20 Rangc and angle video obtained with the NRL High Range Resolution Monopulse (HRRM) 
radar The target is a Super Constellation aircraft in flight. Note that the angle video indicates to what side 
of the radar beam axis are located the individual scatterers which are resolved in range. The radar 
olwratrd at ,i' harid will1 a 7-ft-diarnetcr arltenna arid a pulse width of 3  nanosecond^.^^ 
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mcasured by thc radar is ohlaincd artcr corrcction is madc for thc Jincrcncc in atmosphcric
refraction for optical and RF propagatiDn. This type of dynamic calibration requires the radar
to bc largc cnough to track satcllitcs.

Therc is nothing uniquc about any of the individual processes that enter into on-axis
tracking. They can cach be applicd individually. if desired. to any tracking radar to improve
the accuracy of track.

High-range-resolution mono pulse. 66 It has been noted previously in this chapter that the
prescnce of lTlultiple scatterers within the range-resolution cell of the radar results in scintilla­
tion, or glint. which call introduce a significant error. The use of a radar with high range-
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Figure 5.20 Range and angle video oblained with the NRL High Range Resolution Monopulse (HRRM)
radar. The target is a Super Constellation aircran in flight. Note that the angle video indicates to what side
of the radar beam axis are located the individual scatterers which are resolved in range. The radar
opcrated at X hand with a 7-n-diameter antenna and a pulse width of 3 nanoseconds.66



resolution isolates the individual scattering centers and therefore eliminates the glint problem. 
With aircraft targets an effective pulse width of several nanoseconds (less ttiarl a riletcr range- 
resollttion) can resolve the individual scatterers. Once the scatterers are resolved in rangc, an 
angle measurement can be obtained on each one by use of monopulse. This provides a 
three-dimensional "image" of the target since the azimuth and elevation of each scatterer is 
given along with the range. Figure 5.20 is an example of the type of radar image that might be 
obtained with an aircraft. This technique not only improved significantly the tracking accur- 
acy as compared with a longer pulse conventional tracker, but its unique measurement 
properties provide additional capabilities. For example, it can be used as a means of target 
classification or recognition, as a precision vector miss-distance indicator for uninstritmentsd 
targets, as a counter (ECCM) to repeater jammers, as an aid in low-angle tracking, and as a 
means for discriminating unwanted clutter or chaff from the desired target. 

. 
Tracking in doppler. Tracking radars that are based on CW, pulse-doppler, or MTI principle5 
can also track the doppler frequency shift generated by a moving target. This may be accom- 
plished with a frequency discriminator and a tunable oscillator to maintain the received signal 
in the center of a narrow-band filter. It is also possible to use a phase-lock loop, or phase- 
sensitive discriminator whose output drives a voltage-controlled oscillatar to hold its phase in 
step with the input signaL2 Tracking the doppler frequency shift with the equivalent of a 
narrow-band filter just wide enough to encompass the frequency spectrum of the received 
signal allows an improvement in the signal-to-noise ratio as compared with wideband proczs- 
sing. It can also provide resolution of the desired moving target from stationary clutter. The 
doppler tracking filter is sometimes called a speed gate. 

5.9 COMPARISON OF TRACKERS1 

Of the four continuous-tracking-radar techniques that have been discussed (sequential lobing, 
conical scan, amplitude-comparison monopulse, and phase-comparison monopulse), con~cal 
scan and amplitude-comparison monopulse have seen more application than the other two. 
The phase-comparison monopulse has not been too popular because of the relative awkward- 
ness of its antenna (four separate antennas mounted to point their individual beams in the same 
direction), and because the sidelobe leveliiinight be higher than desired. Although sequential 
lobing is similar to conical scan, the'littei*ispreferred in most applications, since it  suffers less 
loss and the antenna and feed ~yst'kmk~are usually less complex. In this section, only the 
conical-scan radar and the amp~it i id~~omparison monopulse will be compared. (The latter 
will be referred to simply as mon'opulse,) 

When the target is being tracked, the signal-to-noise ratio available from the monopulse 
radar is greater than that of a %oniciil:scan radar, all other things being equal, since the 

I* ,#J' 

monopulse radar views the target at ' the'pak of its sum pattern while the conical-scan radar 
views the target at an angle off thi"peak of the antenna beam. The difference in signal-to-no~se 
ratio might be from 2 to 4 dB. For the same size aperture, the beamwidth of a conical-scan 
radar will be slightly greater than that of the monopulse because its feed is offset from the 
foc11s. 

The tracking accuracy of a monopulse radar is superior to that of the conical-scan radar 
because of the absence of target amplitude-fluctuations and because of its greater s~gnal-to- 
noise ratio. It is the preferred technique for precision tracking. However, both monopttlse and 
conical-scan radars are degraded equally by the wandering of the apparent position of the 
target (glint). 
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resolution isolates the individual scattering centers and therefore eliminates the glint problem.
With aircraft targets an effective pulse width ofseveral nanoseconds (kss than a meter range­
resolution) can resolve the individual scatterers. Once the scatlcrers an: n:solved in range, an
angle measurement can be obtained on each one by use of monopulse. This provides a
three-dimensional" image" of the target since the azimuth and elevation of each scallerer is
given along with the range. Figure 5.20 is an example of the type of radar image that might be
obtained with an aircraft. This technique not only improved significantly the tracking accur­
acy as compared with a longer pulse conventional tracker, but its unique measurement
properties provide additional capabilities. For example, it can be used as a means of target
classification or recognition, as a precision vector miss-distance indicator for uninstrument,ed
targets, as a counter (ECCM) to repeater jammers, as an aid in low-angle tracking, and as a
means for discriminating unwanted clutter or chaff from the desired target.

'.Tracking in doppler. Tracking radars that are based on CW, pulse-doppler, or MTI principles
can also track the doppler frequency shift generated by a moving target. This may be accom­
plished with a frequency discriminator and a tunable oscillator to maintain the received signal
in the center of a narrow-band filter. It is also possible to use a phase-lock loop, or phase-. J

sensitive discriminator whose output drives a voltage-controlled oscillator to hold its phase in
step with the input signal. 2 Tracking the doppler frequency shift with the equivalent of a
narrow-band filter just wide enough to encompass the frequency spectrum of the received
signal allows an improvement in the signal-to-noise ratio as compared with wideband proces-
sing. It can also provide resolution of the desired moving target from stationary c!uller. The
doppler tracking filter is sometimes called a speed gate.

5.9 COMPARISON OF TRACKERS'

Of the four continuous-tracking-radar techniques that have been discussed (sequentiallobing,
conical scan, amplitude-comparison monopulse, and phase-comparison monopulse), conical
scan and amplitude-comparison monopulse have seen more application than the other two.
The phase-comparison monopulse has not been too popular because of the relative awkward­
ness of its antenna (four separate an'tennas m'ounted to point their individual beams in the same
direction), and because the sidelobC"levelS)night be higher than desired. Although sequential
lobing is similar to conical scan,' the'l~tier:'is'preferred in most applications, since it suffers less
loss and the antenna and feed 'systems~re .usually less complex. In this section, only the
conical-scan radar and the amplitude~c<imparisonmonopulse will be compared. (The latter
will be referred to simply as moriopulsc;)

When the target is being tracked,the:signal-to-noi~eratio available from the monopulse
radar is greater than that of a;corlical;scan' radar, all other things being equal, since the
monopulse radar views the tarier~'fth~"peakof its sum pattern while the conical-scan radar
views the target at an angle off the"peak of the antenna beam. The difference in signal-to-noise
ratio might be from 2 to 4 dB. For the same'size aperture, the beamwidth of a conical-scan
radar will be slightly greater than that of the monopulse because its feed is offset from the
focus.

The tracking accuracy of a monopulse radar is superior to that of the conical-scan radar
because of the absence of target amplitude-fluctuations and because of its greater signal-to­
noise ratio. It is the preferred technique for precision tracking. However, both monopulse and
conical-scan radars are degraded equally by the wandering of the apparent position of the
target (glint).
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The monopulse radar is the rnore complex of the two. Three separate receivers are 
necessary to derive the error signal in two orthogonal angular coordinates. Only one receiver 
is needed in the conical-scan radar. (There are certain monopulse implementations that can 
use either one or two rcccivcrs, but at some sacrifice in performance.) Since the monopulse 
radar conlpares the amplitudes of signals received in three separate channels, it is important 
that the gain and phase shift through these channels be identical. The RF circuitry that 
generates the surn and diKerence signals in a monopulse radar has been steadily improved, and 
can be realized without excessive physical bulk. A popular forni of antenna for monopulse is 
tllc Casseg~aill. 

With the I I I O I I O I ~ ~ I I S L '  tr;~cker i t  is possible to obtain a measure of the angular error in two 
coorditlatcs 0 1 1  tllc tlnsis of a single pulse. A n~initnurn of four pulses are usually necessary with 
the co~lical-scan radar. fIowever, a continuous-tracking radar seldom makes a measurement 
o r 1  il si~iglc pl~lsc. (f'lii~sctl-array radars and sorne surveillarlce radars, however, [night use the 
rnorlopulse prirlciplc to extract an ar~gle ~neasurement on the basis of a single pulse.) I11 

practice. the two radars utilize essentially the same number of pulses to obtain an error signal 
i f  the servo tracking bandwidths and pulse repetition frequencies are the same. The monopulse 
radar first makes its angle measurement and then integrates a number of pulses to obtain 
the required signal-to-noise ratio and to smooth the error. The conical-scan radar, on the 
other hand, integrates a number of pulses first and then extracts the angle measurement. 

Because a rnonopulse radar is not degraded by amplitude fluctuations, it is less suscep- 
tible to l~ostile electronic countermeasures than is conical scan. 

111 brief, the mot~opulse radar is the better tracking technique; but in many applications 
where the ultimate i n  performance is not needed, the conical-scan radar is used because it is 
less costly and less complex. 

5.10 I'RACKING WlTti SURVEILLANCE RADAR 

The track of a target can be determined with a surveillancg radar from the coordinates of the 
target as rncasured from scan to scan. The quality of such a track will depend on the time 
between observations, the location accuracy of each observation, and the number of extra- 
neous targets that [night be present in the vicinity of the tracked target. A surveillance radar that 
develops tracks on targets it has detected is sometimes called a track-while-scan (TWS) radar. 

One method of obtaining tracks with a surveillance radar is to have an operator manually 
mark with grgase pencil on the face of the cathode-ray tube the location of the target on each 
scan. The simplicity of such a procedure is offset by the poor accuracy of the track. The 
accuracy of track can be improved by using a computer to determine the trajectory from 
inputs supplied by an operator. A human operator, however, cannot update target tracks at a 
rate greater than about once per two seconds.69 Thus, a single operator cannot handle more 
than about six target tracks when the radar has a twelve-second scan rate (5 rpm antenna 
rotation rate). Furthermore an operator's effectiveness in detecting new targets decreases 
rapidly after about a half hour of operation. The radar operator's traffic handling limitation 
and the effects of  fatigue can be mitigated by automating the target detection and tracking 
process with data processing called atrtomaric detection and tracking (ADT). The availability of 
digital data processing technology has made ADT economically feasible. An ADT system 
pcrforms the futlctions of target detection, track initiation, track association, track update, 
track smoothing (filtering) and track termination. 

The atrrontatic detector part of the ADT quantizes the range into intervals equal to the 
range resolution. At each range interval the detector integrates 11 pulses, where n is the number 
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The mono pulse radar is the more complex of the two. Three separate receivers are
necessary to derive the error signal in two orthogonal angular coordinates. Only one receiver
is needed in the conical-scan radar. (There are certain monopulse implementations that can
use either one or two receivers. but at some sacrifice in performance.) Since the monopulse
radar compares the amplitudes of signals received in three separate channels, it is important
that the gain and phase shift through these channels be identical. The RF circuitry that
generates the sum and difference signals in a monopulse radar has been steadily improved, and
can be realized without excessive physical bulk. A popular form of antenna for monopulse is
the Cassegrain.

With the 1l10nopulse tracker it is possible to obtain a measure of the angular error in two
coordinates on the hasis of a single pulse. 1\ minimum of four pulses are usually necessary with
the conical-scan radar. However, a continuous-tracking radar seldom makes a measurement
on a single pulse. (Phased-array radars and some surveillance radars, however, might usc the
monopulse principle to extract an angle measurement on the basis of a single pulse.) In
practice. the two radars utilize essentially the same number of pulses to obtain an error signal
if the servo tracking bandwidths and pulse repetition frequencies are the same. The monopulse
radar first makes its angle measurement and then integrates a number of pulses to obtain
the required signal-to-noise ratio and to smooth the error. The conical-scan radar, on the
other hand, integrates a number of pulses first and then extracts the angle measurement.

Because a monopulse radar is not degraded by amplitude fluctuations, it is less suscep­
tible to hostile electronic countermeasures than is conical scan.

In brief. the monopulse radar is the better tracking technique; but in many applications
where the ultimate in performance is not needed, the conical-scan radar is used because it is
less costly and less complex.

5.10 TRACKING WITH SURVEILLANCE RADAR

The track of a target can be determined with a surveillan~ radar from the coordinates of the
target as measured from scan to scan. The quality of such a track will depend on the time
between observations, the location accuracy of each observation, and the number of extra­
neous targets that might he present in the vicinity of the tracked target. A surveillance radar that
develops tracks on targets it has detected is sometimes called a track-while-scan (TWS) radar.

One method of obtaining tracks with a surveillance radar is to have an operator manually
mark with gr~ase pencil on the face of the cathode-ray tube the location of the target on each
scan. The simplicity of such a procedure is offset by the poor accuracy of the track. The
accuracy of track can be improved by using a computer to determine the trajectory from
inputs supplied by an operator. A human operator, however, cannot update target tracks at a
rate greater than about once per two seconds.69 Thus, a single operator cannot handle more
than about six target tracks when the radar has a twelve-second scan rate (5 rpm antenna
rotation rate). Furthermore an operator's effectiveness in detecting new targets decreases
rapidly after about a half hour of operation. The radar operator's traffic handling limitation
and the effects of fatigue can be mitigated by automating the target detection and tracking
process with data processing called automatic detection and tracking (ADT). The availability of
digital data processing technology has made ADT economically feasible. An ADT system
performs the functions of target detection, track initiation, track association, track update,
track smoothing (filtering) and track termination.

The a/ltomatic detector part of the ADT quantizes the range into intervals equal to the
range resolution. I\t each range interval the detector integrates n pulses, where n is the number
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of pulses expected to be returned from a target as tile at~tcnna scatis past. The integrated pulscs 
are compared with a threshold to indicate the presence or absence of a target. An example 1s 

the commonly used moving window detector which examines continuously the last r15amples - 

within each quantized range interval and announces the presence of a target if  m out of 11 of 
these samples cross a preset threshold. (This and other automatic detectors are described in 
hec. 10.7 and in Ref. 70.) By locating the center of the n pulses, an estimate of the target's 
angular direction can be obtained. This is called beam splittihg. 

I f  there is but one target present within the radar's coverage, then detections on two scans 
are all that is needed to establish a target track and to estimate its velocity. However, there are 
usually other targets as well as clutter echoes present, so that three or more detections are 
needed to reliably establish a track without the generation of false or spurious tracks. 
Although a computer can be programmed to recognize and reject false tracks, too many false 
tracks can overload the computer and result in poor information. It is for this same reason of 
avoiding computer overload that the radar used with &pT should be designed to exclude 
unwanted signals, as from clutter and interference. A good ADT system therefore reqirires a 
radar with a good-MTI and a good CEAE-(constant false alarm rate) receiver. A clutter map, 
generated by the radar, is sometimes used to reduce the load on thc tracking compiltcr by 
blanking clutter areas and removing detections associated with large point clutter sources not 
rejected by the MTI. Slowly moving echoes that are not of interest can also be rcmoveti by the 
clutter map. The availability of some distinctive target characteristic, such as its altitude, m~gtlt 
also prove of help when performing track association.'' Thus, the quality of the ADT will 
depend significantly on the ability of the radar to reject unwanted signals. 

When a new detection is received, an attempt is made to associate it with existing 
tracks.96 This is aided by establishing for each track a small search region, or gate, within 
which a new detection IS predicted based on the estimate of the target speed and direction. I t  is 
desired to make the gate as small as possible so as to avoid having more than one echo fall 
within it when the traffic density is high or when two tracks are close to one another. However, 
a large gate area is required if the tracker is to follow target turns or maneuvers. More than 
one size gate might therefore be used to overcome this dilemma. The size of the small gate 
would be determined by the accuracy of the track. When a target does not appear in the small 
gate, a larger gate would be used whose search area is determined by the maximum accelera- 
tion expected of the target during turns. 

On the basis of the past detections the track-while-scan radar must make a smoothed 
estimate of a target's present position and velocity, as well as a predicted position and velocity. 
One method for computing this information is the so-called a-fl tracker (also called the g-h 
trackera4), which computes the present smoothed target position 2, and velocity by the 
following equations72 

Smoothed position: in = x,, + a(x, - x,,) (5 .8 )  

- - B Smoothed velocity: in = in - 1 + _r (x, - x p n )  

where x,, = predicted position of the target at the nth scan, x, = measured position at the nth 
scan, a = position smoothing parameter, j? = velocity smoothing parameter, and T, = time 
between observations. The predicted position at the n + 1st scan is in + %, T,. (When accelera- 
tion is important a third equation can be added to describe an a-8-y tracker, where 
y = acceleration smoothing ~arameter . ) '~  For a = 8 = 0, the tracker uses no current informa- 
tion, only the smoothed data of prior observations. If a = /? = l ,  no smoothing is included at all. 
The classical a-8 filter is designed to  minimize the mean square error in the smoothed (filtered) 
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of pulses expected to be returned from a target as the antenna scans past. The integrated pulses
are compared with a threshold toiJidicatethe presence or absence of a target An example is
the commonly used moving window detector which examines continuously theJi!~iJ}~mples
within each quantized range interval and announces the presence of a target if m out of rJ of
these samples cross a preset threshoid. (This and other automatic detectors are described in
Sec. 10.7 and in Ref. 70.) By locating the center of the n pllls_es, an estimate of the target's
angular direction can be obtained. This is called beant sp/ittiJW.

If there is but one target present within the radar's coverage, then detections on two scans
are all that is needed to establish a target track and to estimate its velocity. However, there are
usually other targets as well as clutter echoes present, so that three or more detections are
needed to reliably establish a track without the generation of false or spurious tracks.
Although a computer can be programmed to recognize and reject false tracks, too many false
tracks can overload the computer and result in poor information. It is for this·6ame reason of
avoiding computer overload that the radar used with AI}T should he designed to exclude
unwanted signals, as from clutter and interference. A good ADT system therefore requires a
radar with a good ,MTLand..agoQd CEAJ!_.(.ronstant false alarm rate) receiver. A clutter map,
generated by the radar, is sometimes used to reduce the load on the tracking computer by
blanking clutter areas and removing detections associated with large point clutter sources not
rejected by the MTI. Slowly moving echoes that are not of interest can also be removed by the
clutter map. The availability of some distinctive target characteristic, such as its altitude, might
also prove of help when performing track association. 71 Thus, the quality of the ADT will
depend significantly on the ability of the radar to reject unwanted signals.

When a new detection is received, an attempt is made to associate it with existing
tracks. 96 This is aided by establishing for each track a small search region, or gate, within
which a new detection IS predicted based on the estimate of the target speed and direction. It is
desired to make the gate as small as possible so as to avoid having more than one echo fall
within it when the traffic density is high or when two tracks are close to one another. However,
a large gate area is required if the tracker is to follow target turns or maneuvers. More than
one size gate might therefore be used to overcome this dilemma. The size of the small gate
would be determined by the accuracy of the track. When a target does not appear in the small
gate, a larger gate would be used whose search area is determined by the maximum accelera­
tion expected of the target during turns.

On the basis of the past detections the track-while-scan radar must make a smoothed
estimate of a target's present position and velocity, as well as a predicted position and velocity.
One method for computing this information is the so-called ex-fJ tracker (also called the g-II
tracker84

), which computes the present smoothed target position\ xn and velocity I by tht:
following equations72 '

Smoothed position: xn = xpn + ex(xn - x pn )

Smoothed velocity: xn = xn - 1 + ~ (xn - x pn)

(5.8)

(5.9)

where x pn = predicted position of the target at the nth scan, X n = measured position at the nth
scan, ex = position smoothing parameter, fJ = velocity smoothing parameter, and Ts = time
between observations. The predicted position at the n + 1st scan is xn + xn Ts. (When accelera­
tion is important a third equation can be added to describe an ex.-fJ-y tracker, where
y = acceleration smoothing parameter.)73 For ex. = fJ = 0, the tracker uses no current informa­
tion, only the smoothed data of prior observations. Ifex = fJ = I, no smoothing is included at all.
The classical ex.-fJ filter is designed to minimize the mean square error in the smoothed (filtered)



position and velocity, assumitlg small velocity changes between observations, or data samples. 
Benedict7' suggests that to minimize the output noise variance at steady state and the tran- 
sient response to a maneuvering target as modeled by a ramp function, the a-B coefficients are 
related by P = a2/(2 - a). Tlie particular choice of a within the range of zero to one depends 
upon the system application, in particular the tracking bandwidth. A compromise usually 
niilst be made between good sniootliing of the random measurement errors (requiring narrow 
haridwidtll) arid rapid response to marieuverir~g targets (requiring wide bandwidth). Another 
criterion for selecting the a-fl coefficients is based on the best linear track fitted to the radar 
data in a least squares sense. This gives the values of a and f l  asT4 

where rl is the number of the scan or  target observation (n  > 2). 
I'lie standard @-/I tracker tloes not handle the maneuvering target. However, an  adaptive 

s c - / I  tracker is one wllicll varies the two smootliitig parameters to achieve a variable bandwidth 
so as to follow maneuvers. The value of a can be set by observing the measurement error 
u n  - u r n .  At tile start of tracking the bandwidth is made wide and then it narrows down if the 
target rnoves in a straight-line trajectory. As the target maneuvers o r  turns, the bandwidth is 
wideried to keep the tracking error small. 

The Kalrnan filter78 is similar to the classical a-p tracker except that it inherently pro- 
vides for the dynamical or  maneuvering target. In the Kalman filter a model for the measure- 
ment error has to  be assumed, as well as a model of the target trajectory and the disturbance o r  
uncertainty of the t r a j e ~ t o r y . ~ ~  Such disturbances in the trajectory might be due to neglect of 
higher-order derivatives in the model of the dynamics, random motions due to atmospheric 
turbulence, and deliberate target maneuvers. The Kalman filter can, in principle, utilize a wide 
variety of models for measurement noise and trajectory disturbance; however, it is often 
assumed that these are described by white noise with zero mean.75 A maneuvering target does 
not always fit such an  ideal model, since it is quite likely to  produce correlated observations. 
The  proper inclusion of realistic dynamical models increases the complexity of the calcula- 
tions. Also, it is difficult t o  describe a priori the precise nature of the trajectory disturbances. 
Some form of adaptation to  maneuvers is required.76 The  Kalman filter is sophisticated and 
accurate, but is more costly t o  implement than the several other methods commonly used for 
the smoothing and prediction of tracking data.77 Its chief advantage over the classical a-/? 
tracker is its intlerent ability to  take account of maneuver statistics. If, however, the Kalman 
filter were restricted to modeling the target trajectory as a straight line and if the measurement 
noise and the trajectory disturbance noise were modeled as  white, gaussian noise with zero 
mean, the Kalman filter equations reduce to  the a-/? filter equations with the parameters a and 
/I computed sequentially by the Kalman filter procedure. 

Tlie classical a-/l tracking filter is relatively easy to  implement. T o  handle the maneuver- 
ing target, some means may be included to  detect maneuvers and change the values of a and fl 
accordingly. In some radar systems, the data  rate might also be increased during target 
maneuvers. As the means for choosing a and /? become more sophisticated, the optimal a-fl 
tracker becomes equivalent to a Kalman filter even for a target trajectory model with error. In 
this sense, the optimal a-/3 tracking filter is one in which the values of a and /? require 
knowledge of the statistics of the measurement errors and the prediction errors, and in which a 
and /3 are determined in a recursive manner in that they depend on  previous estimates of the 
mean square error in the smoothed position and ve l~c i ty . ' ~  

(The above discussion has been in terms of a sampled-data system tracking targets 
detected by a surveillance radar. The concept of the a-/? tracker o r  the Kalman filter also can 
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position and velocity, assuming small velocity changes between observations, or data samples.
Benedict 72 suggests that to minimize the output noise variance at steady state and the tran­
sient response to a maneuvering target as modeled by a ramp function, the ex-p coefficients are
related by f1 = ex 2 /(2 - ex). The particular choice of ex within the range of zero to one depends
upon the system application, in particular the tracking bandwidth. A compromise usually
must be made between good smoothing of the random measurement errors (requiring narrow
handwidth) and rapid response to maneuvering targets (requiring wide bandwidth). Another
criterion for selecting the ex-fJ coefficients is based on the best linear track fitted to the radar
data in a least squares sense. This gives the values of ex and /3 as 74

2(2n - I)ex = --_._--
11(11 + I)

6
/3= n(1I + 1)

where II is the number of the scan or target observation (11 > 2).
The standard rx-f1 tracker docs not handle the maneuvering target. However, an adaptive

'Y.-f1 tracker is one which varies the two smoothing parameters to achieve a variable bandwidth
so as to follow mancuvers. Thc value of ex can be set by observing the measurement error
.'(" - .'(,,". At the start of tracking the bandwidth is made wide and then it narrows down if the
target moves in a straight-line trajectory. As the target maneuvers or turns, the bandwidth is
widened to keep the tracking error small.

The Kalman fi Iter 78 is sim ilar to the classical ex-/3 tracker except that it inherently pro­
vides for the dynamical or maneuvering target. In the Kalman fitter a model for the measure­
menterror has to be assumed, as well as a model of the target trajectory and the disturbance or
uncertainty of the trajectory.81 Such disturbances in the trajectory might be due to neglect of
higher-order derivatives in the model of the dynamics, random motions due to atmospheric
turbulence, and deliberate target maneuvers. The Kalman filter can, in principle, utilize a wide
variety of models for measurement noise and trajectory disturbance; however, it is often
assumed that these are described by white noise with zero mean. 7S A maneuvering target does
not always fit such an ideal model, since it is quite likely to produce correlated observations.
The proper inclusion of realistic dynamical models increases the complexity of the calcula­
tions. Also, it is difficult to describe a priori the precise nature of the trajectory disturbances.
Some form of adaptation to maneuvers is required. 76 The Kalman filter is sophisticated and
accurate, but is more costly to implement than the several other methods commonly used for
the smoothing and prediction of tracking data. 77 Its chief advantage over the classical ex-fi
tracker is its inherent ability to take account of maneuver statistics. If, however, the Kalman

",
filter were rest ricted to modeling the target trajectory as a straight line and if the measurement
noise and the trajectory disturbance noise were modeled as white, gaussian noise with zero
mean, the Kalman filter equations reduce to the ex-p filter equations with the parameters ex and
{1 computed sequentially by the Kalman filter procedure.

The classical ex-f3 tracking filter is relatively easy to implement. To handle the maneuver­
ing target, some means may be included to detect maneuvers and change the values of ex and P
accordingly. In some radar systems, the ·data rate might also be increased during target
maneuvers. As the means for choosing ex and Pbecome more sophisticated, the optimal ex-p
tracker becomes equivalent to a Kalman filter even for a target trajectory model with error. In
this sense, the optimal ex-P tracking filter is one in which the values of ex and P require
knowledge of the statistics of the measurement errors and the prediction errors, and in which ex
and pare determined in a recursive manner in that they depend on previous estimates of the
mean square error in the smoothed position and velocity.79

(The above discussion has been in terms of a sampled-data system tracking targets
detected by a surveiJIance radar. The concept of the ex-p tracker or the Kalman filter also can



be applied to  a continuous, single-target tracking radar when the error signal is processed 
digitally rather than analog. Indeed, the equations describing the a-/I tracker are equivalent to 
the type II servo system widely used to  model the continuous tracker.) 

If, for some reason, the track-while-scan radar does not receive target information on a 
particular scan, the smoothing and prediction operation can be continued by properly 
accounting for the missed data." However, when data  to update a track is missing for a 
sufficient number of consecutive scans, the track is terminated. Although the criterion for 
terminating a track depends on the application, one example suggests that when three target 
reports are used to  establish a track, five consecutive misses is a suitable criterion for 
t e r m i n a t i ~ n . ~ ~  

One  of the corollary advantages of ADT is that i t  effccts a bandw~tltll retliiction 111 ttlc 

output of a radar so as to  allow the radar data to be tra11sm1ttt.d to another location via 
narrowband phone lines rather than wideband microwave links. This makes it,more conve- 
nient to  operate the radar at a remote site, and permits the outputs from many radars to  be 
communicated economically to a central control point. 

It should be noted that the adaptive thresholding of the automatic detector can cause a 
worsening of the range-resolution.-By ana10~~-to the angukr_esolu&~n p o s s i b h n  the angle 
coordinateE8 it wo d seem a priori that tw_otargets might be resolved in range-if their 
separation is abou<.l b - f the pulse width. However, it hai been shown8' thatGith ailtomatic 

.- 
detection the probabil~ty of r e s m g  targets in range does not rise above 0.9 until they are 
separated by 2.5 pulse widths. T o  achieve this resolution a log-video receiver should be used 
and the threshold should be proportional to  the smaller of the two means calculated from a 
number of reference cells o n  either side of the test cell. It also assumes that the shape of the 
return pulse is not known. If it is, it should be possible with the proper processing to  resoivc 
targets within a pulse width.' 

When more than one radar, covering approximately the same volume in space, are 
located within the vicinity of  each other, it is sometimes desirable to  combine their outputs to 
form a single track file rather than form separate t r a ~ k s . ~ ~ , ~ ' - ~ '  Such an  automatic detection 
and integrated tracking system (ADIT) has the advantage of a greater data  rate than any single 
radar operating independently. The development of a single track file by use of the total 
available data from all radars reduces the likelihood of a loss of target detections as might be 
caused by antenna lobing, fading, interference, and clutter since integrated processing pernlits 
the favorable weighting of the better data and lesser weighting of the poorer data. 
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be applied to a continuous, single-target tracking radar when the error signal is processl:d
digitally rather than analog. Indeed, the equations describing the a-p tracker are equivalent to
the type II servo system widely used to model the continuous tracker.)

If, for some reason, the track-while-scan radar does not receive target information on a
particular scan, the smoothing and prediction operation can be continued by properly
accounting for the missed data. 8o However, when data to update a track. is missing for a
sufficient number of consecutive scans, the track is terminated. Although the criterion for
terminating a track depends on the application, one example suggests that when three target
reports are used to establish a track, five consecutive misses is a suitable criterion for
termination. B2

One of the corollary advantages of ADT is that it efkcts a oandwidth reduction in the.:
output of a radar so as to allow the radar data to be transmitted to another location via
narrowband phone lines rather than wideband microwave links. This makes it. more conve­
nient to operate the radar at a remote site, and permits the outputs from many radars to be
communicated economically to a central contror point.

It should be noted that the adaptive thresholding of the automatic detector can cause a
worsening of the range-resolution._B.yanalQ~~othe angu1aL[~~Ql~ti~nthe angle
coordinateB8 it wo~ seem a priori that tW-Q_tl!rgets might be resolved in range if thdr
separation is abou~»fthe pulse width. However, it has-been shown89 tha(;ith automatic

;:::r-"_•.•.." .•.. .__ _

detection the probability of resolvmg targets in range does not rise above 0.9 until they are
separated by 2.5 pulse widths. To achieve this resolution a log-video receiver should be used
and the threshold should be proportional to the smaller of the two means calculated from a
number of reference cells on either side of the test cell. It also assumes that the shape of the
return pulse is not known. If it is, it should be possible with the proper processing to resolve
targets within a pulse width:

When more than one radar, covering approximately the same volume in space, are
located within the vicinity of each other, it is sometimes desirable to combine their outputs to
form a single track file rather than form separate tracks.83

•
97

-S>:l Such an automatic detection
and integrated tracking system (ADIT) has the advantage of a greater data rate than any single
radar operating independently. The development of a single track file by use of the total
available data from all radars reduces the likelihood of a loss of target detections as might be
caused by antenna lobing, fading, interference, and clutter since integrated processing pe.:rmils
the favorable weighting of the better data and lesser weighting of the poorer data.
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CHAPTER 

SIX 
RADAR TRANSMITTERS 

6.1 INTRODUCTION 

The radar system designer has a choice of several different transmitter types, each with its own 
distinctive characteristics. The first successful radars developed prior to World War I 1  
employed the conventional grid-controlled (triode or tetrode) vacuum tube adapted for opera- 
tion at VHF, a relatively high frequency at that time. The magnetron oscillator, which 
triggered the development of microwave radar in World War 11, has been one of the most 
widely used of radar transmitters, especially for nlobile systems. The klystron amplifier, in- 
troduced to radar in the 1950s, offered the system designer higher power at microwaves than 
available from the magnetron. ,Being an amplifier, the klystron permitted the use of more 
sophisticated waveforms than the conventional rectangular pulse train. The klystron was 
followed by the traveling-wave tube, a close cousin with similar properties to the klystron 
except for its wider bandwidth. The 1960s saw the availability of the crossed-field amplifier, a 
tube related to the magnetron, There are several variations of crossed-field amplifiers, each 
with its special properties; but they are all characterized by wide bandwidth, modest gain, and 
a compactness more like that of the magnetron than the klystron or the traveling-wave tube. 
Solid-state devices such as the transistor and the bulkcffect and avalanche diodes can 
also be employed as radar transmitters. They have some interesting properties as compared to 
the microwave vacuum tube, but the individual devices are inherently of low power. 

There is no one universal transmitter best suited for all radar applications. Each power- 
generating device has its own particular advantages and limitations that require the radar 
system designer to examine carefully all the available choices when configuring a new radar 
design. 

The transmitter must be of adequate power to obtain the desired radar range, but it must 
also satisfy other requirements imposed by the system application. The special demands of 
MTI (moving target indication), pulse doppler, CW radar, phased-array radar, EMC 
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6.1 INTRODUCTION

The radar system designer has a choice of several different transmitter types, each with its own
distinctive characteristics. The first successful radars developed prior to World War II
employed the conventional grid-controlled (triode or tetrode) vacuum tube adapted for opera­
tion at VHF, a relatively high frequency at that time. The magnetron oscillator, which
triggered the development of microwave radar in World War II, has been one of the most
widely used of radar transmitters, especially for mobile systems. The klystron amplifier, in­
troduced to radar in the 19505, offered the system designer higher power at microwaves than
available from the magnetron. Being an amplifier, the klystron permitted the use of more
sophisticated waveforms than the conventional rectangular pulse train. The klystron was
followed by the traveling-wave tube, a close cousin with similar properties to the klystron
except for its wider bandwidth. The 19605 saw the availability of the crossed-field amplifier, a
tube related to the magnetron, There are several variations of crossed-field amplifiers, each
with its special properties; but they are all characterized by wide bandwidth, modest gain, and
a compactness more like that of the magnetron than the klystron or the traveling-wave tube.
Solid-state devices such as the transistor and the bulk-effect and avalanche diodes can
also be employed as radar transmitters. They have some interesting properties as compared to
the microwave vacuum tube, but the individual devices are inherently of low power.

There is no one universal transmitter best suited for all radar applications. Each power­
generating device has its own particular advantages and limitations that require the radar
system designer to examine carefully all the available choices when configuring a new radar
design. .

The transmitter must be of adequate power to obtain the desired radar range, but it must
also satisfy other requirements imposed by the system application. The special demands of
MTI (moving target indication), pulse doppler, CW radar, phased-array radar, EMC
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(electromagnetic corn pat ibility), and ECCM (electronic counter-countermeasures) all 
influence the type of transmitter selected and its method of operation. The choice of transmit- 
ter also depends on whether the radar operates from fixed land sites, mobile land vehicles, 
sliips, aircraft, or spacecraft. Other considerations include the size and weight, high-voltage 
and X-ray protection. modulation requirements, and the method ofcooling. A transmitter is a 
niajor part of a radar system; hence, its size, cost, reliability, and maintainability can 
significantly affect the size, cost, reliability, ar~d maintainability of the radar system of which it 
is a part. Not only does the transmitter represent a significant fraction of the initial cost of a 
radar systetn, but it cat1 often take a large share of the operating costs because of the prime 
power and the rieeds of maintenance. The classical radar range equation (Chap. 2) shows that 
the transmitter power depends on the fourth power of the radar range. To double the range of 
a radar, the power has to be increased 16-fold. Buying radar range with transmitter power 
alone can therefore be costly. 

'l'llus tlierc alc Illany diverse rcquiren~et~ts and systelri constraints that enter illto tlie 
selectior~ arid design of a transmitter. This chapter briefly reviews the various types of transmit- 
tcr tu hcs atld their ct~aractcristics. More complete descriptions will be fourid it1 the Rtrtiur 
Ilar~dhook. ' 

For the most part, this chapter discusses tlie tubes used in radar transmitters and not tlie 
transmitters tllemselves. A transmitter is far more than the tube alone. It includes the exciter 
and driver amplifiers if a power amplifier, the power supply for generating the necessary 
voltages and currents needed by the tube, the modulator, cooling for the tube, heat exchanger 
for the cooling system if liquid, protection devices (crowbar) for arc discharges, safety inter- 
locks. monitoring devices, isolators, and X-ray shielding. 

The efficiency quoted for most tubes is the R F  conversion eficiency, defined as the RF 
power output available from the tube to the d-c power input of the electron stream. This is the 
efficiency of interest to the tube designer. The system engineer, however, is more concerned 
with the overall transmitter efficiency, which is the ratio of the R F  power available from the 
transmitter to the total power needed to operate the transmitter. If, for example, the RF 
efficiency of a microwave tube were 40 to 50 percent, the transmitter efficiency might be 20 to 
25 percent. (The actual number, of course, varies considerably with tube type and application.) 

There are two basic radar-transmitter configurations. One is the self-excited oscillator, 
exemplified by the magnetron. The other is the power amplifier, which utilizes a low power, 
stable oscillator whose output is raised to the required power level by one or more amplifiei 
stages. The klystron, traveling-wave tube, and the crossed-field amplifier are examples of 
microwave power-amplifier tubes. The choice between the power oscillator and the power 
amplifier is governed mainly by the particular radar application. Transmitters that employ the 
magnetron power-oscillator are usually smaller in physical size than transmitters that employ 
the power amplifier. The various amplifier transmitters, however, are generally capable of 
higher power than the magnetron oscillator. Amplifiers are of greater inherent stability, which 
is of importance for MTI and other doppler radars, and they can generate more conveniently 
than can power oscillators the modulated waveforms needed for pulse-compression radar. 
Power oscillators, therefore, are likely to be found in applications where small size and 
portability are important and when the stability and high power of the.amplifier transmitter 
are not required. 

The magnetron power oscillator has probably seen more application in radar than any 
other tube. It is the only power oscillator widely used in radar. The classical magnetron is of 
low cost, convenient size and weight, and high efficiency, and has an operating voltage low 
enough not to generate dangerous X-rays. The coaxial magnetron improves on the classical 
magnetron by providing greater reliability, longer life, and better stability. 
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(electromagnetic compatibility), and ECCM (electronic counter-countermeasures) all
influence the type of transmitter selected and its method of operation. The choice of transmit­
ter also depends on whether the radar operates from fixed land sites, mobile land vehicles,
ships, aircraft, or spacecraft. Other considerations include the size and weight, high-voltage
and X-ray protection, modulation requirements, and the method ofcooling. A transmitter is a
major part of a radar system; hence, its size, cost, reliability, and maintainability can
significantly affect the size, cost, reliability, and maintainability of the radar system of which it
is a part. Not only does the transmitter represent a significant fraction of the initial cost of a
radar system, but it can often take a large share of the operating costs because of the prime
power and the needs of maintenance. The classical radar range equation (Chap. 2) shows that
the transmitter power depends on the fourth power of the radar range. To double the range of
a radar, the power has to be increased 16-fold. Buying radar range with transmitter power
alone can therefore he costly.

Thus therc arc many diversc requirements and system constraints that enter into the
selection and design of a transmitter. This chapter briefly reviews the various types of transmit­
tcr lubcs and their characteristics. More complete descriptions will be found in the Radar
Ha"dhook. 1

For the most part, this chapter discusses the tubes used in radar transmitters and not the
transmitters themselves, A transmitter is far more than the tube alone. It includes the exciter
and driver amplifiers if a power amplifier, the power supply for generating the necessary
voltages and currents needed by the tube, the modulator, cooling for the tube, heat exchanger
for the cooling system if liquid, protection devices (crowbar) for arc discharges, safety inter­
locks, monitoring devices, isolators, and X-ray shielding.

The efficiency quoted for most tubes is the RF conversion efficiency, defined as the RF
power output available from the tube to the d-c power input of the electron stream. This is the
efficiency of interest to the tube designer. The system engineer, however, is more concerned
with the overall transmitter efficiency, which is the ratio of the RF power available from the
transmitter to the total power needed to operate the transmitter. If, for example, the RF
efficiency of a microwave tube were 40 to 50 percent, the transmitter efficiency might be 20 to
25 percent. (The actual number, of course, varies considerably with tube type and application.)

There are two basic radar-transmitter configurations. One is the self-excited oscillator,
exemplified by the magnetron. The other is the power amplifier, which utilizes a low power,
stable oscillator whose output is raised to the required power level by one or more amplifie;
stages. The ~Iystron, traveling-wave tube, and the crossed-field amplifier are examples of
microwave power-amplifier tubes. The choice between the power oscillator and the power
amplifier is governed mainly by the particular radar application. Transmitters that employ the
magnetron power-oscillator are usually smaller in physical size than transmitters that employ
the power amplifier. The various amplifier transmitters, however, are generally capable of
higher power than the magnetron oscillator. Amplifiers are ofgreater inherent stability, which
is of importance for MTI and other doppler radars, and they can generate more conveniently
than can power oscillators the modulated waveforms needed for pulse-compression radar.
Power oscillators, therefore, are likely to be found in applications where small size and
portability are important and when the stability and high power of the 'amplifier transmitter
are not required.

The magnetron power oscillator has probably seen more application in radar than any
other tube. It is the only power oscillator widely ~sed in radar. The classical magnetron is of
low cost, convenient size and weight, and high efficiency, and has an operating voltage low
enough not to generate dangerous X-rays. The coaxial magnetron improves on the classical
magnetron by providing greater reliability, longer life, and better stability.
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The klystron amplifier provides the radar system designer wit 11 high power, Iiigh gain, 
good efficiency, and stability for MTI and pulse-compression applications. I t  is probably the 
preferred tube for most high-power radar applications if its high operating voltage and large 
size can be tolerated. The traveling-wave tube is similar to  the klystron. I t  differs from 
the klystron in having wider bandwidth, but at the expense of less gain. The crossed-field 
amplifier is of the same general family as the magnetron and shares some of its properties, 
especially small size and weight, high efficiency, and an  operating voltage more convenient 
tlian that of the klystron and the traveling-wave tube. Like the traveling-wave tube, i t  enjoys a 
wide bandwidth; but i t  is of relatively low gain and therefore reqirires more than one stage in 
the amplifier chain. The magnetron and the crossed-field amplifier are devices wllich utilirz the 
properties of electron streams in crossed electric and magnetic fields. The klystron and the 
traveling wave tube are of a different family known as linear beam tubes. 

i 

Radars at VHF and UHF have often employed grid-controlled t riode.and tet rode t lrbes. 
These have usually been, in the past, competitive in cost to other power generation means at 
these frequencies. Solid-state devices, such as transistors and microwave diodc generators. 
have also been considered for radar operation. Their properties differ significantly from 
microwave tubes and require major changes in system design pl~ilosopliy wlien they are used. 

. . 

6.2 THE MAGNETRON OSCILLATOR 

More than any other single device, the high-power magnetron oscillator invented in 
19392 made possible the successful development of microwave radar during World War 11. 
The magnetron is a crossed-field device in that the electric field is perpendicular to a static 
magnetic field. Although the name magrletrorl has been applied in the past to several different 
electron  device^,^ i t  was the application of cavity resonators to the magnetron structure that 
permitted a workable microwave oscillator of high power and high efficiency. 

Conventional magnetron. The basic structure of the classical form of the magnetron is shown 
in Fig. 6.1.' The anode ( I )  is a large block of copper into which are cut holes (2) and slots (3) .  
The holes and slots function as the resonant circuits and serve a purpose similar to that of the 
lumped-constant LC resonant circuits used at lower frequencies. The  holes correspond, 
roughly, to the inductance L, and the slots correspond to the capacity C. In ttie desired mode 
of operation (the so-called n mode) the individual C's and L's are in parallel, and the frequency 
of the magnetron is approximately that of an individual resonator. The  cathode (4) is a fat 
cylinder of oxide-coated material. The cathode must be rugged to withstand the lleating and 
disintegration caused by the back-bombardment of electrons. Back-bombardment increases 
the cathode temperature during operation and causes secondary electrons to be emitted. For 
this reason the heater power may be reduced or  even turned off once the oscillations have 
started. The relatively fat cathode, required for theoretical reasons, can dissipate more heat 
than can a thin cathode. 

In the interaction space (5) the electrons interact with the d-c electric field and the 
magnetic field in such a manner that the electrons give up  their energy to the RF  field. The 
magnetic field, which is perpendicular to the plane of the figure, passes throtrgh the interaction 
space parallel to the cathode and perpendicular to the d-c electric field. The crossed electric 
and magnetic fields cause the electrons to  be completely bunched almost as soon as they are 
emitted from the cathode. After becoming btrnclied, the electrons move along in a travcling- 
wave field. This traveling-wave field moves at  almost the same speed as the electrons, causing 
RF power to  be delivered to  the wave. The  RF power is extracted by placing a coupling 
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The klystron amplifier provides the radar system designer with high power, high gain,
good efficiency, and stability for MTI and pulse-compression applications. Il is probably the
preferred tube for most high-power radar applications if its high operating voltage and large
size can be tolerated. The traveling-wave tube is similar to the klystron. It differs from
the klystron in having wider bandwidth, but at the expense of less gain. The crossed-field
amplifier is of the same general family as the magnetron and shares some of its properties,
especially small size and weight, high efficiency, and an operating voltage more convenient
than that of the klystron and the traveling-wave tube. Like the traveling-wave tube, il enjoys a
wide bandwidth; but it is of relatively low gain and therefore requires more than one stage in
the amplifier chain. The magnetron and the crossed-field amplifier are devices which utiliLe the
properties of electron streams in crossed electric and magnetic fields. The klystron and the
traveling wave tube are of a different family known as linear beam tubes.

••
Radars at VHF and UHF have often employed grid-controlled triode.and tetrode tubes.

These have usually been, in the past, competitive in cost to other power generation means at
these frequencies. Solid-state devices, such as transistors and microwave diode generators,
have also been considered for radar operation. Their properties differ significantly from .../
microwave tubes and require major changes in system design philosophy when they are used.

6.2 THE MAGNETRON OSCILLATOR

More than any other single device, the high-power magnetron oscillator invented in
19392 made possible the successful development of microwave radar during World War II.
The magnetron is a crossed-field device in that the electric field is perpendicular to a static
magnetic field. Although the name magnetroll has been applied in the past 10 several different
electron devices,) it was the application of cavity resonators to the magnetron structure that
permitted a workable microwave oscillator of high power and high efficiency.

Conventional magnetron. The basic structure of the classical form of Ihe magnetron is shown
in Fig. 6.1.4 The anode (1) is a large block of copper into which are cut holes (2) and slots (3).
The holes and slots function as the resonant circuits and serve a purpose similar to that of the
lumped-constant LC resonant circuits used at lower frequencies. The holes correspond, <.1

roughly, to the inductance L, and the slots correspond to the capacity C. In the desired mode
of operation (the so-called 1t mode) the individual C's and L's are in parallel, and the frequency
of the magnetron is approximately that of an individual resonator. The cathode (4) is a fat
cylinder of oxide-coated material. The cathode must be rugged to withstand the heating and
disintegration caused by the back-bombardment of electrons. Back-bombardment increases
the cathode temperature during operation and causes secondary electrons to be emilled. For
this reason the heater power may be reduced or even turned off once the oscillations have
started. The relatively fat cathode, required for theoretical reasons, can dissipate more heat
than can a thin cathode.

In the interaction space (5) the electrons interact with the d-c electric field and the
magnetic field in such a manner that the electrons give up their energy to the RF field. The
magnetic field, which is perpendicular to the plane of the figure, passes through the interaction
space parallel to the cathode and perpendicular to the d-c electric field. The crossed electric
and magnetic fields cause the electrons to be completely bunched almost as soon as they are
emitted from the cathode. After becoming bunched, the electrons move along in a travcling­
wave field. This traveling-wave field moves at almost the same speed as the electrons, causing
RF power to be delivered to the wave. The RF power is extracted by placing a coupling
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Figure 6.1 Cross-sectional sketch of the classical 
cavity magnetron illustrating component parts. 

looi~  (6) i l l  one of tile cavities or by coupling one cavity directly to a waveguide. Not sliowt~ in 
Fig. 6.1 are end-sliielh disks located at each end ofthe cathode for the purpose of confining the 
electrons to tile interaction space. 

The str.cJps (7) are metal rings connected to alternate segments of the anode block. They 
in~lxove the stability and efficiency of the tube. The preferred mode of magnetron operation 
corresponds to an RF field configuration in which the RF phase alternates 180" between 
adjacent cavities. This is called the n trrodr. The presence of N cavities in the magnetron results 
in N / 2  possible rnodes of operation. Each of these N / 2  modes corresponds to a different RF 
field co~lfiguration riladc up of a standing wave of charge. All the modes except the n mode are 
degcl~crate; tliat is. tliey can oscillate at two different frequencies corresponding to a rotation 
of tile standing-wave pattern, where the positions of the nodes and antinodes are interchanged. 
el'lirls tliere arc N - 1 possible frequencies in wl~ich the magnetron can oscillate. The presence 
of liiorc than one possible mode of operation means that the magnetron can oscillate in any 
o ~ l c  of tlicsd frequencies and can d o  so in an unpredictable manner. This is the essence of the 
stability problem. Tlie mag~ietron must be designed with but one mode dominant. The n mode 
is usilally preferred since i t  can be more readily separated from the others. The straps provide 
stability since they connect all those segments of the anode which have the same potential in 
the n mode and thus permit tlie tube more readily to operate in this preferred mode. 

Instead of tlie liole ariri slot resollators of Fig. 6.1, vanes may be used, as in Fig. 6.2n. Slots 
Ilave also bee11 eniployed. When large and small slots are alternated, as in the rising-sun 
niagrictron structure of Fig. 6.2h. stable oscillation can occur in the ~ t .  mode without the need 
for straps. Since tlielc are no straps, the rising-sun geometry is more suitable for the shorter 
waveletlgt hs than are coriveti tiorial resonators. 

('oauial magnetron. A significant irnprovetnent in power, efficiency, stability, and life over the 
conventional nlag~ietrori is obtained wlieri the straps are removed and the n mode is coritrolled 
by coupling alternate resonators to a cavity surrounding the anode. This is known as a coa.uial 
~rtn~g~tc~trotr  since the stabilizing cavity surrounds the conventional resonators. as sketched in 
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®
Figure 6.1 Cross-sectional sketch of the classical
cavity magnetron illustrating component parts.

loop (6) in one of the cavities or by coupling one cavity directly to a waveguide. Not shown in
Fig. 6.1 are end-shield disks located at each end of the cathode for the purpose of confining the
electrons to the interaction space.

The strafls (7) are metal rings connected to alternate segments of the anode block. They
improve the stability and efficiency of the tube. The preferred mode of magnetron operation
corresponds to an RF field configuration in which the RF phase alternates 1800 between
adjacent cavities. This is called the rr mode. The presence of N cavities in the magnetron results
in N /2 possible modes of operation. Each of these N /2 modes corresponds to a different RF
field configuration made up of a standing wave of charge. All the modes except the rr mode are
degenerate: that is, they can oscillate at two different frequencies corresponding to a rotation
of the standing-wave pattern, where the positions of the nodes and antinodes are interchanged.
Thus there are N - 1 possible frequencies in which the magnetron can oscillate. The presence
of more than one possible mode of operation means that the magnetron can oscillate in any
one of these'frequencies and can do so in an unpredictable manner. This is the essence of the
stahility problem. The magnetron must be designed with but one mode dominant. The rr mode
is usually preferred since it can be more readily separated from the others. The straps provide
stahility since they connect all those segments of the anode which have the same potential in
the rr mode and thus permit the tube more readily to operate in this preferred mode.

Instead of the hole and slot resonators of Fig. 6.1, vanes may be used, as in Fig. 6.2a. Slots
have also been employed. When large and small slots are alternated, as in the rising-sun
magnetron structure of Fig. 6.211, stable oscillation can occur in the rr mode without the need
for straps, Since there are no straps, the rising-sun geometry is more suitable for the shorter
wavelengths than are conventional resonators.

Coaxial ma~ne'ron. ;\ significant improvement in power, efficiency, stability, and lire over the
conventional magnetron is obtained when the straps are removed and the 7l mode is controlled
by coupling alternate resonators to a cavity surrounding the anode. This is known as a coaxial
11IOO"ctroll since the stabilizing cavity surrounds the conventional resonators. as sketched in



Figure 6.2 Magnetron resonators. 
(a) Vane type; ( b )  rising sun, with 

(b )  alternate slot lengths 

Fig. 6.3. The output power is coupled from the stabilizing coaxial cavity. The cavity operates 
in the TEol l  mode with the electric field lines closed on themselves and concentric with the 
circular cavity. The R F  current at every point on the circumference of the cavity has the same 
phase, so that the alternate slots which couple to the stabilizing cavity are of the same phase as ,*. 

required for II mode operation. The elimination of the straps allows the resonators to be 
designed for optimum efficiency rather than as a compromise between efficiency and mode 
control. 

The power handling capability of a magnetron depends on its size. Increasing the size of a 
magnetron, however, requires increasing the number of resonators. The greater the number of 
resonators the more difficult the problem of mode separation. Since the mode separation in a 
coaxial magnetron is controlled in the TEoll stabilizing cavity rather than in the resonator 
area, the coaxial magnetron can operate stably with a large number of cavities. This allows a 
larger anode and cathode structure than with the conventional magnetron, and thererore 
a coaxial magnetron can operate at higher power levels. The larger structures permit more 
conservative design, with the result that coaxial magnetrons exhibit longer life and better 
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Figure 6.3 Cross-sectional sketch 
the coaxial cavity magnetron. 
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(a) (b)

Figure 6.2 Magnetron resonators.
(a) Vane type; (b) rising sun, with
alternate slot lengths.

Fig. 6.3. The output power is coupled from the stabilizing coaxial cavity. The cavity operates
in the TEoll mode with the electric field lines closed on themselves and concentric with the
circular cavity. The RF current at every point on the circumference of the cavity has the same
phase, so that the alternate slots which couple to the stabilizing cavity are of the same phase as
required for 1t mode operation. The elimination of the straps allows the resonators to be
designed for optimum efficiency rather than as a compromise between efficiency and mode
control.

The power handling capability of a magnetron depends on its size. Increasing the size of a
magnetron, however, requires increasing the number of resonators. The greater the number of
resonators the more difficult the problem of mode separation. Since the mode separation in a
coaxial magnetron is controlled in the TEoll stabilizing cavity rather than in the resonator
area, the coaxial magnetron can operate stably with a large number of cavities. This allows a
larger anode and cathode structure than with the conventional magnetron, and therefore
a coaxial magnetron can operate at higher power levels. The larger structures permit more
conservative design, with the result that coaxial magnetrons exhibit longer life and better
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Figure 6.3 Cross-sectional sketch of
the coaxial cavity magnetron.
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Figure 6.4 Photograph of the SFD-341 rile- 

chanically tuned C-band coaxial magnetron 
for shipboard and ground-based radars. This 
tube delivers a peak power of250 kW with rt 
0.00 1 duty cycle over the frequency range fro111 
5.45 to 5.825 GHz. The efficiency is 40 to 45 
percent. (Cotrrfesy Vnrinrt Associnres, Ilrc., 
Beverly, M A .  ) 

reliability than conventional magnetrons. It has been said that the operating life of coaxial 
tuhcs can be betweeti 5000 arid 10,000 hours, a five- to twenty-fold improvement compared to 
corlventiorlal r n a g n e t r ~ n s . ~ ~  Since most of the RF energy is stored in the TEol cavity rather 
than in tlie resonator region, reliable broadband tuning of the magnetron may be accom- 
plislied by a noncontacting plunger in the cavity. Both the pushingfigure (change in frequency 
with a change in anode current) and the pulling figure (change in frequency with a change in 
phase of the load) ale  much less in the coaxial magnetron than in the conventional 
configuration. 

The external appearance of the coaxial magnetron, Fig. 6.4, is similar to  that of the 
corlventional magnetron, and the electron and R F  operations that take place in the interaction 
space are the same for both types of magnetrons. The differences between the two are in the 
more effective mode control of the coaxial cavity as compared to  that offered by conventional 
strapping. 

In the i~toerted coa-xial nragnetrolt the cathode surrounds the anode. The stabilizing TEol 
cavity is in the center of the magnetron with a vane-type resonator system arranged on  the 
outside. The cathode is built as a ring surrounding the anode. Power is coupled from the end of 
the central stabilizing cavity by a circular waveguide. The  geometry of the inverted coaxial 
magnetron makes it suitable for operation a t  the higher frequencies. Figure 6.5 is an example. 

Performance chart and Rieke diagram. Four parameters determine the operation of the 
magnetron. These are (1) the magnetic field, (2) the anode current, (3) load conductance, and 

Figure 6.5 Photograph of the SFD-319 K,- 
band fixed frequency inverted coaxial magnet- 
ron. This tube delivers a peak power of 100 k W 
with a 0.005 duty cycle at a frequency between 
34,512 and 35.208 GHz. The efficiency is 
about 25 percent. (Courtesy Varian Associ- 
ates, Inc., Beverly, M A . )  
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Figure 6.4 Photograph of the SFD-341 me­
chanically tuned C-band coaxial magnetron
for shipboard and ground-based radars. This
tube delivers a peak power of 250 k W with a
0.00 I duty cycle over the frequency range from
5.45 to 5.825 G Hz. The efficiency is 40 to 45
percent. (Courles)' Varia/l Associates. l/lc.,
Bever/y. M A.)

reliability than conventional magnetrons. It has been said that the operating life of coaxial
tuhes can be hetween 5000 and 10,000 hours, a five- to twenty-fold improvement compared to
conventional magnetrons. 44 Since most of the RF energy is stored in the TEo!! cavity rather
than in the resonator region, reliable broadband tuning of th~ magnetron may be accom­
plished by a noncontacting plunger in the cavity. Both the pushing figure (change in frequency
with a change in anode current) and the pulling figure (change in frequency with a change in
phase of th~ load) are much less in the coaxial magnetron than in the conventional
configuration.

The external appearance of the coaxial magnetron, Fig. 6.4, is similar to that of the
conventional magnetron, and the electron and RF operations that take place in the interaction
space are the same for both types of magnetrons. The differences between the two are in the
more effective mode control of the coaxial cavity as compared to that offered by conventional
strapping.

In the inverted coaxial magnetron the cathode surrounds the anode. The stabilizing TEo!!
cavity is in the center of the magnetron with a vane-type resonator system arranged on the
outside. The cathode is built as a ring surrounding the anode. Power is coupled from the end of
the central stabilizing cavity by a circular waveguide. The geometry of the inverted coaxial
magnetron makes it suitable for operation at the higher frequencies. Figure 6.5 is an example.

Performance chart and Rieke diagram. Four parameters determine the operation of the
magnetron. l'hese are (1) the magnetic field, (2) the anode current, (3) load conductance, and

Figure 6.5 Photograph of the SFD-319 KG­

band fixed frequency inverted coaxial magnet­
ron. This tube delivers a peak power of 100 kW
with a 0.005 duty cycle at a frequency between
34,512 and 35.208 GHz. The efficiency is
about 25 percent. (Courtesy Varia" Associ-
ates, Inc., Beverly, M A.)
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(4) load susceptance. The first two parameters are related to the input side of the tube, while 
the last two are related to the output side. In most magnetrons the magnetic field is fixed by the 
tube designer and may not be a variable the radar designer has under his control. The 
observed quantities are usually the output power, the wavelength, and the anode voltage. 
The problem of presenting the variation of the three quantities-power, wavelength, voltage- 
as a function of the four parameters mentioned above is greatly simplified since the input and 
output parameters operate nearly independently of each other. Thus it is possible to study the 
effect of the magnetic field and the anode current at some value of load st!sceptance and 
conductance chosen for convenience. The results will not be greatly dependent upon the 
particular values of susceptance and conductance chosen. Similarly, the variation of the ob- 
served quantities can be studied as a function of the load presented to the magnetron, with the 
input parameters-magnetic field and current-likewise chosen for convenience. The plot of 
the observed magnetron quantities as a function of the input circuit parameters;for some f ixed 
load, is called the perjbrmance chart. The plot of the observed quantities as a function of the 
load conductance and susceptance, for a fixed magnetic field and anode current, is called a 
Rirke diagram, or a load diagram. .. 

An example of the coaxial magnetron performance characteristics is shown in Fig. 6 . 6 ~  
The power output, anode voltage, and efficiency are plotted as a function of the magnetron input 
power for a fixed frequency and with the magnetron waveguide-load matched. The peak 
voltage is seen to vary only slightly with a change in input power, but the power output varies 
almost linearly. Figure 6.6h plots the power output and voltage as the tube is tuned througtt i t b  

frequency range, when the current is held constant and the waveguide load is matclled. The 
variation in magnetron efficiency is similar to that of the variation with power. 

The change in the oscillator frequency produced by a change in the anode current for a 
fixed load is called the pushingfigure. A plot of frequency vs. current, as in Fig. 6 . 6 ~ ~  is called 
the pushing cl~aracteristic and the slope of the curve is the pushing figure. The lower the valilc 
of the pushing figure, the better the frequency stability. The coaxial magnetron has a lower 
pushing figure than a conventional magnetron because of the stabilizing effect (high Q) of it's 
relatively large coaxial TEo cavity. Pushing effects are more serious with longer pulses since 
their spectra are narrow. A given change in frequency with a narrow-spectrum pulse will be 
noticed more than with a wide spectrum pulse. 

The effect of the load on the magnetron characteristics is shown by the Rieke diagram, 
whose coordinates are the load conductance and susceptance (or resistance and reactance). 
Plotted on the Rieke diagram are contours of constant power and constant frequency. Thus 
the Rieke diagram gives the power output and the frequency of oscillation for any specified load 
condition. Although a cartesian set of load coordinates could be used, it  is usually more 
convenient to plot the power and frequency on a set of load coordinates known as the Smith 
chart. The Smith chart is a form of circle diagram widely used as an aid in transmission-line 
calculations. A point on the Smith chart may be expressed in conductance-susceptance co- 
ordinates or by a set of polar coordinates in which the voltage-standing-wave ratio (VSWR) 
is plotted as the radius, and the phase of the VSWR is plotted as the angular coordinate. 
The latter is the more usual of the two possible coordinate systems since it is easier for the 
microwave engineer to measure the VSWR and the position of the voltage-standing-wave 
minimum (or phase) than it is to measure the conductance and susceptance directly. The 
radial coordinate can also be specified by the reflection coefficient r of the load since the 
VSWR p and reflection coefficient are related by the equation Irl = (p - l)/(p + 1). The 
center of the Smith chart (Rieke diagram) corresponds to unity VSWR, or zero reflection 
coeficient. The circumference of the chart corresponds to infinite VSWR, or unity reflection 
coefficient. Thus the region of low standing-wave ratio is toward the center of the chart. 
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(4) load susceptance. The first two parameters are related to the input side of the tube, whik
the last two are related to the output side. In most magnetrons the magnetic field is fixed by the
tube designer and may not be a variable the radar designer has under his control. The
observed quantities are usually the output power, the wavelength, and the anode voltage.
The problem of presenting the variation of the three quantities-power, wavelength, voltage­
as a function of the four parameters mentioned above is greatly simplified since the input and
output parameters operate nearly independently of each other. Thus it is possible to study the
effect of the magnetic field and the anode current at some value of load susceptance and
conductance chosen for convenience. The results will not be greatly dependent upon the
particular values of susceptance and conductance chosen. Similarly, the variation of the ob­
served quantities can be studied as a function of the load presented to the magnetron, with the
input parameters-magnetic field and current-likewise chosen for convenience. The plot of
the observed magnetron quantities as a function of the input circuit parameters,·[or some fixed
load, is called the performance chart. The plot of the observed quantities as a function of the
load conductance and susceptance, for a fixed magnetic field and anode current, is called a
Rieke diagram, or a load diagram.

An example of the coaxial magnetron performance characteristics is shown in Fig. 6.6a.
The power output, anode voltage, and efficiency are plotted as a function of the magnetron input
power for a fixed frequency and with the magnetron waveguide-load matched. The peak
voltage is seen to vary only slightly with a change in input power, but the power output varies
almost linearly. Figure 6.6h plots the power output and voltage as the tuoe is tuned through its
frequency range, when the current is held constant and the waveguide load is matched. The
variation in magnetron efficiency is similar to that of the variation with power.

The change in the oscillator frequency produced by a change in the anode current for a
fixed load is called the pushing figure. A plot of frequency vs. current, as in Fig. 6.6c, is called
the pushing characteristic and the slope of the curve is the pushing figure. The lower the value
of the pushing figure, the better the frequency stability. The coaxial magnetron has a lower
pushing figure than a conventional magnetron because of the stabilizing effect (high Q) of it's
relatively large coaxial TEo 11 cavity. Pushing effects are more serious with longer pulses since
their spectra are narrow. A given change in frequency with a narrow-spectrum pulse will be
noticed more than with a wide spectrum pulse.

The effect of the load on the magnetron characteristics is shown by the Rieke diagram,
whose coordinates are the load conductance and susceptance (or resistance and reactance).
Plotted on the Rieke diagram are contours of constant power and constant frequency. Thus
the Rieke diagram gives the power output and the frequency of oscillation for any specified load
condition. Although a cartesian set of load coordinates could be used, it is usually more
convenient to plot the power and frequency on a set of load coordinates known as the Smith
chart. The Smith chart is a form of circle diagram widely used as an aid in transmission-line
calculations, A point on the Smith chart may be expressed in conductance-susceptance co­
ordinates or by a set of polar coordinates in which the voltage-standing-wave ratio (VSWR)
is plotted as the radius, and the phase of the VSWR is plotted as the angular coordinate.
The latter is the more usual of the two possible coordinate systems since it is easier for the
microwave engineer to measure the VSWR and the position of the voltage-standing-wave
minimum (or phase) than it is to measure the conductance and susceptance directly. The
radial coordinate can also be specified by the reflection coefficient r of the load since the
VSWR p and reflection coefficient are related by the equation Ir I = (p - 1)j(p + 1). The
center of the Smith chart (Rieke diagram) corresponds to unity VSWR, or zero reflection
coefficient. The circumference of the chart corresponds to infinite VSWR, or unity reflection
coefficient. Thus the region of low standing-wave ratio is toward the center of the chart.
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Figure 6.6 Performance characteristics of the coaxial magnetron. (a) Variation of power output, 
efficiency, and peak voltage of the SFD-341 as a function of the input average power for a fixed frequency 
(5.65 GHz); pulse width = 2.15 p ,  duty cycle = 0.0009. ( 6 )  Variation of peak power output and peak 
voltage of the SFD-341 with frequency for a fixed current (23.9 A); pulse width = 1.8 p ,  and duty 
cycle = 0.0009. (c) Variation of frequency with current for the SFD-377A X-band coaxial magnetron at a 
frequency of 9.373 GHz, with 0.001 duty cycle, and 1.0 ps pulse width (Courtesy Varian Associates, Inc., 
Beverly, MA.) 
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Figure 6.6 Performance characteristics of the coaxial magnetron. (a) Variation of power output,
efficiency. and peak voltage of the SFD-341 as a function of the input average power for a fixed frequency
(5.65 GHz); pulse width = 2.15 JJS, duty cycle = 0.0009. (b) Variation of peak power output and peak
voltage of the SFD-341 with frequency for a fixed current (23.9 A); pulse width = 1.8 JJS, and duty
cycle = 0.0009. (c) Variation offrequency with current for the SFD-377A X-band coaxial magnetron at a
frequency of 9.373 GHz, with 0.001 duty cycle, and 1.0 JlS pulse width (Courtesy Varian Associates, InC.,
Bet'erly, M A.)
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The standing-wave pattern along a transmission line repeats itself every half wavelength; 
therefore, 360" in the diagram is taken as a half wavelength. The reference axls in the Rieke 
diagram usually corresponds to the output terminals of the magnetron or the output flange of 
the waveguide. The angle in a clockwise direction from this reference axis is proportional to 
the distance (in wavelengths) of the standing-wave-pattern minimum from the reference point. 
An advantage of the Smith chart for plotting the effects of the load on the magnetron parameters 
is that the shapes of the curves are practically independent of the position of the reference 
point used for measuring the phase of the VSWR. 

An example of a Rieke diagram for a coaxial magnetron is shown in Fig. 6 7. I t  1s 
obtained by varying the magnitude and phase of the VSWR of the RF load, with the frequency 
and the peak current held constant. The region of highest power on the Rieke diagram is callcrd 
the sink and represents the greatest coupling to the magnetron and the highest efticiency. 
Operation in the region of the sink, however, is not always desirable since itahas poor fre- 
quency stability. Poor pulse shape and mode changes might result. The low-power region, 
where the magnetron is lightly loaded, is called the atltisitlk or opposite-si~lk region. The 
build-up of oscillations in a lightly loaded magnetron is more ideal; however, the magnetron In 
this region may perform poorly by showing signs of instability which take the form of arcing 
and a n  increase in the number of missing pulses. Poor performance is a result of the higher RF 
voltages when operating in the antisink region, making RF  discharges more likely. 

In a radar with a rotating antenna, the phase and/or magnitude of the VSWR might vary 
because the antenna will experience a different load impedance depending on the environment 
it views. The Rieke diagram shows that a change in the VSWR which moves the operating 
point of the magnetron into either the sink o r  antisink regions can cause the magnetron to 
operate poorly. Ferrite isolators are sometimes used to  avoid subjecting the magnetron to high 
VSWR. A 10-dB isolator, for example, lowers a VSWR of 1.5 to a value of 1.14. With a 
sufficiently low VSWR, the magnetron operation will not occur in either the sink or the 
antisink region, no matter what the phase angle of the load. 

I Reference point is . 
waveguide flange 

Figure 6.7 Rieke, or load, diagram for the 
SFD-341 coaxial magnetron. Duty cycle = 
0.0009, peak current = 24 A. pulse width = 
2.25 ps, frequency = 5.65 ( i l lz .  (C'orrrlcsy 
Varian Associates, l,tc., Beverly, M.4.) 

198 INTRODUCTION TO RADAR SYSTEMS

The standing-wave pattern along a transmission line repeats itself every half wavelength;
therefore, 360° in the diagram is taken asa.half wavelength. The reference axis in the Rieke
diagram usually corresponds to the output terminals of the magnetron or the output flange of
the waveguide. The angle in a clockwise direction from this reference axis is proportional to
the distance (in wavelengths) of the standing-wave-pattern minimum from the reference point.
An advantage of the Smith chart for plotting the effects of the load on the magnetron parameters
is that the shapes of the curves are practically independent of the position of the rderence
point used for measuring the phase of the VSWR.

An example of a Rieke diagram for a coaxial magnetron is shown in Fig. 6.7. Il is
obtained by varying the magnitude and phase of the VSWR of the RF load, with the frequency
and the peak current held constant. The region of highest power on the Rieke diagram is called
the sink and represents the greatest coupling to the magnetron and the highest efticiency.
Operation in the region of the sink, however, is not always desirable since itJlas poor fre­
quency stability. Poor pulse shape and mode changes might result. The low-power region,
where the magnetron is lightly loaded, is called the antisink or opposite-sillk region. The
build-up of oscillations in a lightly loaded magnetron is more ideal; however, the magnetron in
this region may perform poorly by showing signs of instability which take the form of arcing
and an increase in the number of missing pulses. Poor performance is a result of the higher RF
voltages when operating in the antisink region, making RF discharges more likely.

In a radar with a rotating antenna, the phase and/or magnitude of the VSWR might vary
because the antenna will experience a different load impedance depending on the environment
it views. The Rieke diagram shows that a change in the VSWR which moves the operating
point of the magnetron into either the sink or antisink regions can cause the magnetron to
operate poorly. Ferrite isolators are sometimes used to avoid subjecting the magnetron to high
VSWR. A IO-dB isolator,for example, lowers a VSWR of 1.5 to a value of 1.14. With a
sufficiently low VSWR, the magnetron operation will not occur in either the sink or the
antisink region, no matter what the phase angle of the load.
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Reference point is .
waveguide flange

Figure 6.7 Rieke, or load, diagram for the
SFD-341 coaxial magnetron. Duty cycle =
0.0009, peak current = 24 A, pulse width =
2.25 ps, frequency = 5.65 G liz. (Courtesy
Varian Associates, Inc., BelJerly, MA.)



A rneasurc of tlic cfTcct of tlie load or1 the rnagrietron frequency is the pttllirtg ,figrrre, 
defined as the diffcrerlce betwee~l the rt~aximum and minimum frequencies when the phase 
angle of the load varies tliroi~gh 360' and tlie magnitude of the VSWR is fixed at 1.5 (or a 
rcflcctioti cocrficicrit of 0.20). .I'Ilc pttllitig figure is readily obtained from an inspection o f  tlie 
Rieke diagraln. For the ~nagnetroti whose Rieke diagram is shown in Fig. 6.7, the pulling 
figure is approxiuiatcly 4 M 111. Tllc l>i~llirlg figures of coaxial magnetrons are lower by a factor 
of 3 to 5 than tliose of convcritio~ial nlagrietroiis. 

Tuning. Tlie frequeticy of a cotiventiorial magnetron can be changed by mechanically inserting 
a ti~tiitlg C ~ C I I I C ~ ~ ~ .  S ~ I C I I  as a roc!, into the iloles of the hole-and-slot resonators to  change the 
iridirctance of tlic resonant circuit. A titrier that consists of a series of rods inserted into each 
cavity resoriator so as to alter the inductance is called a crown-of-thorns tuner, o r  a sprocket 
t r r l l t l r . .  l'lic anloutit of niccliitriical motion of the tuning element need not be large (perhaps a 
fraction of  an inch at L band) to tune the frequency over a 5 to  10 percent frequency range. A 
frequency cliange in a converitional magnetron can also be obtained with a change in capacity. 
Otie example is the cookie cutter, which consists of a metal ring inserted between the two rings 
o f  a double-ring-strapped magnetron, thereby increasing the strap capacitance. Because of the 
mechanical and voltage-breakdown problems associated with this tuner, it is more suited for 
use at the longer wavelengths. Either the cookie cutter or the crown-of-thorns mechanisms can 
achieve a 10 percent frequency change. The two can be used in combination to  cover a larger 
tuning range than is possible with either one alone. 

A limited tuning range, of the order of 1 percent, can be obtained by a screw inserted in 
the side of  one of the resonator holes. This type of adjustment is useful when the normal scatter 
of frequencies expected of untuned magnetrons requires the frequency to  be fixed to a specified 
value. 

In frequency-agile radar systems, the magnetron frequency might be changed pulse-to- 
pulse in such a manner that the entire tuning range is covered. Such radars might be employed 
for ECCM, improving tlie detection of targets with fluctuating cross section and reducing the 
effects of glint (Sec. 5.5). With a high tuning rate, the pulse-to-pulse frequency can be made to 
appear pseudorandom, especially if  the pulse repetition frequency or the tuning rate is varied 
rapidly. Many of the advantages of frequency agility can be obtained if the radar frequency 
shifts pulse-to-pulse the minimum amount required to decorrelate successive echoes. The 
minimum frequency shift is equal to  the reciprocal of the pulse width. Slow tuning rates can be 
used, but the pulse-to-pulse frequency might not appear random. 

One ofrthe first techniques for achieving frequency-agile magnetrons was known as spin- 
trtrrirrg. or  rotary ttcrring. In this device a rotating slotted disk is suspended above the anode 
resonators. Rotation of this disk alternately provides inductive or capacitive loading of the 
resonators to  raise arid lower the frequency.' The rotating disk is mounted on  bearings inside 
tlie vacuum and coupled to a rotating mechanism outside the vacuum. The Amperex X-band 
DX-285 spin-tuned magnetron covers a 500-MHz band in an approximately sinusoidal 
mariner at rates up to 1OOO times per second, equivalent to  frequency tuning rates of the order 
of I M H z  per microsecond. 

A coaxial rnagrlctron may be tuned by mechanically positioning in the coaxial cavity a 
noncontacting washer-shaped metal ring, or  tuning piston, as illustrated in Fig. 6.8. The 
tllriirig piston can be positio~ied meclianically from outside the vacuum by means of a vacuum 
bellows. This tuning mechanism may be adapted to provide narrowband frequency agility at  a 
rapid tuning rate for frequency-agile radar. The RF frequency of the Varian SFD-354A 
X-band coaxial magnetron can be varied sinusoidally over a 60-MHz range at a rate of 70 
times per second by this method. 
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1\ measure of the effect of the load on the magnctron frequency is the plIlIi"g figure.
defined as the difference between the maximum and minimum frequencies when the phase
angle of the load varies through .1600 and the magnitude of the VSWR is fixed at 1.5 (or a
rdlcction coefficicnt of 0.20). The pulling figurc is readily obtained from an inspection of the
Rieke diagram. For the magnctron whose Rieke diagram is shown in Fig. 6.7, the pulling
figure is approximately 4 M Ill. The pulling figures of coaxial magnctrons are lower by a factor
of.1 to 5 than those of conventional magnetrons.

Tuning. The frequcncy of a conventional magnetron can be changed by mechanically inserting
a tuning clement, such as a rod. into the holes of the hole-and-slot resonators to change the
inductancc of the rcsonant circuit. 1\ tllncr that consists of a series of rods inserted into each
cavity resonator so as to altcr the inductance is called a crown-ol-thorns tuner, or a sprocket
tllllcr. The amount of mechanical motion of the tuning element need not be large (perhaps a
fraction of an inch at L band) to tune the frequency over a 5 to 10 percent frequency range. A
frcqucncy change in a convcntional magnetron can also be obtained with a change in capacity.
Onc example is the cookie clltler, which consists ofa metal ring inserted between the two rings
of a double-ring-strapped magnetron, thereby increasing the strap capacitance. Because of the
mechanical and voltage-breakdown problems associated with this tuner, it is more suited for
use at the longer wavelengths. Either the cookie cutter or the crown-of-thorns mechanisms can
achicve a 10 percent frequency change. The two can be used in combination to cover a larger
tuning range than is possible with either one alone.

A limited tuning range, of the order of 1 percent, can be obtained by a screw inserted in
the side of one of the resonator holes. This type of adjustment is useful when the normal scatter
of frequencies expected of untuned magnetrons requires the frequency to be fixed to a specified
value.

In frequency-agile radar systems, the magnetron frequency might be changed pulse-to­
pulse in such a manner that the entire tuning range is covered. Such radars might be employed
for ECCM, improving the detection of targets with fluctuating cross section and reducing the
effects of glint (Sec. 5.5). With a high tuning rate, the pulse-to-pulse frequency can be made to
appear pseudorandom, especially if the pulse repetition frequency or the tuning rate is varied
rapidly. Many of the advantages of frequency agility can be obtained if the radar frequency
shifts pulse-to-pulse the minimum amount required to decorrelate successive echoes. The
minimum frequency shift is equal to the reciprocal of the pulse width. Slow tuning rates can be
used, but the pulse-to-pulse frequency might not appear random.

One of·the first techniques for achieving frequency-agile magnetrons was known as spin­
tWlillg, or rotary tIming. In this device a rotating slotted disk is suspended above the anode
resonators. Rotation of this disk alternately provides inductive or capacitive loading of the
resonators to raise and lower the frequency. I The rotating disk is mounted on bearings inside
the vacuum and coupled to a rotating mechanism outside the vacuum. The Amperex X-band
DX-285 spin-tuned magnetron covers a 500-MHz band in an approximately sinusoidal
manner at rates up to 1000 times per second, equivalent to frequency tuning rates of the order
of I MHz per microsecond.

!\. coaxial magnetron may be tuned by mechanically positioning in the coaxial cavity a
noncontacting washer-shaped metal ring, or tuning piston, as illustrated in Fig. 6.8. The
tuning piston can be positioned mechanically from outside the vacuum by means ora vacuum
bellows. This tuning mechanism may be adapted to provide narrowband frequency agility at a
rapid tuning rate for frequency-agile radar. The RF frequency of the Varian SFD-354A
X-band coaxial magnetron can be varied sinusoidally over a 60-MHz range at a rate of 70
times per second by this method.
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Figure 6.8 Schematic view oCa coax~a l  magnetron showi~lg  
the tuning piston mechanically actuated by a vacuum I 

bellows. 

The rapid tuning over a narrowband for purposes of providing frequency agility is 
sometimes called dither tuning.39 In addition to  being capable o f  rapid tuning over a narrow- 
band, these tubes also can be tuned to  a frequency over a broadband in the normal manner 
using a geared drive. The tuning mechanism may be controlled by a servo motor so as to select 
electrically any specific frequency within the operating band either manually or on an automa- 
tic, programmed basis. With servo-motor control, the tube can he tuned from one freqt~cncy lo  

another in under 0.1 second. 
Dither-tuning of a coaxial magnetron may also be obtained by a mechanical tuning 

element called a ring tuner.'v6 This consists of a narrow ring installed in an annular groove cut 
into the outer wall of the cavity. The ring projects slightly into the cavity. The ring is split, with 
the split diametrically opposite the output cavity. The ring is also cut to  accommodate the 
output coupling slot. Near the output, on both sides of the output coupling, the ring is firmly , 

,,,b 
attached to  the cavity wall, but is unattached otherwise. By deforming the ring inward from 
mechanical motion applied to  the free-hanging ends of the ring, the tuning of the cavi:y is 
changed. The Raytheon QKH 1763 X-band coaxial magnetron tunes in this manner over a 
100-MHz range at rates up  to  200 Hz. Electronic tuning is also p~ss ib l e .~ '  

6.3 KLYSTRON AMPLIFIER . 

The klystron amplifier is an example of a linear beam tube, or  0-type tube. The characteristic 
feature of a linear beam tube is that the electrons emitted from the cathode are formed into a 
long cylindrical beam which receives the full potential energy of the electric field before tllt: 

beam enters the RF  interaction region. Transit-time effects, which limit the operation of 
conventional grid-controlled tubes at the higher frequencies, are used t o  good advantage in the 
klystron. As the electron beam of the klystron passes the input resonant cavity, the velocity of 
the electrons is modulated by the input signal. This velocity modulation of the beam electrons 
is then converted to  density modu1ation:A resonant cavity at  the output extracts the RF 
power from the density-modulated beam and delivers the power to  a useful load. 
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Figure 6.8 Schematic view or a coaxial magnetron showing
the tuning piston mechanically actuated by a vacuum
bellows.
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The rapid tuning over a narrowband for purposes of providing frequency agility is
sometimes called dither tuning. 39 In addition to being capable of rapid tuning over a narrow­
band, these tubes also can be tuned to a frequency over a broadband in the normal manner
using a geared drive. The tuning mechanism may be controlled by a servo motor so as to select
electrically any specific frequency within the operating band either manual.ly or on an automa­
tic, programmed basis. With servo-motor control, the tube can he tuned from one frequency 10

another in under 0.1 second.
Dither-tuning of a coaxial magnetron may also be obtained by a mechanical tuning

element called a ring tuner. 5
,6 This consists of a narrow ring installed in an annular groove cut

into the outer wall of the cavity. The ring projects slightly into the cavity. The ring is split, with
the split diametrically opposite the output cavity. The ring is also cut to accommodate the
output coupling slot. Near the output, on both sides of the output coupling, the ring is firmly
attached to the cavity wall, but is unattached otherwise. By deforming the ring inward from
mechanical motion applied to the free-hanging ends of the ring, the tuning of the cavi:y is
changed. The Raytheon QKH 1763 X-band coaxial magnetron tunes in this manner over a
lOO-MHz range at rates up to 200 Hz. Electronic tuning is also possible.49

6.3 KLYSTRON AMPLIFIER

The klystron amplifier is an example of a linear beam tube, or O-type tube. The characteristic
feature of a linear beam tube is that the electrons emitted from the cathode are formed into a
long cylindrical beam which receives the full potential energy of the electric field before the
beam enters the RF interaction region. Transit-time effects, which limit the operation of
conventional grid-controlled tubes at the higher frequencies, are used to good advantage in the
klystron. As the electron beam of the klystron passes the input resonant cavity, the velocity of
the electrons is modulated by the input signal. This velocity modulation of the beam electrons
is then converted to density modulation.- A resonant cavity at the output extracts the RF
power from the density-modulated beam and delivers the power to a useful load.
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The klystroti lias proven to be quite important for radar application. It is capable of high 
average and peak power. high gain, good efficiency, stable operation, low interpulse noise, and 
i t  can operate with tlie modulated wavefornis required of sophisticated pulse-compression 
systems. 

I)escription. A sketch of tlic ~~ritlcipal parts of the klystron is shown in Fig. 6.9. At the 
left-hand portion of the figure is tile cathode, which emits a stream of electrons that is focused 
into a narrow cyli~idrical bean1 by the electror~ gun. Tlie electron gun consists of the cathode. 
~nodirl;ititig arioclc or coritrol grid. and tlie anode. Tlie electrorl emission density from tlie 
catliode is gclierally less than reqtrired for the electrotl beam, so a large-area cathode surface is 
11set1 illid tlle criiitted clcctrolis are cslrsed to converge to a narrow beam of high electron 
dcrlsity. ' 1 ' 1 1 ~  riioclirlnti~tg :triode, or. otlicr I,car~t co~ltrol clcctrodc, is oftcli i~icludcd :is jxtrl ol' 
tlic electrorl-guri strirctirre to provide a means for pulsing the electron beam on and off. The 
K f; c;tvitics, wliicli co~-r.csl,or~tl to tile LC rcsoriarit ci~.cuits oflowcr-frequerlcy amplifiers. are at 
a~ iode  poteritial. I~lcctror~s are not interitionally collected by the anode as in other tubes; 
instead, the electrons are removed by the collector electrode (shown on the right-hand side of 
tlie diagram) after the beam Iias given up its RF energy to  the output cavity. 

The illput signal is applied across the irlteractiori gap of the first cavity. Low-power tubes 
rnigltt contain a grid structure at the gap to provide coupling to the beam. In high-power 
tubes. liowever, tlie gap does not usually contain a grid because a grid cannot accommodate 
high power. (Tlie absence of a grid does not seriously impair the coupling between the gap and 
tlie bearn.) Those electrons which arrive at  the gap when the input signal voltage is at a 
nlaxirr~unl (peak of the sine wave) experience a voltage greater than those electrons which 
arrive at tlie gap when tlie input signal is at a minimum (trough of the sine wave). The process 
whereby a time variation in velocity is impressed upon the beam of electrons is called velocity 
~ t l o d ~ ~ l ~ l ~ i o ~ l .  

I r l  tile d r ~ i i  sp(lc3c, those electrons which were speeded up during the peak of one cycle 
cittcli irp with tliose slowed down during tile previous cycle. The result is that the electrons of  
tlie velocity-modulated beam become " bunched," or density modulated, after traveling 
tlirougli the drift space. I f  the interaction gap of the output cavity is placed at the point of  
rnaxirliirrn birricliing. power can be extracted from the density-modulated beam. Most higll- 
power klystroris for radar application liave one or more cavities between the input and output 
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The klystron has proven to be quite important for radar application. It is capable of high
average and peak power, high gain, good efficiency, stable operation, low interpulse noise, and
it can operate with the modulated waveforms required of sophisticated pulse-compression
systems.

Description, 1\ sketch of the principal parts of the klystron is shown in Fig. 6.9. At the
left-hand portion of the figure is the cathode, which emits a stream of electrons that is focused
into a narrow cylind rica I heam hy the electroll gUll. The electron gun consists of the cathode,
modulating anode or control grid, and the anode. The electron emission density from the
cal hade is gcnerally less than required for the electron beam, so a large-area cathode surface is
lIsed and I he emitted eleclrons are caused to converge to a narrow beam of high electron
(knsily. Tile modulating anode, or other heam control ekctrode, is often included as part 01"
the electron-gun structure to provide a means for pulsing the electron beam on and off. The
RF cavities, which correspond to the LC resonant circuits of lower-frcquency amplifiers, arc at
anode potential. Electrons arc not intentionally collected by the anode as in other tubes;
instead, the electrons are removed by the collector electrode (shown on the right-hand side of
the diagram) after the beam has given up its RF energy to the output cavity.

The input signal is applied across the illteractioll gap of the first cavity. Low-power tubes
might contain a grid structure at the gap to provide coupling to the beam. In high-power
tuhes, however, the gap does not usually contain a grid because a grid cannot accommodate
high power. (The absence of a grid does not seriously impair the coupling between the gap and
the beam.) Those electrons which arrive at the gap when the input signal voltage is at a
maximum (peak of the sine wave) experience a voltage greater than those electrons which
arrive at the gap when the input signal is at a minimum (trough of the sine wave). The process
whereby a time variation in velocity is impressed upon the beam of electrons is called velocity

modl/lat iOIl.

In the drift space, those electrons which were speeded up during the peak of one cycle
catch up with those slowed down during the previous cycle. The result is that the electrons of
the velocity-modulated beam become "bunched," or density modulated, after traveling
through the drift space. If the interaction gap of the output cavity is placed at the point of
maximum hunching, power can be extracted from the density-modulated beam. Most high­
power klystrons for radar application have one or more cavities between the input and output
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cavities to provide additional bunching, and hence, higtier gain. The gain of a klystron can be 
typically 15 to 20 dB  per stage when synchronously tuned, so that a four-cavity (three-stage) 
klystron can provide over 50 dB of gain. 

After the bunched electron beam delivers its RF power to the otrtput cavity, the electrons 
are removed by the collector electrode which is at, or sligt~tly below, the potential of the 
interaction structure. From 50 to 80 percent of the d-c input power might be converted to heat 
in typical linear-beam tubes, and.  most of this heat appears at the collector. Therefore the 
majority of the cooling required in the klystron is at  the collector. Power is extracted from 
the output cavity and delivered to the load by a coupling loop (as shown in Fig. 6.9) for 
low-power tubes, o r  by waveguide in high-power tubes. A waveguide ceramic window i s  
necessary to  maintain the vacuum in the tube and yet couple power out efficiently. Wavegiride 
arcing or  thermal stresses are common causes of window failures. High-power tubes 
sometimes employ an  arc detector looking directly at the output window that allows either the 
drive power to  be removed or  the beam to be shut off within a few tens of microseconds after 
the presence of an' arc is detected. 

In order to  counteract the mutual repulsion of the electrons which constilute thc electron 
beam, an axial magnetic field (not shown in Fig. 6.9) is generally employed. The rnagnetic ficld 
focuses, or  confines, the electrons to a relatively long, thin beam, and prevents the beam from 
dispersing. The beam focusing can be provided by a uniform magnetic field generated by a 
long solenoid which has iron shielding around the outside diameter. Cooling might have to be 
provided for the electromagnets.   he weight of the magnetic focusing system is a major 
portion of the total weight of a klystron. This weight can restrict the utility of klystrons for 
airborne and portable applications. 

Klystrons can sometimes be focused with lightweight permanent magnets. '*9errnanent 
magnets require no  power input or  cooling, and the various protective circuits needed with 
solenoids are eliminated. A significant reduction in weight can be obtained in some tubes by 
replacing the solenoid with a periodic-permanent-magnetic (PPM) focusing system which con- 
sists of a series of magnetic lenses. PPM focusing is not suited to  large average-power tubes. A t  
A' band, the maximum average power is probably under a kilowatt.' In some klystrons the 
electron beam may be confined by electrostatic fields designed into the tube structure so  that 
external magnets are not r e q ~ i r e d . ~ '  

In a high-power klystron, from 2 to  5 percent of the beam power might normally be 
intercepted by the interaction structure, o r  body of the tube. If the beam were not properly 
confined in a high-power klystron, the stray electrons that impinge upon the metal structi:re of 
the tube would cause it to  overheat and possibly be destroyed. Since loss of the focusing 
magnetic field could cause the tube to fail, protective circuitry is normally employed to remove 
the beam voltage in the event of improper focusing or  the complete loss of focusing. The 
collector of most high-power klystrons is insulated from the body (RF  interaction circuit) of 
the tube so as to allow separate metering and overload protection for the body current and tJlc 
collector current. 

Pulse modulation. The klystron amplifier may be pulsed by turning on and off the beam 
accelerating voltage, similar to  plate modulation of a triode or  magnetron. The modulator in 
this case must be capable of handling the full power of the beam. When the tube is modirlated 
by pulsing the RF input signal, the beam current must be turned on and off; otherwise beam 
power will be dissipated to no useful purpose in the collector in the interval between RF 
pulses, and the efficiency of the tube will be low. A common method for pulsing the beam of a 
klystron is with an electrode in the electron gun that controls the klystron-beam current. This 
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cavities to provide additional bunching, and hence, higher gain. The gain of a klystron can be
typically 15 to 20 dB per stage when synchronously tuned, so that a four-cavity (three-stage)
klystron can provide over 50 dB of gain.

After the bunched electron beam delivers its RF power to the output cavity, the electrons
are removed by the collector electrode which is at, or slightly below, the potential of the
interaction structure. From 50 to 80 percent of the d-c input power might beconverted to heat
in typical linear-beam tubes, and most of this heat appears at the collector. Therefore the
majority of the cooling required in the klystron is at the collector. Power is extracted from
the output cavity and delivered to the load by a coupling loop (as shown in Fig. 6.9) for
low-power tubes, or by waveguide in high-power tubes. A waveguide ceramic window is
necessary to maintain the vacuum in the tube and yet couple power out efficiently. Waveguide
arcing or thermal stresses are common causes of window failures. High-power tubes
sometimes employ an arc detector looking directly at the output window that allows either the
drive power to be removed or the beam to be shut off within a few tens of microseconds after
the presence of an.' arc is detected.

In order to counteract the mutual repulsion of the electrons which constitute the electron
beam, an axial magnetic field (not shown in Fig. 6.9) is generally employed. The magnetic field
focuses, or confines, the electrons to a relatively long, thin beam, and prevents the beam from
dispersing. The beam focusing can be provided by a uniform magnetic field generated by a
long solenoid which has iron shielding around the outside diameter. Cooling might have to be
provided for the electromagnets. The weight of the magnetic focusing system is a major
portion of the total weight of a klystron. This weight can restrict the utility of klystrons for
airborne and portable applications.

Klystrons can sometimes be focused with lightweight permanent magnets. l . 8 Permanent
magnets require no power input or cooling, and the various protective circuits needed with
solenoids are eliminated. A significant reduction in weight can be obtained in some tubes by
replacing the solenoid with a periodic-permanent-magnetic (PPM) focusing system which con­
sists of a series of magnetic lenses. PPM focusing is not suited to large average-power tubes. At
X band, the maximum average power is probably under a kilowatt. 8 In some klystrons the
electron beam may be confined by electrostatic fields designed into the tube structure so that
external magnets are not required.40

In a high-power klystron, from 2 to 5 percent of the beam power might normally be
intercepted by the interaction structure, or body of the tube. If the beam were not properly
confined in a high-power klystron, the stray electrons that impinge upon the metal strucll:re of
the tube would cause it to overheat and possibly be destroyed. Since loss of the focusing
magnetic field could cause the tube to fail, protective circuitry is normally employed to remove
the beam voltage in the event of improper focusing or the complete loss of focusing. The
collector of most high-power klystrons is insulated from the body (RF interaction circuit) of
the tube so as to allow separate metering and overload protection for the body current and the
collector current.

Pulse modulation. The klystron amplifier may be pulsed by turning on and off the beam
accelerating voltage, similar to plate moduiation of a triode or magnetron. The modulator in
this case must be capable of handling the full power of the beam. When the tube is modulated
by pulsing the RF input signal, the beam current must be turned on and off; otherwise beam
power will be dissipated to no useful purpose in the collector in the interval between RF
pulses, and the efficiency of the tube will be low. A common method for pulsing the beam of a
klystron is with an electrode in the electron gun that controls the klystron-beam current. This



is tlic rr~otirtlnrirrq r r r r o t i c .  .l'lic ativa~it:~gc of the ti~odulating anode is that i t  reqi~ires little control 
power to rnodulate the beam. 'I'lw power necessary is that required to charge and discharge the 
capacitance of the klyst roll guri and its associated circuitry, and this is independent of the pulse 
lerlgtli The cutoff characteristics of the modulating anode permit only a few electrons to 
e4capc Troll\ the clcctrori gu11 during tile interpulse period when tlie beam is turned off. This 
is i ~ ~ i p o r t a r ~ t  in radar applicatio~l since the receiver sensitivity will be degraded if suficient 
electrons are preserit during the interpulse period to cause the stray electron-current noise to 
cvcccrl I cccivcr ~lclisc. 

'I'lie Iiigli-power klystron rnay also be pulsed with a grid it1 the electron gun so designed 
tliat tlle grid does not intercept the  electron^.^^' Such nonintercepting gridded guns can switch 
tile hearn witti low-power modulators. This technique actually uses two closely spaced and 
aligned grids. One  is near the cathode and is at cathode potential. (In the so-called U n i g ~ - i d , ~ ~  
this grid is pllysically placed on the cathode but is properly passivated to prevent emission.) 
*l'lie second grid is the control grid for the beam current. It is at  a positive potential arid is 
locarcd i l l  tlie stladow of tile first grid. For this reason the first grid is also known as the sltodo,c! 
q~.rd 'I'tic pilrposc of the shadow grid is to suppress electron emission from those portions of 
tlie catl~ode wliicli otlicrwise would be intercepted by the second, or  control, grid. The cathode 
surface utider- each opening of the first grid is dimpled. Each ditnple is aligned with the 
openings of tlie grid so tliat bearnlets are formed within each grid opening. The beam intercep- 
tion on tile coritrol grid of practical nonintercepting gridded guns might be less than a few 
lli~ridredtlis of one percent of beam current.' The shadow grid can also be used in the 
traveling-wave tube. 

Bandwidth. The frequency of a klystron is determined by the resonant cavities. When all the 
cavities are tuned to tlie same frequency, the gain of the tube is high, but the bandwidth is 
narrow, perhaps a fraction of one percent. This is known as  synchronous tuning. Although 
maximum gain is obtained with all cavities tuned to  the same frequency, klystrons are often 
operated with the next to the last cavity (the penultimate cavity) tuned outside the passband 
on tlie high-frequency side. The gain is reduced by about 10 dB in so doing, but the improved 
electron bunching results in greater efficiency and in 15 t o  25 percent more output power.7 
Broadbanding of a multicavity klystron may be accomplished in a manner somewhat analo- 
gous to the methods used for broadbanding multistage IF amplifiers, that is, by tuning the 
individual cavities to  different frequencies. This is known as s tagger  tuning. Stagger tuning of a 
klystron is not strictly analogous to stagger tuning a conventional IF amplifier because inter- 
actions amopg cavities can cause the tuning of one cavity to  affect the tuning of the others. The 
S band VA-87, a four-cavity klystron amplifier, has a synchronously tuned half-power band- 
width of 20 M H z  and a gain of 61 dB. When tuned for maximum power the bandwidth is 
irlcreased to 27 M1I7. arid the gain reduced to 57.6 dB.9 By stagger tuning the various cavities 
the half-power bandwidth can be increased to  77 MHz (about 2.8 percent bandwidth), but 
with a corlcurrerit decrease in gain to 44 dB. In practice, stagger tuning enables the bandwidth 
of the multicavity klystron amplifier to be increased from a synchronously tuned bandwidth of 
4 to percent to values of more than 5 percent. Multicavity klystrons can be designed with 
bandwidths as large as 10 to 12 percent or  greater.7.10.41*50 

Tuning. Altllough conventional kiystrorls are of narrow bandwidth, they may be tuned over a 
wide frequency range.' A simple tuning mechanism is a flexible wall in the resonant cavity. The 
tutlirig range is about 2 o r  3 percent, and the tuner life is limited. Tuning ranges of 10 to 20 
percent are possible with a movable capacitive element (paddle) in the cavity. Tuner life is no 
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is the 17!Odll{(/(;llq l1IJOde. The advantage of the modulating anode is that it requires little control
power to modulate the beam. The power necessary is that required to charge and discharge the
capacitance of the klystron gun and its associated circuitry, and this is independent of the pulse
length. The cutoff characteristics of the modulating anode permit only a few electrons to
escape from the electron gun during the interpulse period when the beam is turned off. This
is important in radar application since the receiver sensitivity will be degraded if sufficient
electrons are present during the interpulse period to cause the stray electron-current noise to
exceed receiver noise.

The high-power klystron may also be pulsed with a grid in the electron gun so designed
that the grid does not intercept the electrons. 7.8 Such nonintercepting gridded guns can switch
the neam with low-power modulators. This technique actually uses two closely spaced and
aligned grids. One is ncar the cathode and is at cathode potential. (In the so-called Unigrid,42
this grid is physically placed on the cathode but is properly passivated to prevent emission.)
The second grid is the control grid for the beam current. It is at a positive potential and is
located in the shadow of the first grid. For this reason the first grid is also known as the shadow
qrid. The purpose of the shadow grid is to suppress electron emission from those portions of
the cathode which otherwise would be intercepted by the second, or control, grid. The cathode
surface under each opening of the first grid is dimpled. Each dimple is aligned with the
openings of the grid so that beamlets are formed within each grid opening. The beam intercep­
tion on the control grid of practical non intercepting gridded guns might be less than a few
hundredths of one percent of beam current. 8 The shadow grid can also be used in the
traveling-wave tube.

Bandwidth. The frequency of a klystron is determined by the resonant cavities. When all the
cavities are tuned to the same frequency, the gain of the tube is high, but the bandwidth is
narrow, perhaps a fraction of one percent. This is known as synchronous tuning. Although
maximum gain is obtained with all cavities tuned to the same frequency, klystrons are often
operated with the next to the last cavity (the penultimate cavity) tuned outside the passband
on the high-frequency side. The gain is reduced by about 10 dB in so doing, but the improved
electron bunching results in greater efficiency and in 15 to 25 percent more output power,7
Broadbanding of a multicavity klystron may be accomplished in a manner somewhat analo­
gous to the methods used for broadbanding multistage IF amplifiers, that is, by tuning the
individual cavities to different frequencies. This is known as stagger tuning. Stagger tuning of a
klystron is not strictly analogous to stagger tuning a conventional IF amplifier because inter­
actions amoQ,g cavities can cause the tuning of one cavity to affect the tuning of the others. The
S band VA-87, a four-cavity klystron amplifier, has a synchronously tuned half-power band­
width of 20 MHz and a gain of 61 dB. When tuned for maximum power the bandwidth is
increased to 27 Mill. and the gain reduced to 57.6 dB.9 By stagger tuning the various cavities
the half-power bandwidth can be increased to 77 MHz (about 2.8 percent bandwidth), but
with a concurrent decrease in gain to 44 dB'. In practice, stagger tuning enables the bandwidth
of the multicavity klystron amplifier to be increased from a synchronously tuned bandwidth of
! to I percent to values of more than 5 percent. Multicavity klystrons can be designed with
bandwidths as large as 10 to 12 percent or greater.7,10,41,50

Tuning. Although conventional klystrons are of narrow bandwidth, they may be tuned over a
wide frequency range. 7 A simple tuning mechanism is a flexible wall in the resonant cavity. The
tuning range is about 2 or 3 percent, and the tuner life is limited. Tuning ranges of 10 to 20
percent are possible with a movable capacitive element (paddle) in the cavity. Tuner life is no
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problem, but the tuner increases the cavity capacitance and thus decreases the cavity im- 
pedance so that there is reduced bandwidth at the low-frequency end of the tuning range 
Tuning ranges of 10 to 15 percent can be obtained without a compromise in impedance by 
using a sliding-contact movable cavity wall, but at the expense of increased mechanical 
complexity. 

T o  simplify the tuning of a klystron it is desirable to  have a "gang tuner " by which all the 
cavities are controlled by a single knob when changing frequency. Gang tuning is complicated, 
however, since the resonant cavities d o  not generally have the same tuning rates. The channel 
tlrrlir~g mechanism avoids the problem of the frequency tracking of the resonant cavities b y  
preti~ning the cavities (generally at the factory); and the tuning informaticn is stored mechan- 
ically within the tuner mechanism. Thus when a particular frequency channel is desired, the 
tuner mechanism provides the correct tuner position for each cavity to achieve the desired 
klystron frequency response. The klystron differs from other tubes in that the t\igher the peak 
power, the greater can be its 

Other properties. The R F  conversion efficiency of klystron amplifiers as used for radar might 
range from 35 to  50 percent. The less the bandwidth of the klystron, the greater can he its 
e f f i ~ i e n c y . ~ ~  However, by use of harmonic bunching of the electron beam, high-power C W  
klystrons of wide bandwidth have demonstrated efficiencies as high as 70 t o  75 percent." 

The advantage of the klystron over other microwave tubes in producing high power is due 
t o  its geometry. The  regions of beam formation, RF interaction, and beam collection are 
separate and independent in the klystron. Each region can be designed to best perform its own 
particular function independently of the others. For example, the cathode is outside the R F  
field and need not be restricted to  sizes small compared with a wavelength. Large cathode area 
and large interelectrode spacings may be used to  keep the emission current densities and 
voltage gradients to reasonable values. The  only function of the collector electrode in  the 
klystron is to dissipate heat. It can be o f a  shape and size most suited for satisfying the average 
or  peak power requirements without regard for conducting RF currents, since none arc 
prescnt. 

The design flexibility available with the klystron is not present in other tube types con- 
sidered in this chapter, except for the traveling-wave titbe. In most other tubes the filnctions of 
electron emission, RF interaction, and collection of electrons usually occur in the same region. 
The design of such tubes must therefore be a compromise between good RF performance and 
good heat dissipation. Unfortunately, these requirements cannot always be satisfied simulta- 
neously. Good R F  performance usually requires the tube electrodes t o  be small compared with 
a wavelength, while good heat dissipation requires large structures. 

The high-power capability of the klystron, like anything else, is not unlimited. One  of the 
major factors which has restricted the power available from klystrons has been the problem of 
obtaining RF windows capable ofcoupling the output power from the vacitum envelope to  the 
load. Other factors limiting large powers are  the difficulty of operating with high voltages, of 
dissipating hcat in the collector, and of  obtaining sufficient cathode emissio~l citrrcnt. 

Examples. Klystrons have seen wide application in radar. Several examples of radar pulse 
klystrons will be briefly mentioned. The VA-87E, shown in Fig. 6.10, is a 6-cavity, S-band 
klystron tunable over the range from 2.7 t o  2.9 GHz.  It was designed t o  meet the requirements 
for the ASR-8 Airport Surveillance Radar. It has a peak power of 0.5 to  2.0 M W  and an 
average power of 0.5 t o  3.5 k W. The gain is nominally 50 d B  and its efficiency is greater than 45 
percent. Its 1-dB bandwidth is 39 MHz, but it is inherently capable of greater values. A peak 
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problem, but the tuner increases the cavity capacitance and thus decreases the cavity im­
pedance so that there is reduced bandwidth at the low-frequency end of the tuning range.
Tuning ranges of 10 to 15 percent can be obtained without a compromise in impedance by
using a sliding-contact movable cavity wall, but at the expense of increased mechanical
complexity.

To simplify the tuning of a klystron it is desirable to have a "gang tuner" by which all the
cavities are controlled by a singleknobwhen changing frequency. Gang tuning is complicated,
however, since the resonant cavities do not generally have the same tuning rates. The channel
tllning mechanism avoids the problem of the frequency tracking of the resonant cavities by
pretuning the cavities (generally at the factory); and the tuning information is stored mechan­
ically within the tuner mechanism. Thus when a particular frequency channel is desired, the
tuner mechanism provides the correct tuner position for each cavity to achieve the desired
klystron frequency response. The klystron differs from other tubes in that the higher the peak
power, the greater can be its bandwidth.48

•
50

Other properties. The RF conversion efficiency of klystron amplifiers as used for radar might ,
range from 35 to 50 percent. The less the bandwidth of the klystron, the greater can be its '"
efficiency.43 However, by use of harmonic bunching of the electron beam, high-power CW
klystrons of wide bandwidth have demonstrated efficiencies as high as 70 to 75 percent. ll

The advantage of the klystron over other microwave tubes in producing high power is due
to its geometry. The regions of beam formation, RF interaction, and beam collection are
separate and independent in the klystron. Each region can be designed to best perform its own
particular function independently of the others. For example, the cathode is outside the RF
field and need not be restricted to sizes small compared with a wavelength. Large cathode area
and large interelectrode spacings may be used to keep the emission current densities and
voltage gradients to reasonable values. The only function of the collector electrode in the
klystron is to dissipate heat. It can be of a shape and size most suited for satisfying the average
or peak power requirements without regard for conducting RF currents, since none arc
present.

The design flexibility available with the klystron is not present in other tube types con­
sidered in this chapter, except for the traveling-wave tube. Tn most other tubes the functions of
electron emission, RF interaction, and collection of electrons usually occur in the same region.
The design of such tubes must therefore be a compromise between good RF performance and
good heat dissipation. Unfortunately, these requirements cannot always be satisfied simulta­
neously. Good RF performance usually requires the tube electrodes to be small compared with
a wavelength, while good heat dissipation requires large structures.

The high-power capability of the klystron, like anything else, is not unlimited. One of the
major factors which has restricted the power available from klystrons has been the problem of
obtaining RF windows capable ofcoupling the output power from the vacuum envelope to the
load. Other factors limiting large powers are the difficulty of operating with high voltages, of
dissipating heat in the collector, and of obtaining sufficient cathode emission current.

Examples. Klystrons have seen wide application in radar. Several examples of radar pulse
klystrons will be briefly mentioned. The VA-87E, shown in Fig. 6.10, is a 6-cavity, S-band
klystron tunable over the range from 2.7 to 2.9 GHz. It was designed to meet the requirements
for the ASR-8 Airport Surveillance Radar. It has a peak power of 0.5 to 2.0 MW and an
average power of0.5 to 3.5 kW. The gain is nominally 50 dB and its efficiency is greater than 45
percent. Its I-dB bandwidth is 39 MHz, but it is inherently capable of greater values. A peak
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Figure 6.10 Pilotograph of the VA-87E 6-cavity S-band klystron mounted on a dolly. (Courtesy Varian 
.Issociates. IIIC., Palo Alto, C A . )  

beam voltage of 65 kV is required and its peak beam current is 34 amperes. The pulse duration 
can he from 0.5 to  6.0 ps. 

The VA-812C is a wideband U H F  klystron with a 12 percent bandwidth. It is capable of 
8 M W of peak power and 30 kW of average power, with a pulse width of 6 p. Its efficiency is 
40 percent and gain is 30 dB. A peak beam voltage of 145 kV is required. The VA-812C formed 
the basis for the design of the VA-842, a tube used in the Ballistic Missile Early Warning 
System (BMEWS), with a demonstrated life in excess of 50,000 hours. The  VA-812E, which 
was also derived from the same family as the VA-812C, has a peak power of 20 MW with an 
itlstatltancous 1-dl3 baridwidtll of 25 MHz and a 40 dB  gain. Its average power rating is 
300 kW at a duty of 0.015 and a 40 ps pulse width. 
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Figure 6.10 Photograph of the V!\-87E 6-cavity S-band klystron mounted on a dolly. (Courtesy Varian
Associates, fllc,. Palo Alto, CA.)

beam voltage of 65 kV is required and its peak beam current is 34 amperes. The pulse duration
can be from 0.5 to 6.0 tIS.

The VA-812C is a wideband UHF klystron with a 12 percent bandwidth. It is capable of
R M W of peak power and 30 k W of average power, with a pulse width of 6 JJ.S. Its efficiency is
40 percent and gain is 30 dB. A peak beam voltage of 145 kV is required. The VA-812C formed
the has is for the design of the VA-842, a tube used in the Ballistic Missile Early Warning
System (BMEWS), with a demonstrated life in excess of 50,000 hours. The VA-812E, which
was also derived from the same family as the VA-812C, has a peak power of 20 MW with an
instantaneous I-dB bandwidth of 25 MHz and a 40 dB gain. Its average power rating is
300 kW at a duty of 0.015 and a 40 JLS pulse width.



6.4 TRAVELING-WAVE-TUBE 'AMPLIFIER 

The traveling wave tube (TWT) is another example of a linear-bcanl, or 0-type, tuhc. I t  dlffcrs 
from the klystron amplifier by the continuous interaction of the electron beam and the RF 
field over the entire length of the propagating structure of the traveling-wavc tubc rathcr tllarl 
the interaction occurring at the gaps of a relatively few resonant cavities. The chief character- 
istic of the TWT of interest to the radar system engineer is its relatively wide bandwidth. A 
wide bandwidth is necessary in applications where good range-resolution is required or where 
i t  is desired to avoid deliberate jamming or mutual interference with nearby radars. Altho~rgh 
low power TWTs are capable of octave bandwidths, bandwidths of the order of 10 to 2 0  
percent are more typical at the power levels required for long-range radar applications. The 
gain, efficiency, and power levels of TWTs are like those of the klystron; but, in general, their 
values are usually slightly less than can be obtained with a klystron of comparable design. 

A diagrammatic representation of a traveling-wave tube is shown in Fig. 6.1 1. The elec- 
tron optics is similar to the klystron. Both employ the principle of velocity modulation to 
density-modulate the electron beam current. Electrons emitted by the cathode of  the traveling- 
wave tube are focused into a beam and pass through the R F  interaction circuit known as the 
slow-wave structure, or  periodic delay line. An axial magnetic field is provided to maintain the 
electron-beam focus, just as in the klystron. A shadow grid to pulse-modulate the beam can 
also be included. After delivering their d-c energy to the RF  field, the electrons are removed by 
the collector electrode. The RF signal to be amplified enters via the input coilpler and propa- 
gates along the slow-wave structure. A helix is depicted as the slow-wave structure in Fig. 6.1 I ,  
but TWTs for radar usually use a structure better suited for high power. The velocity of 
propagation of electromagnetic energy is slowed down by the periodic structure so that i t  is 
nearly equal to the velocity of the electron beam. It is for this reason that helix and sim~lar 
microwave circuits are called slow-wave structures or  delay lines. The synchronism between 
the electromagnetic wave propagating along the slow-wave structure and the d-c electron 
beam results in a cumulative interaction which transfers energy from the d-c electron beam to 
the RF wave, causing the RF  wave to be amplified. 

The simple helix was used as the slow-wave structure in the early TWTs and is still 
preferred in traveling-wave tubes at power levels up to a few kilowatts. I t  is capable of wider 
bandwidth than other slow-wave structures, but its power limitations d o  not make i t  suitable 
for most high-power radar applications. A modification of the helix known as the ring-bar 
circuit has been used in TWTs to achieve higher power and efficiencies between 35 and 50 
percent."*12 The Raytheon QKW-1671A, which utilizes a ring-bar circuit, has a peak power 
of 160 kW, a duty cycle of 0.036,"p'ulse width of 70 ps, gain of 45 dB, and a 200 MHz band- 
width at L band. This tube is suitable for air-search radar. Similar TWTs have been used in 
phased-array radar. The Air Force Cobra Dane phased-array radar, for examplc, irscs 96 
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Figure 6.1 1 Diagrammatic representation of the traveling-wave tube. 
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6.4 TRAVELING-WAVE-TUBE AMPLIFIER

The traveling wave tube (TWT) is another example of a linear-beam, or O-type, tllhe. It difkrs
from the klystron amplifier by the continuous interaction of the electron beam and the RF
field over the entire length of the propagating structure of the traveling-wave tuhc rather than
the interaction occurring at the gaps of a relatively few resonant cavities. The chief character­
istic of the TWT of interest to the radar system engineer is its relatively wide bandwidth. A
wide bandwidth is necessary in applications where goOd range-resolution is required or where
it is desired to avoid deliberate jamming or mutual interference with nearby radars. Although
low power TWTs are capable of octave bandwidths, bandwidths of the order of 10 to 20
percent are more typical at the power levels required for long-range radar applications. The
gain, efficiency, and power levels of TWTs are like those of the klystron; but, in general, their
values are usually slightly less than can be obtained with a klystron of comparable design.

A diagrammatic representation of a traveling-wave tube is shown in Fig. 6.11. The elec­
tron optics is similar to the klystron. Both employ the principle of velocity modulation to
density-modulate the electron beam current. Electrons emitted by the cathode of the traveling­
wave tube are focused into a beam and pass through the RF interaction circuit known as the
slow-wave structure, or periodic delay line. Anaxial magnetic field is provided to maintain the
electron-beam focus, just as in the klystron. A shadow grid to pulse-modulate the heam can
also be included. After delivering their d-c energy to the RF field, the electrons are removed by
the collector electrode. The RF signal to be amplified enters via the input coupler and propa­
gates along the slow-wave structure. A helix is depicted as the slow-wave structure in Fig. 6.11,
but TWTs for radar usually use a structure better suited for high power. The velocity of
propagation of electromagnetic energy is slowed down by the periodic structure so that it is
nearly equal to the velocity of the electron beam. It is for this reason that helix and similar
microwave circuits are called slow-wave structures or delay lines. The synchronism between
the electromagnetic wave propagating along the slow-wave structure and the doc electron
beam results in a cumulative interaction wpich transfers energy from the d-c electron beam to
the RF wave, causing the RF wave to be amplified.

The simple helix was used as the slow-wave structure in the early TWTs and is still
preferred in traveling-wave tubes at power levels up to a few kilowatts. It is capable of wider
bandwidth than other slow-wave structures, but its power limitations do not make it suitable
for most high-power radar applications. A modification of the helix known as the ring-bar
circuit has been used in TWTs to achieve higher power and efficiencies between 35 aild 50
percent. 1 1.12 The Raytheon QKW-1671A, which utilizes a ring-bar circuit, has a peak power
of 160 kW, a duty cycle of 0.036,"puisewidth of 70 ~s, gain of 45 dB, and a 200 MHz band­
width at L band. This tube is suitable for air-search radar. Similar TWTs have been used in
phased-array radar. The Air Force Cobra Dane phased-array radar, for example, uses 96
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Figure 6.11 Diagrammatic representation or the traveling-wave tube.
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QKW-1723  TWTs, each with a peak power of 175 kW and at1 average power of 10.5 kW 
operating over the frequency band of  from 1175 to 1375 MHz. Since this radar is designed to 
nlonitor ballistic-missile reentry vet~icles, its pulse width is as great as 2000 ps. 

The ring-loop slow-wave circuit wtiich consists of equally spaced rings and connecting 
bars, is also related to the helix and the ring-bar. It is claimed14 to be preferred for tubes in the 
power range from 1 to 20 k W, as for lightweight airborne radar or  as drivers for high-power 
tubes. The ring-loop circuit is not bothered by the backward-wave oscillations of the ordinary 
helix or the "rabbit ear" oscillations which can appear in coupled-cavity circuits. 

The I~elix tlas heen operated at high average power by passing cooling fluid through a 
lielix constructed of copper tubing.43 The bandwidth of this type of fluid-cooled helix TWT 
can be alrnost an octave, arid it is capable of several tens of kilowatts average power at L band 
with ;\ duty cycle suitable for radar applications. 

A po l>u ln r  for111 of slow-wave structure for liigli-power TWTs is the coupled-cat-it)* 
circuit ' . '  it is not derived froni the lielix as are the ring-bar or ring-loop circuits. Tlie 
iridividiial u n i t  cells of the coupled-cavity circuit resemble the ordinary klystron resonant 
c;ivities Therc is tio direct couplirig between the cavities of a klystron; but in the traveling- 
wave tuhe, coupling is provided by a long slot in the wall of each cavity. The coupled-cavity 
circuit is quite conipatible witti ttie use of lightweight PPM focusing, a desired feature in some 
airborne applicatio~is. 

Altliougti the TWT and the klystron are similar in many respects, one of the major 
dinerences between ttie two is that feedback along the slow-wave structure is possible in the 
TWT, but the back coupling of RF energy in the klystron is negligible. Ifsufficient energy were 
fed back to the input, the TWT would produce undesired oscillations. Feedback energy might 
arise in the TWT from the reflection of a portion of the forward wave at the output coupler. 
The feedback must be eliminated if  the traveling-wave amplifier is to function satisfactorily. 
Energy traveling in the backward direction may be reduced to an insignificant level in most 
tubes by the itisertiotl of attenuation in the slow-wave structure. The attenuation may be 
distributed, or i t  may be lumped; but it is usually found within the middle third of the tube. 
Loss introduced to attenuate the backward wave also reduces the power of the forward wave, 
wtiich results in a loss of efficiency. This loss in the forward wave can be avoided by the use of 
discoritiniiitics called set-ers, which are short internal terminations designed to dissipate the 
reverse-directed power without seriously affecting ttie forward power.13 The number ofsevers 
depends on tlie gain of the tube; one sever is used for each 15 to 20 dB of gain. In addition to 
reflection-type oscillations, backward-wave oscillations can occur. These frequently occur 
outside tlie passbarid so that they can he reduced by loss that is frequency selective.13 

i n  principle, the traveling-wave tube should be capable of as large a power output as the 
klystron. The cathode, RF interaction region, and the collector are all separate and each can 
be designed to perform tlieir required functions independently of the others. In practice, 
however. i t  is found that there are limitations to high power. The necessity for attenuation or 
severs in the structure, as mentioned above, tends to make the traveling-wave tube less efficient 
than the klystron. The slow-wave structure can also provide a limit to TWT capability. It 
seems that those slow-wave structures best suited for broad bandwidth (like the helix) have 
poor power capability and poor heat dissipation. A sacrifice in bandwidth must be made if  
high-power is required of a TWT. I f  the bandwidth is too small, however, there is little 
advantage to be gained with a traveling-wave tube as compared with multicavity klystrons. 

A klystron can be operated over a fairly wide range of beam voltage without a large 
change in the gain characteristics. However, high-power traveling-wave tubes tend to oscillate 
at reduced beam voltage. Therefore the tolerance on the TWT beam voltage must be tighter 
witli increasing batidwidtti.' The protection requirements for traveling-wave tubes aresimilar 
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QK W-I723 TWTs, each with a peak power of 175 kW and an average power of to.5 kW
operating over the frequency band offrom 1175,toI375 MHz. Since this radar is designed to
monitor ballistic-missile reentry vehicles, its pulse width is as great as 2000 Jls.

The ring-loop slow-wave circuit which consists of equally spaced rings and connecting
bars, is also related to the helix and the ring-bar. It is claimed 14 to be preferred for tubes in the
power range from I to 20 k W, as for lightweight airborne radar or as drivers for high-power
tubes. The ring-loop circuit is not bothered by the backward-wave oscillations of the ordinary
helix or the" rabbit ear" oscillations which can appear in coupled-cavity circuits.

The helix has been operated at high average power by passing cooling fluid through a
helix constructed of copper tubing. 43 The bandwidth of this type of fluid-cooled helix TWT
can oe almost an octave, and it is capable of several tens of kilowatts average power at L band
with a duty cycle suitahle for radar applications.

A popular form of slow-wave structure for high-power TWTs is the coupled-cm'ity
circuit. 7.1 I It is not derived from the helix as are the ring-bar or ring-loop circuits. The
individual unit cells of the coupled-cavity circuit resemble the ordinary klystron resonant
cavities. There is no direct coupling between the cavities of a klystron; but in the traveling­
wave tuhe, coupling is provided by a long slot in the wall of each cavity. The coupled-cavity
circuit is quite compatible with the use of lightweight PPM focusing, a desired feature in some
airborne applications.

Although the TWT and the klystron are similar in many respects, one of the major
differences between the two is that feedback along the slow-wave structure is possible in the
TWT. but the back coupling of RF energy in the klystron is negligible. If sufficient energy were
fed back to the input, the TWT would produce undesired oscillations. Feedback energy might
arise in the TWT from the reflection of a portion of the forward wave at the output coupler.
The feedback must be eliminated if the traveling-wave amplifier is to function satisfactorily.
Energy traveling in the backward direction may be reduced to an insignificant level in most
tubes by the insertion of attenuation in the slow-wave structure. The attenuation may be
distributed, or it may be lumped; but it is usually found within the middle third of the tube.
Loss introduced to attenuate the backward wave also reduces the power of the forward wave.
which results in a loss of efficiency. This loss in the forward wave can be avoided by the use of
discontinuities called sel'ers. which are short internal terminations designed to dissipate the
reverse-directed power without seriously affecting the forward power. 13 The number of severs
depends on the gain of the tube; one sever is used for each 15 to 20 dB of gain. In addition to
reflection-type oscillations, backward-wave oscillations can occur. These frequently occur
outside the pClssband so that they can be reduced by loss that is frequency selective. I

3

In principle, the traveling-wave tube should be capable of as large a power output as the
klystron. The cathode, RF interaction region, and the collector are all separate and each can
he designed to perform their required functions independently of the others. In practice,
however. it is found that there are limitations to high power. The necessity for attenuation or
severs in the structure, as mentioned above, tends to make the traveling-wave tube less efficient
than the klystron. The slow-wave structure can also provide a limit to TWT capability. It
seems that those slow-wave structures best suited for broad bandwidth (like the helix) have
poor power capability and poor heat dissipation. A sacrifice in bandwidth must be made if
high-power is required of a TWT. If the bandwidth is too small, however, there is little
advantage to be gained with a traveling-wave tube as compared with multicavity klystrons.

A klystron can be operated over a fairly wide range of beam voltage without a large
change in the gain characteristics. However, high-power traveling-wave tubes tend to oscillate
at reduced beam voltage. Therefore the tolerance on the TWT beam voltage must be tighter
with increasing bandwidth. 7 The protection requirements for traveling-wave tubes are similar
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to those of the klystron, but they are generally more difficult than for the klystron. I n  some 
traveling-wave tubes with coupled-cavity circuits, oscillations appear for an instant during the 
turn-on and turn-off portions of the pulse.' They are called rabbit-ear oscillations because of 
their characteristic appearance when the RF envelope of the pulse waveform is displayed 
visually on a CRT. These can be undesirable in some military applications since they might 
provide a distinctive feature for recognizing a particular radar. 

An example of a traveling-wave tube designed for radar applications is the S-band Varian 
VA-125A. It is a broadband, liquid-cooled TWT which uses a clover leaf coupled-cavity 
slow-wave structure. It is capable of 3 M W  of peak power over a 300 MHz bandwidth, with ti 

0.002 duty cycle, a 2-ps pulse width, and a gain of 33 dB. This tiibe is similar in many respects 
to the VA-87 klystron amplifier. It was originally designed to be used interchangeably with thc 
VA-87 klystron, except that the VA-125 TWT has a broader bandwidth and requires a larger 
input power because of its lower gain. 

3 

In addition to being used as the power tube for high-power radar systems, thc traveling- 
wave tube has also been employed, at  lower power levels, as the driver for high-power tube> 
(such as the crossed-field amplifier), and in phased array radars which use many tubes to 
achieve the desired high-power levels. 

6.5 HYBRID LINEAR-BEAM AMPLIFIER 

By combining the advantages of the klystron and the traveling-wave tube into a sitlgle dcvice i t  

is possible to obtain a high-power amplifier with a bandwidth, efficiency, and gain flatnesb 
better than can be obtained with either the usual klystron or TWT.' One  such device is thc 
Varian Twystron (a trade n a m ~ ) ,  which is a hybrid consisting of a millticavity klystron inpt~t 
section coupled t o  an extended interaction traveling-wave output section. The limitation to the 
bandwidth o f a  klystron is generally the output cavity. It cannot be made broadband without a 
decrease in efficiency. The slow-wave circuits of traveling-wave tubes have a broader hand- 
width than klystron resonant cavities; and when used for the output of a klystron, as in thc 
Twystron, a broad bandwidth can be achieved with the peak and average power capabilities of 
a klystron. 

The C-band Varian VA-146 Twystron family of tubes provides peak power outputs from 
i 

200 kW to 9 M W  with bandwidths greater than 10 percent. The VA- 146N produces a 2.5 M W 
peak power with a 20 ps pulse at a 0.004 duty cycle over a I-) dB bandwidth of 500 MHz at C' 
hand. The gain is 31 dB  and ttie efficiency at midband is 40 percent. 

6.6 CROSSED-FIELD AMPLIFIERS 

The crossed-field amplifier (CFA), like the magnetron oscillator, is characterized by magnetic 
and electric fields that are perpendicular t o  each other. Such tubes are of high efficiency (40 to 
60 percent), relatively low voltage (compared with a linear-beam tube), and of light weight and 
small size so as to make them of interest for mobile applications. CFAs are capable of broad 
bandwidth (10 to  20 percent) with high peak power, but the gain is usually modest. They have 
good phase stability, and a number of CFAs can be operated in parallel for greater power. 
CFAs can be used as a power booster following a magnetron oscillator, as ttie higtt-power 
stage in master-oscillator power-amplifier (MOPA) transmitters with other CFAs o r  a TWT 
as the driver stage, o r  as the individual transmitters of a high-power phased-array radar. 
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to those of the klystron, but they are generally more difficult than for the klystron. In 50111(;

traveling-wave tubes with coupled-cavity circuits; oscillations appear for an instanlduring th(;
turn-on and turn-off portions of the pulse. 1 They are called rabbit-ear oscillations because of
their characteristic appearance when the RF envelope of the pulse waveform is displayed
visually on a CRT. These can be undesirable in some military applications since they might
provide a distinctive feature for recognizing a particular radar.

An example of a traveling-wave tube designed for radar applications is the S-band Varian
VA-125A. It is a broadband, liquid-cooled TWT which uses a clover leaf coupled-cavity
slow-wave structure. It is capable of 3 MW of peak power over a 300 MHz bandwidth, with a
0.002 duty cycle, a 2-ps pulse width, and a gain of 33 dB. This tube is similar in many respects
to the VA-87 klystron amplifier. It was originally designed to be used interchangeably with Ihe
VA-87 klystron, except that the VA-125 TWT has a broader bandwidth and requires a larger
input power because of its lower gain. .~

In addition to being used as the power tube for high-power radar systems, the travding­
wave tube has also been employed, at lower power levels, as the driver for high-power lubes
(such as the crossed-field amplifier), and in phased array radars which use many lubes to
achieve the desired high-power levels.

6.5 HYBRID LINEAR-BEAM AMPLIFIER

By combining the advantages orthe' klystron and the traveling-wave tube into a single device it
is possible to obtain a high-'power amplifier with a bandwidth, efficiency, and gain flatness
better than can be obtained with either the usual klystron or TWT. 7 One such device is the
Varian Twystron (a trade nam~), which is a hybrid consisting of a multicavity klystron input
section coupled to an extend~d interaction traveling-wave output section. The limitation to the
bandwidth of a klystron is generally the output cavity. It cannot be made broadband withoul a
decrease in efficiency. The slow-wave circuits of traveling-wave tubes have a broader band­
width than klystron resonant cavitIes; and when used for the output of a klystron, as in the
Twystron, a broad bandwidth can be achieved with the peak and average power capabilities of
a klystron.

The C-band Varian VA-146 Twystron family of tubes provides peak power outputs from
200 kW to 9 MW with bandwidths greater than 10 percent. The VA-146N produces a 2.5 MW
peak power with a 20 ps pulse at a 0:004 duty cycle over a it dB bandwidth of500 MHz at C
band. The gain is 31 dB and the efficiency at midband is 40 percent.

6.6 CROSSED-FIELD AMPLIFIERS

The crossed-field amplifier (CFA), like the magnetron oscillator, is characterized by magnetic
and electric fields that are perpendicular to each other. Such tubes are of high efficiency (40 to
60 percent), relatively low voltage (compared with a linear-beam tube), and of light weight and
small size so as to make them of interest for mobile applications. CFAs are capable of broad
bandwidth (10 to 20 percent) with high peak power, but the gain is usually modest. They have
good phase stability, and a number of CFAs can be operated in parallel for greater power.
CFAs can be used as a power booster following a magnetron oscillator, as the high-power
stage in master-oscillator power-amplifier (MOPA) transmitters with other CFAs or a TWT
as the driver stage, or as the individual transmitters of a high-power phased-array radar.
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'I'llc crossed-field arliplificr is based 011 tllc sarlie i>riticiplc of clcctro~iic i~ltcractiori as tlic 
magnetron. Thus, its characterist-ics resemble tliose of the magnetron,-and many CFAs are 
cveli similar in physical appearance to a magnetron. The CFA also resembles the traveling- 
wave tube because tlie electronic iriteractiori in both is wit11 a traveling-wave. 

I'llere are several different types of crossed-field aniplifiers. Tltey all employ a slow-wave 
circuit, cathode, and input and output ports. A schematic of a CFA is as shown in Fig. 6.12. it 
rcscr~ihlcs tlic rnilgllctl.o~l oscilliitor cxccl~t tliat there are two exterrlal couplings (an input arid 
output). ISlectrons origi~intc fro~ii tlic cyli~idrical catliode whicli is coaxial to tlie KF slow-wave 
circuit that acts as tlie anode. Tlle cathode in a crossed-field tube is also known as the sole. 
(Tlie terrri  sol^. wllicli nicails yr.orrrlti /~lirte,  comes frorn the Frencll, wllo did much of tlie early 
ivork on crossed-field devices.) In some crossed-field devices the sole does not emit electrons, 
arid a separate crnittilig catliode is used. The two words sole arid c-atl~ode are sometimes ilsed 
intercllangeably. Tlie slow-wave structure is designed,so that an RF signal propagates at a 
vclocity near tl1at o f  tlle electron bealn. Tliis permits an exchange of energy frorn the electrori 
I ~ L ~ ~ I I I I  IO  ~ I I C  Ii 1' Iicld to ~ > I . O C I I I C C  i ~ r~ i~~I i f i c ;~ t io~ t .  A d-c electric fielcl is applied t~ctwccii t l ~ c  :triode 
(slow-wave structure) and the cathode. A magnetic field is perpendicular to the plane of the 
Ilapcr. ?-lie electrolls emitted frorri tlle catliode. under the action of the crossed electric alid 
rliag~lctic fields. fo1.111 illto rotating electrori (space-charge) bu~icties, or spokes. These bunclles 
drift alorig tlie slow-wave circuit it1 phase with the RF signal and transfer energy to the KF 
lvavc to provide aniplificatio~i. Instead of the collector electrode found in the klystroti and the 
TWT. the spent electroils terminate in the crossed-field amplifier on the slow-wave anode 
struct ilrc. 

T11e CFA depicted in Fig. 6.12 is called r.eerltr.arlt, in that the electrons that are not 
collected after energy is extracted at the output port are permitted to reenter the RF interac- 
tion area at the input. This improves the efficiency of the tube. The reenteringelectrons, however, 
miglit contain niodulation which will be amplified in the next pass through the circuit. To  
circumvent this the tube of Fig. 6.12 has a drift space to demodulate the electron stream so as to 
remove this RF feedback. Some crossed-field tubes, such as the Amblitron and the forward-wave 
rnagnetron, do  not have the drift space and employ the feedback provided by the reentering 
electrons. I f  the drift space in Fig. 6.12 is replaced by a collector electrode which terminates the 
electrorl stream, the CFA is called nonreentrant. 

Tlle traveling-wave interaction of tlie electron beam and the R F  signal may be with either 
a forward traveling-wave (as in the TWT) or with a backward traveling-wave. The type of 
interaction is determined by tlie slow-wave circuit employed. A forward-wave interaction 
takcs place when  the pliase velocity and the group velocity of the propagating signal along tlie 
slokv-kvave circuit are in the same direction. (The group velocity is the velocity with which 
eriergy is propagated aloiig the slow-wave circuit, and the phase velocity is the velocity of the 
R F  signal on the slow-wave circuit as it appears to the electrons. T o  achieve RF 
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Figure 6.12 Simple representation of a 
crossed-field amplifier. (From C l a ~ ~ l -  
pit tV6 Electronic Progress, Raytheitt.) 
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The crossed-lick! amplifier is based 011 tile same principle of electronic interaction as tile
magnetron. Thus, its characleristicsresemble 1110seof the magnetron, and many CFAs are
cven similar in physical appearance to a magnetron. The CFA also resembles the traveling­
wave tube because the electronic interaction in both is with a traveling-wave.

There are several different types of crossed-field amplifiers. They all employ a slow-wave
circuit. cathode, and input and output ports. A schematic of a CFA is as shown in Fig. 6.12. It
resemoles the magnetron oscillator except that there arc two external couplings (an input and
output). Electrons originate from the cylindrical cathode which is coaxial to the RF slow-wave
circuit that acts as the anode. The cathode in a crossed-field tube is also known as the .'loll!.

(The term sole. which means wound {'Iatl!. comes from the French. who did much of the early
work on crossed-field devices.) [n some crossed-field devices the sole does not emit electrons.
and a separate emitting cathode is used. The two words sale and cathode are sometimes used
interchangeably. The slow-wave structure is designed so that an RF signal propagates at a
velocity ncar that of the electron beam. This permits an exchange of energy from the electron
heam (0 (he RF ficld to produce amplification.;\ d-c electric field is applied between the anode
(slow-wave structure) and the cathode. t\ magnetic field is perpendicular to the plane of the
paper. The electrons emitted from the cathode. under the action of the crossed electric and
magnetic fields. form into rotating electron (space-charge) bunches, or spokes. These bunches
drift along the slow-wave circuit in phase with the RF signal and transfer energy to the RF
wave to provide amplification. Instead of the collector electrode found in the klystron and the
T\VT. the spent electrons terminate in the crossed-field amplifier on the slow-wave anode
s tructl! reo

The CF t\. depicted in Fig. 6.12 is called reelltrallt, in that the electrons that are not
collected after energy is extracted at the output port are permitted to reenter the RF interac­
tion area at the input. This improves the efficiency of the tube. The reentering electrons, however,
might contain modulation which will be amplified in the next pass through the circuit. To
circumvent this the tube of Fig. 6.12 has a drift space to demodulate the electron stream so as to
remove this RF feedback. Some crossed-field tubes, such as the Aml--Iitron and the forward-wave
magnetron, do not have the drift space and employ the feedback provided by the reentering
electrons. If the drift space in Fig. 6.12 is replaced by a collector electrode which terminates the
electron stream, the CFA is called l1ol1ree1ltrant.

The traveling-wave interaction of the electron beam and the RF signal may be with either
a forward traveling-wave (as in the TWT) or with a backward traveling-wave. The type of
interaction is determined by the slow-wave circuit employed. A forward-wave interaction
takes place when the phase velocity and the group velocity of the propagating signal along the
slow-wave circuit arc in the same direction. (The group velocity is the velocity with which
energy is propagated along the slow-wave circuit, and the phase velocity is the velocity of the
RF signal on the slow-wave circuit as it appears to the electrons. To achieve RF

Figure 6.12 Sim pie representation ofa
crossed-field amplifier. (From Clam­
"itt,6 Electronic Progress, RaytIJein.)"'-DiSCharge path
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amplification, the phase velocity must be near the velocity of the electron stream.) A htrckward- 
wave interaction takes place when the phase velocity is in the direction opposite that of the 
group velocity. The forward-wave CFA can operate over a broad range of frequency with a 
constant anode voltage, with only a small variation in the output power. On the other hand, 
the power output of a backward-wave CFA, with a constant anode voltage, varies with 
frequency. For a typical backward-wave CFA, the power output can vary 100 percent for a 10 
percent change in frequency." It is possible, however, with conventional modulator 
techniques, to operate the backward-wave CFA over a wide band with little change in output 
power. The type of modulators normally used with cathode-pulsed CFAs can readily compen- 
sate for the power variation with frequency of a backward-wave CFA and hold the variation of 
output power within acceptable levels. This is a result of the nature of the dispersion character- 
istics of such tubes. For example, with a particular X-band Varian backward-wave CFA,16 a 
constant-voltage modulator produces a variation in output power from 505 k W at 9.0 GHz to 
240 kW at 9.5 GHz, a change of 3.2 dB. A constant-current modulator with the same tube 
results in a power variation of only 0.3 dB over the same frequency range. Since most practical 
modulators are neither constant-current nor constant-voltage devices, actual performance is 
somewhere in between. A modulator with an internal impedance of 150 ohms will result in 
both current and voltage variations as a function of frequency when used with the above CFA, 
but the power output varies only 1 dB. Thus it does not matter significantly to the modulator 
designer whether the CFA is of the backward-wave or the forward-wave type as long as 
cathode pulsing is used with either a line-type modulator or a constant-current hard-tube 
modulator. 

Electron emission in high-power crossed-field amplifiers can take place by cold-cathode 
emission without a thermally heated cathode. Some of the electrons emitted from the cathode 
are not collected by the anode but return to the cathode by the action of the RF field and the 
crossed electric and magnetic fields. When these electrons strike the cathode they produce 
secondary electrons that sustain the electron emission process. Cold-cathode emission requires 
the presence of both the RF drive signal applied to the tube as well as the d-c voltage between 
cathode and anode. The buildup of the current by means of this secondary emission process is 
very rapid (within nanoseconds). There is little pulse-to-pulse time jitter in the starting process. 
Although the name cold-cathode emission is used to describe the action by which electrons are 
produced in the CFA, the cathode might not actually be "cold." The bombardment of the 
cathode surface by returning electrons can raise the cathode temperature high enough to 
require liquid cooling to prevent its destruction. 

The CFA can be pulse-modulated by turning on and off the high voltage between the 
anode (at ground potential) and the cathode (at a large negative potential). This is called 
cathode pulsing. The RF drive is usually applied to the CFA before the high voltage is applied 
since an RF signal is needed to start the emission process in a secondary-emission cathode. If 
high voltage is applied without RF drive, the amplifier appears as an open circuit to the 
modulator, causing the modulator voltage to double. The higher voltage could lead to arcing. 

The d-c high-voltage can be applied before the RF signal if the design is such that voltage 
breakdown or arcing does not occur. This leads to the possibility of modulating the tube 
without the need for a high-power modulator as required with cathode pulsing. Such opera- 
tion is possible with the forward-wave CFA using a cold secondary-emission cathode. The d-c 
operating voltage is applied continuously between cathode and anode. The tube remains 
inactive until the application of the RF input pulse starts the emission process, causing 
amplification to take place. At the end of the RF drive-pulse the electrons remaining in the 
tube must be cleared from the interaction area to avoid feedback which generates oscillations 
or noise. In reentrant CFAs, the electron stream can be collected after the removal of the RF 
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amplification, the phase velocity must be near the velocity of the electron stream.) A backward­
wave interaction takes place when the phase velocity is in the direction opposite that of the
group velocity. The forward-wave CFA can operate over a hroad range of frequency with a
constant anode voltage, with only a small variation in the output power. On the other hand,
the power output of a backward-wave CFA, with a constant anode voltage, varies with
frequency. For a typical backward-wave CFA, the power output can vary 100 percent for a 10
percent change in frequency.1s It is possible, however, with conventional modulator
techniques, to operate the backward-wave CFA over a wide band with little change in output
power. The type of modulators normally used with cathode-pulsed CFAs can readily compen­
sate for the power variation with frequency of a backward-wave CFA and hold the variation of
output power within acceptable levels. This is a result of the nature of the dispersion character­
istics of such tubes. For example, with a particular X -band Varian backward-wave CFA, 16 a
constant-voltage modulator produces a variation in output power from 505 kW at 9.0 G Hz to
240 kW at 9.5 GHz, a change of 3.2 dB. A constant-current modulator with the same tube
results in a power variation of only 0.3 dB over the same frequency range. Since most practical
modulators are neither constant-current nor constant-voltage devices, actual performance is
somewhere in between. A modulator with an internal impedance of t 50 ohms will result in
both current and voltage variations as a function of frequency when used with the above CFA,
but the power output varies only 1 dB. Thus it does not matter significantly to the modulator
designer whether the CFA is of the backward-wave or the forward-wave type as long as
cathode pulsing is used with either a line-type modulator or a constant-current hard-tube
modulator.

Electron emission in high-power crossed-field amplifiers can take place by cold-cathode
emission without a thermally heated cathode. Some of the electrons emitted from the cathode
are not collected by the anode but return to the cathode by the action of the RF field and the
crossed electric and magnetic fields. When these electrons strike the cathode they produce
secondary electrons that sustain the electron emission process. Cold-cathode emission requires
the presence of both the RF drive signal applied to the tube as well as the d-c voltage hetween
cathode and anode. The buildup of the current by means of this secondary emission process is
very rapid (within nanoseconds). There is little pulse-to-pulse time jitter in the starting process.
Allhough the name cold-cathode emission is used to describe the action hy which electrons arc
produced in the CFA, the cathode might not actually be "cold." The bombardment of the
cathode surface by returning electrons can raise the cathode temperature high enough to
require liquid cooling to prevent its destruction.

The CFA can be pulse-modulated by turning on and ofT the high voltage between the
anode (at ground potential) and the cathode (at a large negative potential). This is called
cathode pulsing. The RF drive is usually applied to the CFA before the high voltage is applied
since an RF signal is needed to start the emission process in a secondary-emission cathode. If
high voltage is applied without RF drive, the amplifier appears as an open circuit to the
modulator, causing the modulator voltage to double. The higher voltage could lead to arcing.

The d-c high-voltage can be applied before the RF signal if the design is such that voltage
breakdown or arcing does not occur,. This leads to the possibility of modulating the tube
without the need for a high-power modulator as required with cathode pulsing. Such opera­
tion is possible with the forward-wave CFA using a cold secondary-emission cathode. The d-c
operating voltage is applied continuously between cathode and anode. The tube remains
inactive until the application of the RF input pulse starts the emission process, causing
amplification to take place. At the end of the RF drive-pulse the electrons remaining in the
tube must be cleared from the interaction area to avoid feedback which generates oscillations
or noise. In reentrant CFAs, the electron stream can be collected after the removal of the RF
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drive-pulse by mounting at1 electrode in tlie cathode, but insulated from it, in the region of the 
drift space between the RF input and output ports. This is known as a cutofl or control, 
e[octt.odc. A positive potential is applied to this cutoff electrode at the termination of the pulse 
t o  collect, or q11e11cl1, the retnaitiing electron current. The positive potential need be applied for 
only a short time; hence tlie energy reqilirenierits are low. This method of modulation in which 
tlie d-c anode-cathode voltage is applied contirluously and the tube is turned on by the start of 
t l ~ c  1I.F tirive-prllse atid turrled olT  at tllc ctlci of the pulse by tllc aid of a cut-OK electrode to 
I crilovc t lie elect r 011s. Iias bee11 called ti-(. operrrtiort. I t  is applicable to forward-wave CFAs, but 
i t  is llot usually used wit11 backward-wave CFAs since the variation of output power wit11 
frcqi~cncy at a constant d-c voltage that is characteristic of backward-wave tubes would limit 
tljc harldwidtl~ to but a few percent. 

I t  is also possible to turn ttie CFA on and off with the RF drive-pulse, without the need for 
a positive pulse applied to the cutoff electrode at the end of the drive pulse. The cutoff 
clcctrodc call be designed to operate with an appropriate constant positive-bias that allows 
stlfficietit reentrance of the electrons when the RF drive is on but be unable to maintain the 
electron stream with ttie RF drive off.I7 This is called R F  keyirtg, o r  self-keying. In principle, it 
is the simplest way to modulate the CFA. 

Although RF keying and d-c operation are simpler pulse-modulating methods than cath- 
ode pulsing, they have not been as widely used in the past as has the cathode pulser. Usually 
there have been factors other than modulator size that determine the method of modulation 
best used in practice." 

llnlike tubes that employ thermonic cathode emission for their supply of electrons, a tube 
with a cold secondary-electron cathode does not experience a droop, or decay, of the pulse 
amplitude wit11 tirne. In addition to the insensitivity of electron emission with pulse duration, 
there is also an insensitivity to duty cycle if the cathode is cooled sufficiently so that the 
secondary emission properties of the cathode d o  not change with temperature." Thus high and 
low duty-cycles can be employed interchangeably if the cathode temperature is maintained cool 
enougtl, usually below about 400 or 500°C. 

The noise and spurious signals generated by a CFA can be quite low when the tube is 
locked in and controlled by an RF drive signal." Measurements of noise made with the 
voltages applied but with the tube inactive because of no RF drive-signal, indicate the noise to 
approach what would be expected from its thermal level. Intrapulse noise is generally much 
higher. Spurious signals can also arise during the flat part of the pulse. The greater the RF 
drive the less will be the in-band noise. Thus the lower the gain the less will be the noise. 
Pedestals can a'ppear at the leading and trailing edges of the pulse, somewhat like the " rabbit 
ears" found in traveling-wave tubes. They can be caused by the feedthrough of the RF 
drive-pulse when it is wider than the d-c modulator pulse, o r  they can be due to  spurious 
oscillations, called band-edge oscillations, that occur just outside the normal tube- 
bandwidth.16.' 

The insertion loss of a CFA is low and might be less than 0.5 dB. The RF drive will thus 
appear at the output of the tube with little attenuation. In a low-gain amplifier the input power 
which appears at the output can be a sizable fraction of the total. The conversion efficiency of 
s CFA is defined as 

RF power output - RF drive power 
Efficiency = 

d-c power input (6.1 

This is a conservative definition since the RF drive power is not lost but appears as part of the 
output. 
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d rive-pulse by mounting an electrode in the cathode, but insulated from it, in the region of the
drirt space between the RF input and output ports. This is known as acutojJ, or cOfltrol,

electrode. A positive potential is applied to this cutoff electrode at the termination of the pulse
to collect, or qllellclr, the remaining electron current. The positive potential need be applied for
only a short time; hence the energy requirements are low. This method of modulation in which
the d-c anode-cathode voltage is applied continuously and the tube is turned on by the start of
the Rf7 drive-pulse and turned ofT at tile end of tile pulse by the aid of a cut-off electrode to
relllove tile clcct rons, has heen called d-c 0l'erati01l. It is applicable to forward-wave Cf7As, but
it is not usually uscd with back ward-wave CFAs since the variation of output power wit II
frcqucncy at a constant d-c voltage that is characteristic of backward-wave tubes would limit
the bandwidth to but a few percent.

It is also possible to turn the CFA on and off with the RF drive-pulse, without the need for
a positive pulse applied to the cutoff electrode at the end of the drive pulse. The cutoff
electrode call be designed to operate with an appropriate constant positive-bias that allows
sufficient reentrance of the electrons when the RF drive is on but be unable to maintain the
electron stream with the RF drive off. l

? This is called RF keying, or self-keying. In principle, it
is the simplest way to modulate the CFA.

Although RF keying and d-c operation are simpler pulse-modulating methods than cath­
ode pulsing, they have not been as widely used in the past as has the cathode pulser. Usually
there have been factors other than modulator size that determine the method of modulation
best used in practice. 15

Unlike tubes that employ thermonic cathode emission for their supply of electrons, a tube
with a cold secondary-electron cathode does not experience a droop, or decay, of the pulse
amplitude with time. In addition to the insensitivity of electron emission with pulse duration,
there is also an insensitivity to duty cycle if the cathode is cooled sufficiently so that the
secondary emission properties of the cathode do not change with temperature. 17 Thus high and
low duty-cycles can be employed interchangeably if the cathode temperature is maintained cool
enough, usually below about 400 or 500°C.

The noise and spurious signals generated by a CFA can be quite low when the tube is
locked in and controlled by an RF drive signal. 1

? Measurements of noise made with the
voltages applied but with the tube inactive because of no RF drive-signal, indicate the noise to
approach what would be expected from its thermal level. Intrapulse noise is generally much
higher. Spurious signals can also arise during the flat part of the pulse. The greater the RF
drive the less will be the in-band noise. Thus the lower the gain the less will be the noise.
Pedestals can a'ppear at the leading and trailing edges of the pulse, somewhat like the" rabbit
ears" found in traveling-wave tubes. They can be caused by the feedthrough of the RF
drive-pulse when it is wider than the d-c modulator pulse, or they can be due to spurious
oscillations, called band-edge oscillations, that occur just outside the normal tube­
bandwidth. 16

•
17

The insertion loss of a CFA is low and might be less than 0.5 dB. The RF drive will thus
appear at the output of the tube with little attenuation. In a low-gain amplifier the input power
which appears at the output can be a sizable fraction of the total. The conversion efficiency of
a CFA is defined as

Effi
. RF power output - RF drive power

lclency = .
d-c power mput (6.1 )

This is a conservative definition since the RF drive power is not lost but appears as part of the
output.
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The low insertion loss of a CFA can be of advantage in systems that require marc tt1a11 
one radiating power level. By omitting tile-application of d-c voltage to the final stagc, the 
lower level RF  drive-power can be fed through the final stagc with little attcni~atiorl. l'lirs 

allows two power levels, depending on whether the final CFA stage has d-c voltage applied or 
not. The low insertion loss also means that an RF  signal traveling in the reverse direction from 
output to input suffers little attenuation. A high-power circulator or  other isolation device may 
be required between the CFA and its driver to  prevent the power reflected from the oi~tpiit of 
the CFA building up into oscillations o r  interfering with the driver stage. 

The gain of conventional pulsed crossed-field amplifiers is typically between 10 and 
17 dB. By designing the cold cathode as a slow-wave circuit and introducing the RF drive at 
the cathode emitting surface itself, it has been possible to achieve about 30 dB of gain in a 
high-power pulse CFA with power, bandwidth, and efficiency commensurate with conven- 
tional designs.43 The R F  output is taken from the anode slow-wave circuit. T h k  type of devrce 
has been called a cathode-driven C F A 6  or a high-gait] CFrl.I9 

The type of crossed-field amplifier principally considered in this section can be described 
as a distributed emission, or  emitting sole, amplifier with a reentrant, circular format ~ r t ~ l i ~ i n g  
a forward-wave interaction without feedback. (The electron stream is debunched to rcnlove 
the modulation before reentering the interaction space.) There are other types of CFAs. 
however. The Amplitron, one of the first successf~~l CFAs, is similar to the above except ~t 
employs a backward-wave interaction with feedback. The circi~lar reentrant CFA can bc 
designed with or without feedback and with either forward- or backward-wave interact~on 
The nonreentrant tube can have either a linear or a circular format, with choice of forward- or 
backward-wave interaction. CFAs can also be built with an injected electron beam and a 
nonemitting sole, but these have not found much application in radar. 

The crossed-field amplifier is capable of peak powers comparable to those of linear-beam 
tubes, and average powers only slightly less than those achieved with linear-beam tubes.16 
Efficiencies greater than 50 percent are common. The bandwidths are similar to those obtained 
with the traveling-wave tube. Forward-wave CFAs generally have bandwidths from 10 to  25 
percent; backward-wave CFAs, less than 10 percent. The gains are low or modest, but the 
potential exists for higher gains, especially if trade-offs with other properties are permitted. 
Reasonably long life has been demonstrated with CFAs. Operation for greater than 10,000 
hours is not unusual in some tubes." The good phase stability and short electrical length of 
CFAs make it possible to  operate tubes in parallel t o  achieve greater power than available 
from a single tube, as well as provide redundancy in the event of a single tube failure. The CFA 
behaves as a saturated amplifier rather than as a linear amplifier. The  characteristic of a 
saturated amplifier is that, above a certain level, the RF oiltput is independent of the RF inpiit. 
A saturated amplifier is compatible with frequency and phase-modulated pulse compression 
waveforms. 

When tised in an amplifier chain, the CFA is generally found in only [lie one or two 
highest-power stages. i t  is often preceded by a medium-power traveling-wave tube. This 
combination takes advantage of the best qualities of both tube types. The T W T  provities high 
gain, and the CFA allows high power to be obtained with high efficiency, good plrase stability, 
and low voltage.20 

The characteristics of a CFA are illustrated by the Varian SFD-257, a forward-wave tube 
used in the final high-power amplifier stage of the transmitter chain in the AN/MPS-36 
C-band range-instrumentation tracking radar.'"he SFD-257 operates over the frcqi~ency 
range 5.4 to 5.7 GHz with a peak power of 1 MW, 0.001 duty cycle, and an  efficiency of over 50 
percent. The tube is d-c operated in that the R F  pulse turns the tube on  and a control electrode 
turns it off. In this radar application the pulse widths are 0.25,0.5, or  1 . 0  jts, but the tube can 

, deliver a pulse as wide as 5 ps. A coded group, or  burst, of five 0.25 11s pulses is also utilized. It  
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The low insertion loss of a CFA can be of advantage in systems that require more than
one radiating power level.- By omitting the- application of d~c voltage to the final stage. the
lower level RF drive-power can be fed through the final stagt: with little.: atlt:nualioll. This
allows two power levels, depending on whether the final CF A stage has d-c voltage applied or
not. The low insertion loss also means that an RF signal traveling in the reverse direction from
output to input suffers little attenuation. A high-power circulator or other isolation device may
be required between the CFA and its driver to prevent the power reflected from the output of
the CFA building up into oscillations or interfering with the driver stage.

The gain of conventional pulsed crossed-field amplifiers is typically between 10 and
17 dB. By designing the cold cathode as a slow-wave circuit and introducing the RF drive at
the cathode emitting surface itself, it has been possible to achieve about 30 dB of gain in a
high-power pulse CFA with power, bandwidth, and efficiency commensurate with conven­
tional designs.43 The RF output is taken from the anode slow-wave circuit. Thk:; type of device
has been called a cathode-driven CFA6 or a high-gain C FA. 19

The type of crossed-field amplifier principally considered in this section can be described
as a distributed emission, or emitting sole, amplifier with a reentrant, circular format utilizing
a forward-wave interaction without feedback. (The electron stream is debunched to remove
the modulation before reentering the interaction space.) There are other types of CFAs,
however. The Amplitron, one of the first successful CFAs, is similar to the above except it
employs a backward-wave interaction with feedback. The circular reentrant CFA can be
designed with or without feedback and with either forward- or backward-wave intaaction.
The nonreentrant tube can have either a linear or a circular format, with choice of forward- or
backward-wave interaction. CFAs can also be built with an injected electron beam and a
nonemitting sole, but these have not found much application in radar.

The crossed-field amplifier is capable of peak powers comparable to those of linear-beam
tubes, and average powers only slightly less than those achieved with linear-beam tubes. II>

Efficiencies greater than 50 percent are common. The bandwidths are similar to those obtained
with the traveling-wave tube. Forward-wave CFAs generally have bandwidths from 10 to 25
percent; backward-wave CFAs, less than 10 percent. The gains are low or modest, but the
potential exists for higher gains, especially if trade-offs with other properties are permitted.
Reasonably long life has been demonstrated with CFAs. Operation for greater than 10,000
hours is not unusual in some tubes. l

? The good phase stability and short electrical length of
CFAs make it possible to operate tubes in parallel to achieve greater power than available
from a single tube, as well as provide redundancy in the event of a single tube failure. The CFA
behaves as a saturated amplifier rather than as a linear amplifier. The characteristic of a
saturated amplifier is that, above a certain level,the RF optput is independent of the RF input.
A saturated amplifier is compatible with frequency and phase-modulated pulse compression
waveforms.

When used in an amplifier chain, the CFA is generally found ill only the one or two
highest-power stages. It is often preceded by a medium-power traveling-wave tube. This
combination takes advantage of the best qualities of both tube types. The TWT provides high
gain, and the CFA allows high power to be obtained with high efficiency, good phase stability,
and low voltage. 20

The characteristics of a CFA are illustrated by the Varian SFD-257, a forward-wave tube
used in the final high-power amplifier stage of the transmitter chain in the AN/MPS-36
C-band range-instrumentation tracking radar. ls The SFD-257 operates over the frequency
range 5.4 to 5.7 GHz with a peak power of 1 MW, 0.001 duty cycle, and an efficiency of over 50
percent. The tube is d-c operated in that the RF pulse turns the tube on and a control electrode
turns it ofT. In this radar application the pulse widths are 0.25, 0.5, or 1.0 JiS, but the tube can
deliver a pulse as wide as 5 J-lS. A coded group, or burst, of five 0.25 JiS pulses is also utilized. It
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require5 50 kW ofdrive power arid operates with 30 k V  anode voltage and 70 A of peak anode 
currerit Liquid cooling is employed for both ttie anode and cathode. Approximately one 
gallon of water per minute with a pressure drop of 9 psi is required. The tube is housed in a 
magnetically shielded package that stands approximately 2 ft high with a diameter of 1 ft and 
weiglis 210 Ih. A Vac-Ion vacuum purnp is included within tlie magnetically shielded package 
to inonitor the vacuum and to provide continuous pumping action during operation. In the 
AN/MPS-36 transmitter chain tlie SFD-257 is preceded by an SFD-244 cathode-pulsed CFA 
witli I 1  dl3 gain, wliicli is driver1 by a 904T1 catliode-pulsed TWT with 49 dB gain. TIie drive 
power to tlie TWT is 50 rnW. 

~l'lie early radars dcveloi,cd duririg tlie 1930s used conventional grid-controlled vacuum tubes 
si~icc rl~crc cxistctl rio otlic~. sourcc of largc Kf; powcr. -1'liis li~iiitcd tlic dcvcloprilcrlt o f  tlic 
early radars to tlie VffF arid the lower U H F  bands. These tubes were triodes or tetrodes 
dcsigticd to 11iiriinii7e tlie transit-time effects and other problems of operating at VHF arid 
UHF." Tlie poteritial applied to the control grid of the tube acts as a gate, or valve, to control 
the number of electrons traveling from the cathode to the anode, or plate. The variation of 
potential applied to the grid is imparted to the current traveling to the anode. The process by 
which tlie electron stream is modulated in a grid-controlled tube to produce amplification is 
called cfc~rlsity ~~tocfrtlatiorr. 

When the discovery of the cavity magnetron led to the successful development of micro- 
wave radar early in World War 11, interest in lower frequency radars waned. However, improve- 
ments in high-power, grid-controlled tubes continued to be made due to the needs of 
LJHF-TV, tropospheric-scatter communications, arid particle accelerators as well as radar. At 
VHF arid UHF, grid-controlled power tubes have been widely used in high-power radar 
systems. They are capable of operation at frequencies as high as 1000 to 2000 MHz, but they 
d o  not seem to be competitive to the linear-beam and crossed-field microwave tubes at radar 
frequencies much above 450 MHz. At low-power levels, gridded tubes must compete with the 
solid-state transistor. 

l'he grid-corttrolled tube is characterized as being capable of high power, broadband, low 
or 113oderate gain, good efficiency, atid inherent long life. Unlike other microwave tubes, the 
grid-controlled tube can operate, i f  desired, with a linear rather than a saturated gain charac- 
teristic. In atidition to being used in high-power amplifier chains, the grid-controlled tube has 
also seen service in large phased-array radars that operate in the lower radar-frequency bands. 

An exarnple of a grid-controlled tube that could be suitable for high-power radar applica- 
tion at UHF is tlie C o a x i t r ~ n . ~ ~  I t  has wider bandwidth and better performance than conven- 
tiorla1 UHF grid-control tubes because i t  integrates the complete RF input and output circuits 
arid the electrical interactiorl system within the vacuum envelope. The RCA A15193, for 
exarnple. operates frorn 406 to 450 MHz witti 1.5 MW peak power, a duty cycle of 0.0039, 47 
percerit plate efficiency, arid 13 dB gain. I t  requires a plate voltage of 17.5 kV, plate current of 
183 A. 1.57 V filament voltage and 890 A filament current. The tube is 76 cm long, 42 cm in 
diameter and weiglis 63.5 kg. 

Low-power grid-control tubes have been used in phased array radars at UHF and have 
proven to be an economical arid reliable source of power. In the AN/FPS-85 satellite- 
surveillance radar built by Beridix Corporation for the U.S. Air Force, the transmit array con- 
tains 5 184 identical modules using the Eimac 4CPX250K ceramic t e t r ~ d e . ~ ~  Each module has 
a peak power of 10 k W and is 7 by 9 by 3 1 inches with a weight ofnearly 50 Ib. The array operates 
with a 10 Mllz haridwidth centered at 442 MHz. 
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requires 50 k W of d rive power ami operates with 30 kV anode voltage and 70 A of peak anode
currcnt. Liquid cooling is cmployed for both the anode and cathode, Approximately one
gallon of water per minute with a pressure drop of 9 psi is required. The tube is housed in a
magnctically shielded package that stands approximately 2 ft high with a diameter of 1 ft and
weighs 210 lb. i\ Vac-Ion vacuum pump is included within the magnetically shielded package
to monitor the vacuum and to provide continuous pumping action during operation. In the
i\ N/M PS-36 transmitter chain the SFD-257 is preceded by an SFD-244 cathode-pulsed CFA
with II dB gain. which is driven by a 9041'1 cathode-pulsed TWT with 49 dB gain. The drive
power to the T.WT is 50 mW,

6.7 C;IUD-CONTIH)LLED TUnES

The early radars developed during the 1930s used conventional grid-controlled vacuum tubes
sillce there existed 110 other source of large RF powcr. This limitcd the dcvelopment of Ihe
early radars to the VHF and the lower UHF bands. These tubes were triodes or tetrodes
designcd 10 minimize the transit-time effects and other problems of operating at VHF and
U H F. 11 The potential applied to the control grid of the tube acts as a gate, or valve, to control
the number of electrons traveling from the cathode to the anode, or plate. The variation of
potential applied to the grid is imparted to the current traveling to the anode. The process by
which the electron stream is modulated in a grid-controlled tube to produce amplification is
called dellsity modulatioll.

When the discovery of the cavity magnetron led to the successful development of micro­
wave radar early in World War II, interest in lower frequency radars waned. However, improve­
ments in high-power, grid-controlled tubes continued to be made due to the needs of
UHF-TV, tropospheric-scatter communications, and particle accelerators as well as radar. At
VHF and UHF, grid-controlled power tubes have been widely used in high-power radar
systems. They are capable of operation at frequencies as high as 1000 to 2000 MHz, but they
do not seem to be competitive to the linear-beam and crossed-field microwave tubes at radar
frequencies much above 450 MHz. At low-power levels, gridded tubes must compete with the
solid-state transistor.

The grid-controlled tube is characterized as being capable of high power, broadband, low
or moderate gain, good efficiency, and inherent long life. Unlike other microwave tubes, the
grid-controlled tube can operate, if desired, with a linear rather than a saturated gain charac­
teristic, In atldition to being used in high-power amplifier chains, the grid-controlled tube has
also seen service in large phased-array radars that operate in the lower radar-frequency bands.

An examplc of a grid-controlled tube that could be suitable for high-power radar applica­
tion at UHF is the Coaxitron. 22 It has wider bandwidth and better performance than conven­
tional UHF grid-control tubes because it integrates the complete RF input and output circuits
and the electrical interaction system within the vacuum envelope. The RCA A15193, for
example, operates from 406 to 450 MHz with 1.5 MW peak power, a duty cycle of 0.0039,47
percent plate efficiency, and 13 dB gain. It requires a plate voltage of 17.5 kV, plate current of
183 A, 1.57 V filament voltage and 890 A filament current. The tube is 76 cm long, 42 cm in
diameter and weighs 63.5 kg.

Low-power grid-control tubes have been used in phased array radars at UHF and have
provcn to be an economical and reliable source of power. In the AN/FPS-85 satellite­
surveillance radar built by Bendix Corporation for the U.S. Air Force, the transmit array con­
tains 5184 identical modules using the Eimac 4CPX250K ceramic tetrode. 23 Each module has

a peak power or 10 kWand is 7 by 9 by 31 inches with a weight ornearly 50 lb. The array operates
with a 10 MHz handwidth centered at 442 MHz.
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6.8 MODULATORS 

The function of the modulator is to turn the transmitting tube on and off to generate the 
desired waveform. When the transmitted waveform is a pulse, the modulator is sometimes 
called a pulser. Each R F  power tube has its own peculiar characteristics which determine the 
particular type of modulator to be used. The magnetron modulator, for instance, must be 
designed to  handle the full pulse power. O n  the other hand, the full power ofthe klystron and 
the traveling-wave tube can be switched by a modulator handling only a small fraction of the 
total beam power, if the tubes are designed with a modulating anode or a shadow grid. The 
crossed-field amplifier (CFA) is often cathode-pulsed, requiring a full-power modulator. Some 
CFAs are d-c operated, which means they can be turned on by the start of the RF pulse and 
turned off by a short, low-energy pulse applied to a cutoff electrode. Some CFAs can be turned 
on and off by the start and stop of the RF  pulse, thus requiring no modi~lator at,itll. Triode and 
tetrode grid-controlled tubes may be modulated by applying a low-power pulse to the grid. 
Plate modulation is also used when the radar application cannot tolerate the interpulse noise 
that results from those few electrons that escape the cutoff action of the grid. 

The basic elements of one type of radar modulator are shown in Fig. 6.13. Energy from an 
external source is accumulated in the energy-storage element at a slow rate during the inter- 
pulse period. The charging impedence limits the rate at which energy can be delivered to the 
storage element. At the proper time, the switch is closed and the stored energy is quickly 
discharged through the load, o r  R F  tube, to form the pulse. During the discharge part of the 
cycle, the charging impedance prevents energy from the storage element from being dissipated 
in the source. 

Line-type modulator. A delay line, o r  pulse-forming network (PFN), is sometimes used as the 
storage element since it can produce a rectangular pulse and can be operated by a gas-tube 
switch. This combination ofdelay-line storage element and gas-tube switch is called a line-type 
modulator. It has seen wide application in radar because of its simplicity, compact size, and its 
ability to tolerate abnormal load conditions such as caused by magnetron A 
diagram of a line-type pulse modulator is shown in Fig. 6.14. The charging impedance is 
shown as an inductance. The pulse-forming network is usually a lumped-constant delay line. I t  
might consist of an air-core inductance with taps along its length to which are attached 

n ,f 

capacitance to ground. A transformer is used to match the impedance of the delay line to that 
of the load. A perfect match is not always possible because of the nonlinear impedance 
characteristic of microwave tubes. 

The switch shown in Fig. 6.14 is a hydrogen thyratron, but it can also be a mercury 
ignitron, spark gap, silicon-controlled rectifier (SCR), or  a saturable reactor. A gas tube such 
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Figure 6.13 Basic elements of one type 
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6.8 MODULATORS

The function of the modulator is to turn the transmitting tube on and off to generate the
desired waveform. When the transmitted waveform is a pulse, the modulator is sometimes
called a pulser. Each RF power tube has its own peculiar characteristics which determine the
particular type of modulator to be used. The magnetron modulator, for instance, must be
designed to handle the full pulse power. On the other hand, the full power of the klystron and
the traveling-wave tube can be switched by a modulator handling only a small fraction of the
total beam power, if the tubes are designed with a modulating anode or a shadow grid. The
crossed-field amplifier (CFA) is often cathode-pulsed, requiring a full-power modulator. Some
CFAs are d-c operated, which means they can be turned on by the start of the RF pulse and
turned off by a short, low-energy pulse applied to a cutoff electrode. Some CFAs can be turned
on and off by the start and stop of the RF pulse, thus requiring no modulator at.all. Triode and
tetrode grid-controlled tubes may be modulated by applying a low-power pulse to the grid.
Plate modulation is also used when the radar application cannot tolerate the interpulse noise
that results from those few electrons that escape the cutoff action of the grid.

The basic elements of one type of radar modulator are shown in Fig. 6.13. Energy from an
external source is accumulated in the energy-storage element at a slow rate during the inter­
pulse period. The charging impedence limits the rate at which energy can be delivered to the
storage element. At the proper time, the switch is closed and the stored energy is quickly
discharged through the load, or RF tube, to form the pulse. During the discharge part of the
cycle, the charging impedance prevents energy from the storage element from being dissipated
in the source.

Line-type modulator. A delay line, or pulse-forming network (PFN), is sometimes used as the
storage element since it can produce a rectangular pulse and can be operated by a gas-tube
switch. This combination ofdelay-line storage element and gas-tube switch is called a line-type
modulator. It has seen wide application in radar because ('f its simplicity, compact size, and its
ability to tolerate abnormal load conditions such as caused by magnetron sparking. U4.2 5 A
diagram of a line-type pulse modulator is shown in Fig. 6.14. The charging impedance is
shown as an inductance. The pulse-forming network is usually a lumped-constant delay line. It
might consist of an air-core inductance with taps along its length to which are attached
capacitance to ground. A transformer is used to match the impedance of the delay line to that
of the load. A perfect match is not always possible because of the nonlinear impedance
characteristic of microwave tubes.

The switch shown in Fig. 6.14 is a hydrogen thyratron, but it can also be a mercury
ignitron, spark gap, silicon-controlled rectifier (SCR), or a saturable reactor. A gas tube such
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Figure 6.14 Diagram of a line-type modrrlator. 

as a thyratron or ignitron is capable of handling high power and presents a low impedance 
wllerl conducting. However, a gas tube cannot be turned off once it has been turned on unless 
the plate current is reduced to a small value. The switch initiates the start of the modulator 
pulse by discharging the pulse-forming network, and the shape and duration of the pulse are 
determined by the passive circuit elements of the pulse-forming network. Since the trailing 
edge of the pulse depends on how the pulse-forming network discharges into the nonlinear 
load, the trailing cdge is usually not sharp ahd it may be difficult to achieve the desired pulse 
shape. 

The charging inductance LC,, and the capacitance C of the pulse-forming network form a 
resonant circuit, whose frequency of oscillation approaches fo = (2n)- '(LC,, C)-  ' I 2 .  (The 
inductance of the pulse-forming network and the load are assumed small.) With a d-c energy 
source the pulse repetition frequency f, will be twice the resonant frequency if the thyratron is 
switched at the peak of maximum voltage. This method of operation, ignoring the effect of the 
charging diode, is called d-c resonant charging. A disadvantage of d-c resonant charging is that 
the pulse repetition frequency is fixed once the values of the charging inductance and the 
pulse-forming-network delay-line capacitance are fixed. However, the charging, or hold-off, 
diode inserted in series with the charging inductance permits the modulator to be operated at  
any pulse repetition frequency less than that determined by the resonant frequencyfo. The 
function of the diode is to hold the maximum voltage and keep the delay line from discharging 
until the thyratron is triggered.26 Although the series diode is a convenient method for varying 
the prf, it is ,. more difficult to change the pulse width since high-voltage switches in the 
pulse-forming network are required. 

The bypass diode and the inductance LB connected in parallel with the thyratron serve to 
dissipate any charge remaining in the capacitance due to tube mismatch. If this charge were 
allowed to remain, the peak voltage on the network would increase with each cycle and build 
up to a high value with the possibility of exceeding the permissible operating voltage of the 
thyratron. The mismatch of the pulse-forming network to the nonlinear impedance of the tube 
might also cause a spike to appear at the leading edge of the pulse. The despiking circuit helps 
minimize this effect. The damping network reduces the trailing edge of the pulse and prevents 
post-pulse oscillations which could introduce noise or false targets. 

Hsrd-tube rn~dulator.~ The hard-tube modulator is essentially a high-power video pulse 
amplifier. It derives its name from the fact that the switching is accomplished with " hard- 
vacuum" tubes rather than gas tubes. Semiconductor devices such as the SCR (silicon- 
controlled rectifiers) can also be used in this application.' Therefore, the name active-switch 
modulator is sometimes used to reflect the fact that the function of a hard-tube modulator can 
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Figure 6.14 Diagram of a line-type modulator.

as a thyratron or ignitron is capable of handling high power and presents a low impedance
whcn conducting. However, a gas tube cannot be turned ofT once it has been turned on unless
the plate current is reduced to a small value. The switch initiates the start of the modulator
pulse by discharging the pulse-forming network, and the shape and duration of the pulse are
determined by the passive circuit elements of the pulse-forming network. Since the trailing
edge of the pulse depends on how the pulse-forming network discharges into the nonlinear
load, thc trailing edge is usually not sharp ahd it may be difficult to achieve the desired pulse
shape.

The charging inductance L ch and the capacitance C of the pulse-forming network form a
resonant circuit, whose frequency of oscillation approaches fo = (271t l(Lch ct 1/2. (The
inductance of the pulse-forming network and the load are assumed small.) With a d-c energy
source the pulse repetition frequency fp will be twice the resonant frequency if the thyratron is
switched at the peak of maximum voltage. This method of operation, ignoring the efTect of the
charging diode, is called d-c resonant charging. A disadvantage of d-c resonant charging is that
the pulse repetition frequency is fixed once the values of the charging inductance and the
pulse-forming-network delay-line capacitance are fixed. Rowever, the charging, or hold-ofT,
diode inserted in series with the charging inductance permits the modulator to be operated at
any pulse repetition frequency less than that determined by the resonant frequency fo. The
function of the diode is to hold the maximum voltage and keep the delay line from discharging
until the thyratron is triggered. 26 Although the series diode is a convenient method for varying
the prf, it is more difficult to change the pulse width since high-voltage switches in the..
pulse-forming network are required.

The bypass diode and the inductance L 8 connected in parallel with the thyratron serve to
dissipate any charge remaining in the capacitance due to tube mismatch. If this charge were
allowed to remain, the peak voltage on the network would increase with each cycle and build
up to a high value with the possibility of exceeding the permissible operating voltage of the
thyratron. The mismatch of the pulse-forming network to the nonlinear impedance of the tube
might also cause a spike to appear at the leading edge of the pulse. The despiking circuit helps
minimize this efTect. The damping network reduces the trailing edge of the pulse and prevents
post-pulse oscillations which could intrQduce noise or false targets.

Hard-tube modulator. l The hard-tube modulator is essentially a high-power video pulse
amplifier. It derives its name from the fact that the switching is accomplished with" hard­
vacuum" tubes rather than gas tubes. Semiconductor devices such as the SCR (silicon­
controlled rectifiers) can also be used in this application. 1 Therefore, the name active-switch
modulator is sometimes used to renect the fact that the function of a hard-tube modulator can
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be obtained without vacuum tubes. Active-switch pulse modulators can be ~ - u t i o  p i ~ l s t ~ r s  that 
control the f i i l l  power of the RF tube, mod-anode p~rlsers that are req~iired to switch at t hc f t ~ l l  
bean] voltage of the RF t i ~ b c  but with little current, or  grlrl / ~ ~ i l ~ c , r ~  t l l i r t  ol>ciatc at a L r  ~ r i l a l l c~  
voltage than that of the RF beam. 

The chief functional difference between a hard-tube modi~lator and a I~ne-typc modulator 
is that the switching device in the hard-tube modulator controls both the beginning and the 
end of the pulse. In the line-type modulator, the switch controls only the beg~nning of  the 
pulse. The energy-storage element is a capacitor. T o  prevent droop in the piilse sltape due to 
the exponential nature of a capacitor discharge, only a small fract~on of the stored energy 1s 

extracted for the pulse delivered to the tube. In high-power transmitters w ~ t h  long pulses the 
capacitor must be very large. It is usually a collection of capacitors known as a ctrl)czclror bntlh 

The hard-tube modulator permits more flexibility and precision than the line-type modu- 
lator. It is readily capable of operating at various pulse widths and various pulse rcpetltion 
frequencies, and it can generate closely spaced pulses. The hard-tube modulator, however, IS 

generally of greater complexity and weight than a line-type modulator. 

Tube p r ~ t e c t i o n . ' . ~ ~  Power tubes can develop internal flash arcs with little warning even 
though they are of good design. When a flash arc occurs in an unprotected tube, the capacitor- 
bank discharges large currents through the arc and the tube can be damaged. One met hod for 

' protecting the tube is to  direct the arc-discharge currents with a device called an e l r c r r o ~ ~ ~ c  
crowbar. It places a virtual short circuit across the capacitor bank to transfer the stored energy 
by means of a switch which is not damaged by the momentary short-circuit conditions. The 
name is derived from the analogous action of placing a heavy conductor, like a crowbar, 
directly across the capacitor bank. Hydrogen thyratrons, ignitrons, and spark-gaps have been 
used as switches. The sudden surge of current due to a fault in a protected power tube is sensed 
and the crowbar switching is actuated within a few microseconds. The current surge also 
causes the circuit breaker to  open and deenergize the primary source of power. Crowbars are 
usually required for high-power, hard-tube modulators because of the large amounts of stored 
energy. They are also used with d-c operated crossed-field amplifiers and modranode pulsed 
linear-beam tubes which are connected,directly across a capacitor bank. The line-type modu- 
lator does not usually require a crowbar since it stores less energy than the hard-tube modula- 
tor and it is designed to  discharge safely all the stored energy each time it is triggered. 

6.9 SOLID-STATE TRANSMITTERS ' 

There have been two general classes of solid-state devices considered as potential sourczs o f  
microwave power for radar applications. One  is the transistor amplifier and the ottler is the 
single-port microwave diode that can operate as either an  oscillator or  as a negative-resistance 
amplifier. The silicon bipolar transistor has, in the past, been of interest at  the lower rnicro- 
wave frequencies (L band o r  below), and the diodes have been of interest at the higher micro- 
wave frequencies. Gallium arsenide field-effect transistors (GaAs FET) have alsq been 
considered at the higher microwave frequencies. Both the transistor and the diode microwave 
generators are characterized by low power, as compared with the power capabilities of the 
microwave tubes discussed previously in this chapter. The low power, as well as otllcr cliarac- 
teristics, make the application of solid-state devices to radar systems quite different from 
high-power microwave tubes. The almost total replacement of receiver-type vacuum tubes by 
solid-state devices in electronic systems has offered encouragement for replacing the power 
vacuum tube with an  all solid-state iransmitter to obtain the advantages offered by that 
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be obtained without vacuum tubes. Active-switch pulse modulators can be cathode plIlsers that
control the full power of theRF tube, mod-anode plllsers that are required to switch at the full
heam voltage of the RF tuhe but with little current, or grid fllI/sas that operate at a far smalkr
voltage than that of the RF beam.

The chief functional difference between a hard-tube modulator and a line-type modulator
is that the switching device in the hard-tube modulator controls both the beginning and the
end of the pulse. In the line-type modulator, the switch controls only the beginning of the
pulse. The energy-storage element is a capacitor. To prevent droop in the pulse shape due to
the exponential nature of a capacitor discharge, only a small fraction of the stored energy is
extracted for the pulse delivered to the tube. In high-power transmitters with long pulses the
capacitor must be very large. It is usually a collection of capacitors known as a capacitor bank.

The hard-tube modulator permits more flexibility and precision than the line-type modu­
lator. It is readily capable of operating at various pulse widths and various p~lse repetition
frequencies, and it can generate closely spaced pulses. The hard-tube modulator, however, is
generally of greater complexity and weight than' a line-type modulator.

Tube protection.1. 27 Power tubes can develop internal flash arcs with little warning even
though they are of good design. When a flash arc occurs in an unprotected tube, the capacitor­
bank discharges large currents through the arc and the tube can be damaged. One method for

. protecting the tube is to direct the arc-discharge currents with a device called an electronic
crowhar. It places a virtual short circuit across the capacitor bank to transfer the stored energy
by means of a switch which is not damaged by the momentary short-circuit conditions. The
name .is derived from the analogous action of placing a heavy conductor, like a crowbar,
directly across the capacitor bank. Hydrogen thyratrons, ignitrons, and spark-gaps have been
used as switches. The sudden surge of current due to a fault in a protected power tube is sensed
and the crowbar switching is actuated within a few microseconds. The current surge also
causes the circuit breaker to open and deenergize the primary source of power. Crowbars are
usually required for high-power, hard-tube modulators because of the large amounts of stored
energy. They are also used with d-c operated crossed-field amplifiers and mod~anode pulsed
linear-beam tubes which are connected, directly across a capacitor bank. The line-type modu­
lator does not usually require a crowbar since it stores less energy than the hard-tube modula­
tor and it is designed to discharge safely all the stored energy each time it is triggered.

6.9 SOLID-STATE TRANSMITTERS

There have been two general classes of solid-state devices considered as .potential sources of
microwave power for radar applications. One is the transistor amplifier and the other is the
single-port microwave diode that can o'perate as either an oscillator or as a negative-resistance
amplifier. The silicon bipolar transistor has, in the past, been of interest at the lower micro­
wave frequencies (L band or bClow)~ and the diodes have been of interest at the higher micro­
wave frequencies. Gallium arsenide field-effect transistors (GaAs FET) have als,? been
considered at the higher microwave frequencies. Both the transistor and the diode microwave
generators are characterized by low power, as compared with the power capahilities of the
microwave tubes discussed previously in this chapter. The low power, as well as other charac­
teristics, make the application of solid-staie devices to radar systems quite different from
high-power microwave tubes. The almost total replacement of receiver-type vacuum tuhes by
solid-state devices in ~lectronic systems has offered encouragement for replacing the power
vacuum tube with' an all solid-state transmitter to obtain the advantages offered by that
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technology. Although there liave been significant advances in microwave solid-state devices 
and altliougli they possess properties that differ from other microwave sources, the degree of 
application of these devices to radar syste~ns has been limited. 

h.licrowave t r a n s i s t ~ r . ~ ~ ~ ~ . ~ ~  At L band tlie CW power that can be obtained from a single 
microwave transistor might be several tens of watts. Unlike vacuum tubes, the peak power that 
c;irl hc ;icliicvcd wit 11 Itarrow pillse widtlis is only about twice the CW power.28 This res~rlts in 
tlic tnicrowave trntisistor t~citig operated with relatively long pulse-widths and high duty 
cyclcs. For air-s~~r.vcill;iricc radar applic;itio~l. pulse widtlis rniglit be many tetis of 
r~lic~~oscculicls or niorc. I> i l ty  cycles of the ordcr of 0.1 arc not ilnusual, whicli is sig~iificaritly 
greater tli;iri tlie duty cycles typical of riiicrowave tubes. The high duty cycles present special 
constrairits or1 ~ l l c  raclar systetli dcsigller so that solid-state transtnitters are not inter- 
cliangeable with tube trans~ltitters. A difierent system design philosophy usually must be 
cmployed with solid state. 

To increase the power output, transistors may be operated in parallel. From 2 to 8 devices 
arc ilsually cornhitied into a sitigle power rtrodrtl~. Too large a number cannot be profitably 
par-allcled because of losscs tliat occitr on combining. The gain of a transistor is only of tlic 
order of  10 dB, so tliat several stages of amplification are necessary to achieve a reasonable 
total gain. An L-band module using eight transistors (four paralleled in the final stage, two 
paralleled irl tlie penultimate stage, and two series driver stages) might have a peak power 
greater than 200 W, 0.1 duty cycle, 200 MHz bandwidth, a gain of 30 dB, and an efficiency 
better than 30 p e r ~ e n t . ~ '  (Wlien examining the claims of power from solid-state devices, it 
stiould be kept in mind that the greater the junction temperature the less the life of the device. 
Since long life is a featured characteristic of such power sources, they should be operaied 
conscrvat ively.) 

The power output of a microwave transistor theoretically decreases inversely as the 
square of the frequency, or 6 dB per octave.29 For this reason the silicon bipolar transistor is 
ilnattractive for radar application at S band or  above, especially when appreciable power is 
desired. Varactor frequency multipliers, however, generally' have attenuation less than their 
frequency-mitltiplication ratio so that a transistor at some lower frequency followed by a 
varactor multiplier has sometimes been employed to obtain power at the higher microwave 
frequencies. In one experimental design,30 X-band power was obtained by an S-band transistor 
followed by a four-times multiplier to obtain 1 watt of peak power at  X band with a 0.05 duty 
cycle. 

" 5  

Bulk-effect and avalanche diodes. The Gunn and LSA bulk-eflect diodes and the Trapatt and 
Impatt a~wlnr~che diodes can be operated as oscillators or  single-port negative-resistance 
a r ~ i ~ l i f i e r s . ~ ~ . ~ ~  They liave been considered for use at the higher microwave frequencies where 
the transistor amplifier has reduced capability, but they can also operate at  L band or  below. 
Unfortunately, the peak and average powers of such devices are low, as is the efficiency and the 
gain. An S-band Trapatt amplifier, for example, might have a peak power of 150 W, 1 ps pulse 
width, 100 Hz pulse repetition frequency, 20 percent efficiency, 9 dB gain, and a 1 dB band- 
width of 6.25 ~ e r c e n t . ~ ~ . ~ ~  LSA diodes may be capable of somewhat greater peak power, but 
their average power and efficiency are low. The performance of these diode microwave sources 
worsens with increasing frequency. 

Electron-bombarded semiconductor device.*' The EBS, or  electron-bombarded semiconduc- 
tor. is a hybrid device that combines semiconductor and vacuum-tube technology. It contains 
a licated cathode that generates an electrori beam which strikes a semiconductor diode at high 
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technology. Although there have been significant advances in microwave solid-state devices
and although they possesspropertles that differ from other microwave sources, the degree of
application of these devices to radar systems has been limited.

Microwave transistor. 28 . 35.46 At L band the CW power that can be obtained from a single
microwave transistor might be several tens of watts. Unlike vacuum tubes, the peak power that
call he achicved with Ilarrow pulse widths is only ahout twicc thc CW power. 28 This rcsults in
thc microwave transistor bcing opcrated with rclatively long pulse-widths and high duty
cycles. For air-surveillance radar application, pulse widths might be many tcns of
microseconds or mure. Duty cycles of tile order uf 0.1 arc not unusual, which is significantly
greater than thc Juty cycles typical of microwave tubes. The high duty cycles present special
constraints on lhc radar systcm dcsigncr so that solid-state transmitters are not inter­
c1Jangeable with tube transmitters. A different system design philosophy usually must be
employed with solid state.

To increase the power output, transistors may be operated in parallel. From 2 to 8 devices
arc usually combined into a single power module. Too large a number cannot be profitably
paralleled because of losses that occur on combining. The gain of a transistor is only of the
order of 10 dB, so that several stages of amplification are necessary to achieve a reasonable
total gain. An L-band module using eight transistors (four paralleled in the final stage, two
paralleled in the penultimate stage, and two series driver stages) might have a peak power
greater than 200 W, 0.1 duty cycle, 200 MHz bandwidth, a gain of 30 dB, and an efficiency
better than 30 percent. 3

! (When examining the claims of power from solid-state devices, it
should be kept in mind that the greater the junction temperature the less the life of the device.
Since long life is a featured characteristic of such power sources, they should be operated
conservat ively.)

The power output of a microwave transistor theoretically decreases inversely as the
square of the frequency, or 6 dB per octave. 29 For this reason the silicon bipolar transistor is
unattractive for radar application at S band or above, especially when appreciable power is
desired. Varactor frequency multipliers, however, generally" have attenuation less than their
frequency-multiplication ratio so that a transistor at some lower frequency followed by a
varactor multiplier has sometimes been employed to obtain power at the higher microwave
frequencies. In oneexperimentaldesign,30 X-band power was obtained by an S-band transistor
followed by a four-times multiplier to obtain 1 watt of peak power at X band with a 0.05 duty
cycle.

Bulk-effect and avalanche diodes. The Gunn and LSA bulk-effect diodes and the Trapatt and
Impatt Qt'Q1Qllche diodes can be operated as oscillators or single-port negative-resistance
amplifiers. 29

.
45 They have been considered for use at the higher microwave frequencies where

the transistor amplifier has reduced capability, but they can also operate at L band or below.
Unfortunately, the peak and average powers of such devices are low, as is the efficiency and the
gain. An S-band Trapatt amplifier, for example. might have a peak power of 150 W, 1 J..lS pulse
width, 100 Hz pulse repetition frequency, 20 percent efficiency, 9 dB gain, and a 1 dB band­
width of 6.25 percent. 36.37 LSA diodes may be capable of somewhat greater peak power, but
their average power and efficiency are low. The performance of these diode microwave sources
worsens with increasing frequency.

Electron-bombarded semiconductor device.47 The EBS, or eiectron-bombarded semiconduc­
tor, is a hybrid device that combines semiconductor and vacuum-tube technology. It contains
a heated cathode that generates an electron beam which strikes a semiconductor diode at high



energy (typically 10 to 15 keV). O n  striking the diode, wliicti is reverse biased well helow tile 
avalanche threshold, each impacting electron gives rise to  thousands of additional carrier pairs 
to provide a current amplification of 2000 o r  more. A control grid is inserted between the 
cathode and the diode to  density-modulate the electron beam. (The basic geometry is similar 
to  that of the classic triode vacuum tube, but with a semiconductor diode as the plate.) 
The EBS can also be deflection-modulated by varying the position of the beam relative to two 
o r  more separated semiconductor targets whose outputs are combined. The EBS is claimed to 
be broadband and t o  have high gain (25 to  35 dB), high efficiency (50 percent), and long life. At  
1 GHz, an EBS amplifier might be capable of a peak power of 2 to 3 kW, and an average 
power of about 200 W. The  EBS has decreasing capability at the higher frequencies. A limita- 
tion of the EBS, not found with other semiconductor devices, is that it requires a power supply 
of 10 to 15 kV as well as a cathode heater supply. 

Methods for employing solid-state transmitters. There are at least three metllods f$r employing 
solid-state devices as radar transmitters: (1)  direct replacement of a vacuum tube, (2) multiple 
modules in an  electronically steered phased-array radar with the power combined in space, 
and (3) multiple modules in a mechanically scanned array with the power combined in space. 

A significant restriction in attempting to utilize solid-state devices as a direct replacement 
for the conventional microwave-tube transmitter is the relatively low power available from a 
single solid-state device or  even a single power module. The solid-state device or  module finds 
application in those radars where high power is not needed, such as aircraft altimeters. C W  
police speedmeters, and short-range intrusion detectors. Higher power can be obtained by 
combining the outputs of a large number of individual devices. Unfortunately. for many radar 
applications hundreds o r  thousands of devices would have to  be employed in order to achieve 
the requisite power levels. The  res~l tan t  loss with the combining of a large number of devices 
in some microwave circuits can sometimes negate the advantage achieved by combining. Thus 
as a direct replacement for conventional microwave tubes, solid-state devices have been 
limited to  low or  moderate power applications. 

A phased-array transmitting-antenna combines in space the power from each of many 
transmitting sources. Solid-state sources at each radiating element of a large phased-array 
antenna can produce the total power required for many radar applications. The radiated beam 
is steered by electronic phase shifters at each element, usually on the input side of the 
individual power amplifiers. The  transmitter, receiver, duplexer, and phase shifters for each 
element of the array antenna can be incorporated into a single integrated package, o r  module. 
Although there has been much development work in solid-state phased arrays with each 
element fed by its own integrated module, this approach usually results in a costly and 
complex system. This has tended, in the past, to weigh against the widespread usc of such 
phased-array radars when the number of elements is large. 

The  combining of the power from a large number of individual solid-state devices is 
attractive when using an array antenna since the power is "combined in space," rattier tliatl by 
a lossy microwave network. A fixed phased array requires electronic beam steering that 
complicates the radar. If the flexibility of an  electronically steered array is not needed. tllc 
advantages of an  array antenna for combining the radiated power from many individual 
sources can be had by mechanically scanning the entire antenna. A separate solid-state source 
can be used at each element of the antenna, o r  a number of sources can be combined to  feed 
each row (or each column) as in the AN/TPS-59, Fig. 6 . 1 5 . ~ '  The mechanically rotating array 
antenna with solid-state transmitters has some special problems of its own that must be 
overcome. One such problem is the need to convey large power to  the solid-state devices on 
the rotating antenna. Another is that the weight of the transmitter is now added to  that of the 
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energy (typically 10 to 15 keY). On striking the diode, which is reverse biased well below the
avalanche threshold, each impacting electron gives rise to thousands of additional carrier pairs
to provide a current amplification of 2000 or more. A control grid is inserted between the
cathode and the diode to density-modulate the electron beam. (The basic geometry is similar
to that of the classic triode vacuum tube, but with a semiconductor diode as the plate.)
The EBS can also be deflection-modulated by varying the position of the beam relative to two
or more separated semiconductor targets whose outputs are combined. The EBS is claimed to
be broadband and to have high gain (25 to 35 dB), high efficiency (50 percent), and long life. At
1 GHz, an EBS amplifier might be capable of a peak power of 2 to 3 kW, and an average
power of about 200 W. The EBS has decreasing capability at the higher frequencies. A limita­
tion of the EBS, not found with other semiconductor devices, is that it requires a power supply
of 10 to 15 kV as well as a cathode heater supply.

'.Methods for employing solid-state transmitters. There are at least three methods for employing
solid-state devices as radar transmitters: (1) direct replacement of a vacuum tube, (2) multiple
modules in an electronically steered phased-array radar with the power combined in space,
and (3) multiple modules in a mechanically scanned array with the power combined in space.

A significant restriction in attempting to utilize solid-state devices as a direct replacement
for the conventional microwave-tube transmitter is the relatively low power available from a
single solid-state device or even a single power module. The solid-state device or module finds
application in those radars where high power is not needed, such as aircraft altimeters, CW
police speedmeters, and short-range intrusion detectors. Higher power can be obtained by
combining the outputs of a large number of individual devices. Unfortunately, for many radar
applications hundreds or thousands of devices would have to be employed in order to achieve
the requisite power levels. The resultant loss with the combining of a large number of devices
in some microwave circuits can sometimes negate the advantage achieved by combining. Thus
as a direct replacement for convention~l microwave tubes, solid-state devices have been
limited to low or moderate power applications.

A phased-array transmitting· antenna combines in space the power from each of many
transmitting sources. Solid-state sources at each radiating element of a large phased-array
antenna can produce the total power required for many radar applications. The radiated beam
is steered by electronic phase shifters. at each element, usually on the input side of the
individual power amplifiers. The transmitter, receiver, duplexer, and phase shifters for each
element of the array antenna can be incorporated into a single integrated package, or module.
Although there has been much development work in solid-state phased arrays with each
element fed by its own integrated module, this approach usually results in a cosl1y and
complex system. This has tended, in the past, to weigh against the widespread lise of such
phased-array radars when the number of elements is large.

The combining of the power from a large number of individual solid-state devices is
attractive when using an array antenna since the power is .. combined in space," rather than by
a lossy microwave network. A fixed phased array requires electronic beam steering that
complicates the radar. If the flexibility of an electronically steered array is not needed, the
advantages of an array antenna for combining the radiated power from many individual
sources can be had by mechanically sc~nning the entire antenna. A separate solid-state source
can be used at each element of the antenna, or a number of sources can be combined to feed
each row (or each column) as in the AN{fPS-59, Fig. 6.15. 38 The mechanically rotating array
antenna with solid-state transmitters has some special problems of its own that must be
overcome. One such problem is the need to convey large power to the solid-state devices on
the rotating ~ntenna. Another is that the weight of the transmitter is now added to that of the



Figure 6.15 ANITPS-59 [.-hand radar. The 30 f t  by 15 ft  antenna consists of  54 rows of 24 elements each. 
1:;tcIi of rile 54 rows coutnills ils ow11 transceiver with twenty-two 50-W niodules along with phase stiiftzr. 
low-rioisc anlplificr. output filter. circulntor. alid 28-V power supply. Ttie antenna rotates mechanically iri 

;i~irnutll and scans clec~ronically in elevation. 

:trltcrirln. Ever1 i f  the solid-state transtnitter were lighter than a conventional tube transmitter, 
tllc weight is found at a bad place, on ttie antenna itself. This is especially important for 
sllipbonrd application wllcre weight lligll on tlle rnast must be minimized. 

System considerations. Tlle potential advantages claimed for solid-state sources in radar may 
he summarized as ( 1 )  long, failure-free life, (2) low transmitter voltage, which eliminates the 
risk of X-rays and electric sl~ock. (3)  amplitude control of the transmitted waveform by selec- 
tively switclling rnodules or itldividi~al devices on or  off, (4) wide bandwidth, (5) low projected 
volttme-production costs, and (6) air coolitlg. There are some problems, however, in the use of 
solid-state devices for ratlar systems other than cost. 
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Figure 6.15 AN/TPS-59 L-nand radar. The 30 ft by 15 ft antenna consists of 54 rows of24 elements each.
Fach of the 54 rows contains its own transceiver with twcnty-two 50-W modules along with phase shifter.
low-noise amplifier. output filter. circulator. and n-v power supply. The antenna rotates mechanically in
,Ilirnuth and scans clectronically in elevation.

antenna. Even if the solid-state transmitter wcre lighter than a conventional tube transmitter,
thc weigh I is found at a had place, on the antenna itself. This is especially important for
shipboard application where weight high on the mast must be minimized.

S)'stem considerations. Thc potcntial advantages claimed for solid-state sources in radar may
be summarized as (1) long, failure-free life, (2) low transmitter voltage, which eliminates the
risk of X-rays and electric shock. (3) amplitude control of the transmitted waveform by selec­
tively switching modules or individual dcvices on or off, (4) wide bandwidth, (5) low projected
volume-production costs, and (6) air cooling. There are some problems, however, in the use of
solid-statc dcvices for radar systems other than cost.
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As mentioned, the solid-state transmitter has some significant differences as compared to 
the conventional tube transmitter. The basic power-generating unit comes in a relatively small 
size; hence, many units have to be combined in some manner to achieve the power levels 
required for radar. The higher the frequency, the less the power available from an individual 
solid-state device and the more difficult will be the combining problem because of the larger 
number of devices required. At the lower microwave frequencies, the transistor is one of the 
better available solid-state sources. Since the transistor cannot operate efficiently with the low 
duty-cycles characteristic of conventional radars, radars using transistors must operate with 
long pulses or  high pulse repetition frequency. Neither is desirable except in special cases (as in 
pulse-doppler radar o r  C W  radar). Long pulses result in a long minimum radar-range since 
the receiver cannot be turned on until the transmitted pulse is turned off. T o  see targets at 
ranges closer than that determined by the long pulse, a short pulse of lower energy and at LI 

different frequency can be used in addition t6  the long pulse. This adds to  t t.re systcm complex- 
ity, however. Long pulses can be a disadvantage in military radars since they reduce the 
effectiveness of pulse-to-pulse frequency agility. A jammer can determine the radar frequency 
at the beginning of the long pulse and quickly tune a jammer to  the correct freqtlcncy wit l l in  

the duration of the pulse. T o  achieve improved range-resolution with the long pulse, pulse 
compression is needed. This further complicates the radar. (Pulse compression does not rcl~eve 
the minimum-range problem of long pulses.) 

Although the solid-state transmitter does not require high voltage, it does require large 
current, perhaps several thousands of amperes in some applications. Wide bandwidth is one of 
the more favorable properties of such devices; but the overall transmitter efficiency, especially 
at the higher microwave frequencies, is not always as great as might be desired. Solid-state 
devices also are less "forgiving" than microwave tubes of transients due to  lightning and 
nearby radars. The advantage of long life claimed for solid-state transmitters seems matched 
by the long life obtained with linear beam tube transmitters. 

The transistor amplifier, and the bulk-effect and avalanche diodes have important appli- 
cations in radar; but in the form in which they have been known, it is not likely that they will 
cause the high-power microwave tubes t o  disappear in the way their lower frequency counter- 
parts have displaced the receiver vacuum tube. 

REFERENCES 

I .  Weil, Thomas A.: Transmitters, Chap. 7 of the " Radar Handbook," M. I .  Skolnik (ed.), McGraw-[{ill 
Book Co., New York, 1970. 

2. Boot, H. A.  H., and J .  T. Randall: The Cavity Magnetron, J. Inst. Elect. Eng.,  vol. 93, pt. i l l A ,  
pp. 928-938, 1946. 

3. Wathen, R. L.: Genesis of a Generator: The Early History of the Magnetron, J. Fru~ililitl Itist., 
vol. 255, pp. 271-288, April, 1953. 

4. Collins, G. B. (ed.): "Microwave Magnetrons," MIT Radiation Laboratory Series, vol. 6, McGraw- 
Hill Book Co., New York, 1948. 

5. Smith, W. A.: Ring-Tuned Agile Magnetron Improvcs Radar Performance, Microwave Systrnl Nrws, 
vol. 3, pp. 97-102, February, 1974. 

6. Clampitt, L. L.: Microwave Radar Tubes at Raytheon, Electronic Progress, vol. 17, no. 2, pp. 6-13, 
Summer, 1975. 

7. Staprans, A., E. W. McCune, and J. A. Ruetz: High-Power Linear-Beam Tubes, Proc. IEEE, vol. 61, 
pp. 299-330, March, 1973. 

8. Lien, E. L.: Advances in Klystron Amplifiers, Microwave J., vol. 16, pp. 33-36, 39, December, 1973. 
9. Dodds, W. J., T. Moreno, and W. J. McBride, Jr.: Methods of Increasing Bandwidth of High Power 

Microwave Amplifiers, IRE WESCON Conv. Record, vol. 1, pt. 3, pp. 101-1 10, 1957. 

220 INTRODUCTION TO RADAR SYSTEMS

As mentioned, the solid-state transmitter has some significant differences as compared to
the conventional tube transmitter. The basic power-generating unitcomesina relatively small
size; hence, many units have to be combined. in some manner to achieve the power levels
required for radar. The higher the frequency, the less the power available from an individual
solid-state device and the more difficult will be the combining problem because of the larger
number of devices required. At the lower microwave frequencies, the transistor is one of the
better available solid-state sources. Since the transistor cannot operate efficiently with the low
duty-cycles characteristic of 'conventional radars, radars using transistors must operate wi I h
long pulses or high pulse repetition frequency. Neither is desirable except in special cases (as in
pulse-rloppler radar or CW radar). Long pulses result in a long minimum radar-range since
the receiver cannot be turned on until the transmitted pulse is turned off. To see targets at
ranges closer than that determined by the long pulse, a short pulse of lower energy and at a
different frequency can be used in addition t6 the long pulse. This adds to the sysu:m complex­
ity, however. Long pulses can be a disadvantage in military radars since they reduce the
effectiveness of pulse-to-pulse frequency agility. A jammer can determine the radar frequency
at the beginning of the long pulse and quickly tune a jammer to the correct frequency within
the duration of the pulse. To achieve improved range-resolution with the long pulse, pulse
compression is needed. This further complicates the radar. (Pulse compression does not relieve
the minimum-range problem of long pulses.)

Although the solid-state transmitter does not require high voltage, it does require large
current, perhaps several thousands of amperes in some applications. Wide bandwidth is one of
the more favorable properties of such devices; but the overall transmitter efficiency, especially
at the higher microwave frequencies, is not always as great as might be desired. Solid-slate
devices also are less" forgiving" than microwave tubes of transients due to lightning and
nearby radars. The advantage of long life claimed for solid-state transmitters seems malched
by the long life obtained with linear beam tube transmitters.

The transistor amplifier, and the bulk-effect and avalanche diodes have important appli­
cations in radar; but in the form in which they have been known, it is not likely that they will
cause the high-power microwave tubes to disappear in the way their lower frequency counter­
parts have displaced the receiver vacuum tube.
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CHAPTER 

SEVEN 
RADAR ANTENNAS 

7.1 ANTENNA PARAMETERS1,* 

The purpose of the radar antenna is to act as a transducer between free-space propagation and 
guided-wave (transmission-line) propagation. The function of the antenna during transmission 
is to concentrate the radiated energy into a shaped beam which points in the desired direction 
in space. On reception the antenna collects the energy contained in the echo signal and delivers 
i t  to the receiver. Thus the radar antenna is called upon to fulfill reciprocal but related roles. In 
the radar equation derived in Chap. 1 [Eq. (1.7)] these two roles were expressed by the trans- 
mitting gain and the effective receiving aperture. The two parameters are proportional to one 
another. An antenna with a large effective receiving aperture implies a large transmitting gain. 

The latge apertures required for long-range detection result in narrow beamwidths, one of 
the prime characteristics of radar. Narrow beamwidths are important if accurate angular 
measurements are to be made or if targets close to one another are to be resolved. The 
advantage of microwave frequencies for radar application is that with apertures of relatively 
small physical size, but large in terms of wavelengths, narrow beamwidths can be obtained 
conveniently. 

Radar antennas are characterized by directive beams which are scanned, usually rapidly. 
The parabolic reflector, well known in optics, has been extensively employed in radar. The vast 
majority of radar antennas use the parabolic reflector in one form or another. Microwave 
lenses have also found some radar application, as have mechanically rotated array antennas. 
The electronically scanned phased array, described in Chap. 8, is an antenna with unique 
properties that has been of particular interest for radar application. 

In this chapter, the radar antenna will be considered either as a transmitting or  a receiving 
device. depending on wliicli is more convenient for the particular discussion. Results obtained 
for one may be readily applied to the other because of the reciprocity theorem of antenna 
theory.' 

CHAPTER

SEVEN
RADAR ANTENNAS

7.1 ANTENNA PARAMETERS1.2

The purpose of the radar antenna is to act as a transducer between free-space propagation and
guided-wave (transmission-line) propagation. The function of the antenna during transmission
is to concentrate the radiated energy into a shaped beam which points in the desired direction
in space. On reception the antenna collects the energy contained in the echo signal and delivers
it to the receiver. Thus the radar antenna is called upon to fulfill reciprocal but related roles. In
the radar equation derived in Chap. 1 [Eq. (1.7)] these two roles were expressed by the trans­
mitting gain and the effective receiving aperture. The two parameters are proportional to one
another. An antenna with a large effective receiving aperture implies a large transmitting gain.

The lacge apertures required for long-range detection result in narrow beamwidths, one of
the prime characteristics of radar, Narrow beamwidths are important if accurate angular
measurements are to be made or if targets close to one another are to be resolved. The
advantage of microwave frequencies for radar application is that with apertures of relatively
small physical size. but large in terms or wavelengths, narrow beamwidths can be obtained
conveniently.

Radar antennas are characterized by directive beams which are scanned, usually rapidly.
The parabolic reflector, well known in optics, has been extensively employed in radar. The vast
majority of radar antennas use the parabolic reflector in one form or another. Microwave
lenses have also found some radar application, as have mechanically rotated array antennas.
The electronically scanned phased array, described in Chap. 8, is an antenna with unique
properties that has been of particular interest for radar application.

In this chapter, the radar antenna will be considered either as a transmitting or a receiving
device. depending on which is more convenient for the particular discussion. Results obtained
for one may be readily applied to the other because of the reciprocity theorem of antenna
theory,'



Directive gain. A measure of the ability of an antc~lr~i i  to cor~ccrltratc clicrgy in a partictrlar 
direction is called the gain. Two different, but related definitions of antenna gain are tile 
directive gain and the power gain. The former is sometimes called the directivity, while the latter 
is often simply called the gain. Both definitions are of interest to the radar systems engineer. 
The directive gain is descriptive of the antenna pattern, but the power gain is more appropriate 
for use in the radar equation. 

The directive gain of a transmitting antenna may be defined as 

maximum radiation intensity 
G D  = ..- .... .. -- . - 

average radiation intensity 

where the radiation intensity is the power per unit solid angle radiated in the direction (0, 4) 
and is denoted P(8, 4). A plot of the radiation as a function of the angular coordinates is called 
a radiation-intensity pattern. The power density, or power per unit area, plotted as'fi function of 
angle is called a power pattern. The power pattern and the radiation-intensity pattern are 
identical when plotted on a relative basis, that is, when the maximilm is normalizz(f to a valt~e 
of unity. When plotted on  a relative basis both are called the utltetltlu rr~diutiolr putfrrtl. 

An example of an antenna radiation pattern for a paraboloid antenna is shown plotted in 
Fig. 7.1.3 The main lobe is at zero degrees. The first irregularity in this particular radiation 
pattern is the vestigial lobe, or  "shoulder," on the side of the main beam. The vestigial lobe 
does not always appear in antenna radiation patterns. I t  can result from an error in the 
aperture illumination and is generally undesired. In most antennas the first sidelobe appears 
instead. The first sidelobe is smeared into a vestigial lobe as in Fig. 7.1 if the phase distribution 
across the aperture is not constant. Following the first sidelobe are a series of minor lobes 
which decrease in intensity with increasing angular distance from the main lobe. In  the vicinity 
of broadside (in this example 100 to  115"), spillover radiation from the feed causes the sidelobe 
level t o  rise. This is due  t o  energy radiated from the feed which is not intercepted by the 
reflector. The radiation pattern also has a pronounced lobe in the backward direction (180") 
due to  diffraction effects of the reflector and to  direct leakage through the mesh reflector 
surface. 
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Figure 7.1 Radiation pattern for a particular paraboloid reflector antenna illustrating the main beam and 
the sidelobe radiation. (Alter Cutler et u I . , ~  Proc. IRE.) 
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Directive gain. A measure of the ahility of an antellna tocollccntratecncrgy in a particular
direction is called the gain. Two different, but related definitions of antenna gain are the
directive gain and the power gain. The former is sometimes called the directivity, while the latter
is often simply called the gain. Both definitions are of interest to the radar systems engineer.
The directive gain is descriptive of the antenna pattern, but the power gain is more appropriate
for use in the radar equation.

The directive gain of a transmitting antenna may be defined as

G _ maximum r~~~a~!~!1_i~~~~~ity
D - average radiation intensity

where the radiation intensity is the power per unit solid angle radiated in the direction (0, 4»
and is denoted P(8, 4». A plot of the radiation as a function of the angular coordinates is called
a radiation-intensity pattern. The power density, or power per unit area, plotted as'~ function of
angle is called a power pattern. The power pattern and the radiation-intensity patlern are
identical when plotted on a relative hasis, that is, when the maximum is normalized to a value
of unity. When plotted on a relative basis both are called the lltltemw radiation patkm.

An example of an antenna radiation pattern for a paraboloid antenna is shown plotted in
Fig. 7.1. 3 The main lobe is at zero degrees. The first irregularity in this particular radiation
pattern is the vestigial lobe, or "shoulder," on the side of the main beam. The vestigial lobe
does not always appear in antenna radiation patterns. It can result from an error in the
aperture illumination and is generally undesired. In most antennas the first sidelobe appears
instead. The first sidelobe is smeared into a vestigial lobe as in Fig. 7.1 if the phase distribution
across the aperture is not constant. Following the first sidelobe are a series of minor lobes
which decrease in intensity with increasing angular distance from the main lobe. In the vicinity
of broadside (in this example 100 to 115°), spillover radiation from the feed causes the sidelobe
level to rise. This is due to energy radiated from the feed which is not intercepted by the
reflector. The radiation pattern also has a pronounced lobe in the backward direction (180°)
due to diffraction effects of the reflector and to direct leakage through the mesh reflector
surface.
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Figure 7.1 Radiation pattern for a particular paraboloid reflector antenna illustrating the main beam and
the sidelobe radiation. (After Cutler et al.,J Proc. IRE.)



The radiation pattern shown in Fig. 7.i is plotted as a function of one angular coordinate, 
but the actual pattern is a plot of the radiation intensity P(0, 0) as a function of the two angles 
0 and 4. Tile two angle coordinates commonly employed with ground-based antennas are 
azirnutti and elevation, but any other convenient set of angles can be used. 

A coniplcte three-dimensional plot of the radiation pattern is not always necessary. For 
example, at1 antenna with a symnietrical pencil-beam pattern can be represented by a plot in 
one angular coordinate. The radiation-intensity pattern for rectangular apertures can often be 
written as ttie product of the radiation-intensity patterns in the two coordinate planes; for 
instance, 

Tlic cornplete radiation patter11 can be specified from the two single-coordinate radiation 
~xittcrt~s irl  the 0 plarie arid the d, plane. 

Since the average radiation intensity over a solid angle of 4n radians is equal to the total 
power radiated divided by 4n, the directive gain as defined by Eq. (7.1) can be written as 

4lr(rnaxitnum power radiatedlunit solid angle) 
G D  = 

total power radiated by the antenna 

This equation indicates the procedure whereby the directive gain may be found from the 
radiation pattern. The maximum power per unit solid angle is obtained simply by inspection, 
and the total power radiated is found by integrating the volume contained under the radiation 
pattern. Equation (7.2) can be written as 

where B is defined as the beam area: 

The beam area is the solid angle through which all the radiated power would pass if the power 
per unit solid angle were equal to P(O, +),,,,, over the beam area. It defines, in effect, an equivalent 
antenna pattern. If  O B  and ( b B  are the beamwidths in the two orthogonal planes, the beam area 
B is approximately equal to BB 4B. Substituting into Eq. (7.3) gives 

Ariotller expression for the gain sometimes used is 

This was derived assuming a gaussian beamshape and with O,, (6, defined as the half-power 
beamwidths.I3' 

Power gain The definition of directive gain is based primarily on the shape of the radiation 
pattern. It does not take account of dissipative losses. The power gain, which will be denoted 
by G ,  includes the antenna dissipative losses, but does not involve system losses arising from 
mismatch of impedance or of polarization. It can be defined similarly to the definition of 

p.2)
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The radiation pattern shown in Fig. 7.1 is plotted as a function of one angular coordinate,
but the actual pattern is a plot of the radiation intensity P(O, cP) as a function of the two angles
o and ¢y. The two angle coordinates commonly employed with ground~based antennas are
azimuth and elevation, but any other convenient set of angles can be used.

A complete three-dimensional plot of the radiation pattern is not always necessary. For
example, an antenna with a symmetrical pencil-beam pattern can be represented by a plot in
one angular coordinate. The radiation-intensity pattern for rectangular apertures can often be
written as the product of the radiation-intensity patterns in the two coordinate planes; for
instance,

P(U, 4» = P(O, O)P(O, 4»

The complete radiation pattern can be specified from the two single-coordinate radiation
patterns in the (} plane and the l' plane.

Since the average radiation intensity over a solid angle of 4n radians is equal to the total
power radiated divided by 4n, the directive gain as defined by Eq. (7.1) can be written as

GD = 4n(maximum power radiated/unit solid angle)
total power radiated by the antenna

This equation indicates the procedure whereby the directive gain may be found from the
radiation pattern. The maximum power per unit solid angle is obtained simply by inspection,
and the total power radiated is found by integrating the volume contained under the radiation
pattern. Equation (7.2) can be written as

4nP(O, cP)max 4n
GD = II P(O, ¢)dOd¢ - B

where B is defined as the beam area:

B = II P(O, cjJ) dO dcjJ
P(O, cjJ )max

(7.3)

(7.4)

(7.Sa)

The beam area is the solid angle through which all the radiated power would pass if the power
per unit solid angle were equal to P(O, cP kax over the beam area. It defines, in effect, an equivalent
antenna pattern. If 08 and <P8 are the beamwidths in the two orthogonal planes, the beam area
B is approxiPlately equal to 08 cP8' Substituting into Eq. (7.3) gives

4n .
Go ~ 08cjJ8

Another expression for the gain sometimes used is

(7.5b)

This was derived assuming a gaussian beamshape and with 0a, cP8 defined as t~e half·power
beamwidths. 137

Power gailL The definition of directive gain is based primarily on the shape of the radiation
pattern. It does not take account of dissipative losses. The power gain, which will be denoted
by G, includes the antenna dissipative losses, but does not involve system losses arising from
mismatch of impedance or of polarization. It can be defined similarly to the definition of
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directive gain in Eq. (7.2), except that the denominator is the net power rlccrprrd by the 
antenna from the connected transmitter, or 

4n(maximum power radiatedlunit solid angle) 
G = -- 

net power accepted by the antenna 

An equivalent definition is 

maximum radiation intensity from subject antenna 
G = --- - - - - -. -- - - .- - 

radiation intensity from (lossless) isotropic source with same power input 
(7.6h) 

The power gain should be used in the radar equation since i t  includes the losses in- 
troduced by the antenna. The directive gain, which is always greater than the power gain, is of  
importance for coverage, accuracy, o r  resolution considerations and is more closely related to 
the antenna beamwidth. The difference between the two antenna gains is usually small. The 
power gain and the directive gain may be related by the radiation efficiency factor p, as follows: 

G = ~ , G D  (7.7) 

The radiation efficiency is also the ratio of the total power radiated by the antenna to the net 
power accepted by the antenna at its terminals. The difference between the total power 
radiated and the net power accepted is the power dissipated within the antenna. The radiation 
efficiency is an inherent property of an  antenna and is not dependent on such factors as 
impedance or polarization match. 

The relationship between the gain and the beamwidth of an antenna depends on the 
distribution of current across the aperture. For a "typical" reflector antenna the following 
expression is sometimes used: 

where O B  and + B  are the half-power beamwidths, in degrees, measured in the two principal 
planes. This is a rough rule of thumb that can be used when no other information is available, 
but it should not be a substitute for more exact expressions that acount for the actual aperture 
illumination. 

The definitions of the directive and the power gains have been in terms of the maximum 
radiation intensity. Thus, the gains so  defined describe the maximum concentration of radi- 
ated energy. It is also common to  speak of the gain as a function of angle. Quite often the 
ordinate of a radiation pattern is given as the gain normalized to unity and called relative gain. 
Unfortunately the term gain is used to  denote both the peak gain and the gain as a function o f  
angle. Confusion as to  which meaning is correct can usually be resolved from the context. 

The definitions of power gain and directive gain were described above in terms of a 
transmitting antenna. One  of the fundamental theorems of antenna theory concerns reci- 
procity. It states that under certain conditions (usually satisfied in radar practice) the transmit- 
ting and receiving patterns of an antenna are the same.' Thus the gain definitions apply equally 
well whether the antenna is used for transmission or  for reception. The only practical distinc- 
tion which must be made between transmitting and receiving antennas is that the transmitting 
antenna rnusibe capable of withstanding greater power. 

I ' .  

Effective apertuve. Another useful antenna parameter related to the gain is the effective receiv- 
ing aperture, o r  effective area. I t  may be regarded as a measure of the effective area presented 
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directive gain in Eq. (7.2), except that the denominator is the net power accepted by the
antenna from the connected transmitter~or

G = 4n(maximum power radiated/unit solid angle)
net power accepted by the antenna

An equivalent definition is

(7.6a)

G = maximum radiation intensity from subject a~~_enn~________ ( b)
radiation intensity from (lossless) isotropic source with same power input 7.6

The power gain should be used in the radar equation since it includes the losses in­
troduced by the antenna. The directive gain, which is always greater than the power gain, is of
importance for coverage, accuracy, or resolution considerations and is more closely related to
the antenna beamwidth. The difference between the two antenna gains is usually small. The
power gain and the directive gain may be related by the radiation efficiency factor p, as follows:

G = p,G D (7.7)

The radiation efficiency is also the ratio of the total power radiated by the antenna to the net
power accepted by the antenna at its terminals. The difference between the total power
radiated and the net power accepted is the power dissipated within the antenna. The radiation
efficiency is an inherent property of an antenna and is not dependent on such factors as
impedance or polarization match.

The relationship between the gain and the beamwidth of an antenna depends on the
distribution of current across the aperture. For a .. typical" reflector antenna the following
expression is sometimes used:

(7.8)

where (}B and <PB are the half-power beamwidths, in degrees, measured in the two principal
planes. This is a rough rule of thumb that can be used when no other information is available,
but it should not be a substitute for more exact expressions that acount for the actual aperture
illumination.

The definitions of the directive and the power gains have been in terms of the maximum
radiation intensity. Thus, the gains so defined describe the maximum concentration of radi­
ated energy. It is also common to speak of the gain as a function of angle. Quite often the
ordinate of a radiation pattern is given as the gain normaliz~d to unity and called relative gain.
Unfortunately the term gain is used to denote both the peak gain and the gain as a function of
angle. Confusion as to which meaning is correct can usually be resolved from the context.

The definitions of power gain and directive gain were described above in terms of a
transmitting antenna. One of the fundamental theorems of antenna theory concerns reci­
procity. It states that under certain conditions (usually satisfied in radar practice) the transmit­
ting and receiving patterns of an antenna are the same. 1 Thus the gain definitions apply equally
well whether the antenna is used for transmission or for reception. The only practical distinc­
tion which must be made between transmitting and receiving antennas is that the transmitting
antenna must- be capable of withstanding greater power.

i i ..

Effective aperture. Another useful antenna parameter related to the gain is the effective receiv­
ing aperture, or effective area. It may be regarded as a measure of the effective area presented



by tllc arltetlrla to tlle iricitlcrit wave. .l'tlc gain G and the effective area A,  of a lossli~ss atltetltla 
are related by 

where A = wavelengtll 
A = pllysical area of atltctltla 

pal = antenna aperture efficiency 

Polarization. ?'he directiot~ of polarization is defined as the direction of the electric field 
vector. Most radar antennas are linearly polarized; that is, the direction of the electric field 
vector is either vertical or  horizontal. The polarization may also be elliptical or  circular. 
Elliptical polarization may be considered as the combination of two linearly polarized waves 
of the same frequency, traveling in the same direction, which are perpendicular to each other in 
space. The relative amplitudes of the two waves and the phase relationship between them can 
assume any values. If the amplitudes of the two waves are equal, and if they are 90" out of 
(time) phase, the polarization is circular. Circular polarization and linear polarization are 
special cases of elliptical polarization. The degree of elliptical polarization is often described by 
the axial ratio, which is the ratio of the major axis to the minor axis of the polarization ellipse. 

Linear polarization is most often used in conventional radar antennas since it is the 
easiest to  achieve. The choice between horizontal and vertical iinear polarization is often left to 
the discretion of the antenna designer, although the radar systems engineer might sometimes 
want to  specify one or  the other, depending upon the importance of ground reflections. For  
example, horizontal polarization might be employed with long range air-search radars operat- 
ing at VHF or UHF so  as to  obtain longer range because of the reinforcement of the direct 
radiation by the ground-reflected radiation, Sec. 12.2. Circular polarization is often desirable 
in radars which must " see " through weather disturbances. 

Sidelobe radiation. An example of  sidelobe radiation from a typical antenna was show11 in 
Fig. 7.1. Low sidelobes are generally desired for radar applications. If too large a portion of the 
radiated energy were contained in the sidelobes, there would be a reduction in the main-beam 
energy, with a consequent lowering of the maximum gain. 

No gqieral rule can be given for specifying the optimum sidelobe level. This depends 
upon the application and how difficult it is for the antenna designer to achieve low sidelobes. If 
the sidelobes are too high, strong echo signals can enter the receiver and appear as false 
targets. A high sidelobe level makes jamming of the radar easier. Also, the radar is more 
subject to interference from nearby friendly transmitters. 

The first sidelobe nearest the main beam is generally the highest. A typical parabolic 
reflector antenna fed from a waveguide horn might have a first sidelobe 23 to  28 d B  below the 
main beam. Lower first sidelobes require a highly tapered aperture illumination, one with the 
illumination at the edge of the aperture considerably less than that a t  the center. I t  is not easy to  
obtain with a reflector antenna the precisely tapered aperture illuminations necessary for low 
sidelobe radiation. Because of its many radiating elements, a n  array antenna is better suited for 
achieving the low-sidelobe aperture illumination than is a reflector. First sidelobes of from 40 
to  50 d B  below the main beam may be possible with the proper aperture illuminations and the 
proper care in implementation. A high-gain antenna is usually necessary to  achieve such low 
sidelobes. (When referred to the radiation from an isotropic antenna, the peak sidelobes from a 
low-sidelobe antenna might be approximately 10 to  15 dB below the isotropic level.) The 
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by the antenna to the incident wave. The gain G and the cf[ectivcarea l1 .. ofa loss less antellna
are related by

. 4rr 11 "
(J = - -- r-

A
(7.9)

where A = wavelength
A = physical area of antenna

fla = antenna aperture erticiency

Polarization. The direction of polarization is defined as the direction of the electric field
vector. Most radar antennas are linearly polarized; that is, the direction of the electric field
vector is either vertical or horizontal. The polarization may also be elliptical or circular.
Elliptical polarization may be considered as the combination of two linearly polarized waves
of the same frequency, traveling in the same direction, which are perpendicular to each other in
space. The relative amplitudes of the two waves and the phase relationship between them can
assume any values. If the amplitudes of the two waves are equal, and if they are 90° out of
(time) phase, the polarization is circular. Circular polarization and linear polarization are
special cases of elliptical polarization. The degree of elliptical polarization is often described by
the axial ratio, which is the ratio of the major axis to the minor axis of the polarization ellipse.

Linear polarization is most often used in conventional radar antennas since it is the
easiest to achieve. The choice between horizontal and vertical linear polarization is often left to
the discretion of the antenna designer, although the radar systems engineer might sometimes
want to specify one or the other, depending upon the importance of ground reflections. For
example, horizontal polarization might be employed with long range air-search radars operat­
ing at VHF or UHF so as to obtain longer range because of the reinforcement of the direct
radiation by the ground-reflected radiation, Sec. 12.2. Circular polarization is often desirable
in radars which must" see" through weather disturbances.

Sidelobe radiation. An example of sidelobe radiation from a typical antenna was shown in
Fig. 7.1. Low sidelobes are generally desired for radar applications. If too large a portion of the
radiated energy were contained in the sidelobes, there would be a reduction in the main-beam
energy, with a consequent lowering of the maximum gain.

No g~leral rule can be given for specifying the optimum sidelobe level. This depends
upon the application and how dirftcult it is for the antenna designer to achieve low sidelobes. If
the sidelobes are too high, strong echo signals can enter the receiver and appear as false
targets. A high sidelobe level makes jamming of the radar easier. Also, the radar is more
subject to interference from nearby friendly transmitters.

The first sidelobe nearest the main beam is generally the highest. A typical parabolic
reflector antenna fed from a waveguide horn might have a first sidelobe 23 to 28 dB below the
main beam. Lower first sidelobes require a highly tapered aperture illumination, one with the
illumination at the edge of the aperture considerably less than that at the center. It is not easy to
obtain with a reflector antenna the precisely tapered aperture illuminations necessary for low
sidelobe radiation. Because of its many radiating elements, an array antenna is better suited for
achieving the low-sidelobe aperture illumination than is a reflector. First sidelobes of from 40
to 50 dB below the main beam may be possible with the proper aperture illuminations and the
proper care in implementation. A high-gain antenna is usually necessary to achieve such low
sidelobes. (When referred to the radiation from an isotropic antenna, the peak sidelobes from a
low-sidelobe antenna might be approximately 10 to 15 dB below the isotropic level.) The



achievement of extremely low sidelobes requires the antenna to be well constructed so as to 
maintain the necessary mechanical and electrical tolerances. I t  takes only a small deviation of 
the antenna surface to have an increase of the peak sidelobe of a very low sidelobe antenna. 
Furthermore, there must be no obstructions in the vicinity of the antenna that can divert 
energy to the sidelobe regions and appear as high sidelobes. A low sidelobe antenna might 
have to  be 20 to 30 percent larger than a conventional antenna to achieve the same beamwidtll. 

Aperture efficiency. The aperture efficiency is the ratio of the actual antenna directivity to the 
maximum possible directivity. Maximum directivity is achieved with a uniform apcrti~re 
illumination.' Although i t  might seem that the higher the aperture efficiency the better, apcr- 
ture efficiency is seldom a suitable measure of the quality of a radar antenna. Other factors are 
usually more important. For  instance, the high sidelobes that accompany a uniform illt~mina- 
tion are seldom desired, and the aperture efficiency is usually willingly sacrificed for lower 
sidelobes. When a shaped beam is desired in a surveillance radar, such as a cosecant-squared 
pattern, again i t  is more important to  achieve the overall pattern required rather than simply 
nlax'imize the directivity at the peak of the beam. 

Aperture efficiency is a measure of the radiation intensity only at the center of the beam. 
In a search radar, however, the radiation intensity throughout the entire beam is of interest, 
not just that at the beam center. A number of hits are received as the antenna scans by each 
target. The detection decision is based on  the energy from all.the hits received and not just on 
the energy received when the ,center of the beam' illuminates the target. Thus it  is not the 
maximum directivity which is important, but the total directivity integrated over the number 
of hits processed by the radar. A better criterion for selecting the aperture illumination might 
be one which maximizes the radiated energy within,a specified angular r e g i ~ n . ~  Such illumina- 
tions are more typical of radar antenna practice than the uniformly illuminated aperture. 

In a monopulse tracking antenna, uniform illumination might be desirable to maxinlize 
directivity when the target is being tracked by the center of the beam. However, a monopulse 
antenna with a uniform illumination for the sum-pattern will have a poor difference-pattern, 
even if the high sidelobes can be tolerated. A compromise must be made, and something other 
than a uniform illumination is generally selected. 

Thus the parameter of aperture efficiency, which sometimes is held sacred by thc anteillla 
designer and to some who write antenna specifications, is often ofsecondary importance to the 
systems engineer wishing to optimize total radar performance. It can usually be traded for 
some more important characteristic. 

7.2 ANTENNA RADIATION PATTERN AND APERTURE DISTRIBUTION 

The electric-field intensity E ( 4 )  produced by the radiation emitted from the antenna is a 
function ofthe amplitudeand the phase ofthecurrent distribution across the  aperture.'^'.^ E(4)  
may be found by adding vectorially the contribution from the various current elements con- : 1 

stituting the aperture. The mathematical summation of all the contributions from the current 
elements contained within the aperture gives the field intensity in terms of an integral. This 
integral cannot be readily evaluated in the general case. However, approxin~ations to the solu- 
tion may be had by dividing the area about the antenna aperture into three regions as deter- 
mined by the mathematical approximations that must be made. The demarcations among these 
three regions are not sharp and blend,one into the other. 

The  region in the immediate neighborhood of the aperture is the neur jiclrl. I t  extcnds 
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achievement of extremely Jow sidelobes requires the antenna to be wel/ constructed so as to
maintain the necessary mechanical and electrical tolerances. It takes only a small deviation of
the antenna surface to have an increase of the peak sidelohc of a very low sidelobe antenna.
Furthermore, there must be no obstructions in the vicinity of the antenna that can divert
energy to the sidelobe regions and appear as high sidelobes. A low sidelobe antenna might
have to be 20 to 30 percent larger than a conventional antenna to achieve the same beamwidth.

Aperture efficiency. The aperture efficiency is the ratio of the actual antenna directivity to the
maximum possible directivity. Maximum directivity is achieved with a uniform apnture
illumination. l Although it might seem that the higher the aperture efficiency the better, aper­
ture efficiency is seldom a suitable measure of the quality of a radar antenna. Other factors arc
usually more important. For instance, the high sidelobes that accompany a uniform illumina­
tion are seldom desired, and the aperture efficiency is usually willingly sacrificed for lower
sidelobes. When a shaped beam is desired in a surveillance radar, such as a cosecant-squared
pattern, again it is more important to achieve the overall pattern required rather than simply
max'imize the directivity at the peak of the beam.

Aperture efficiency is a measure of the radiation intensity only at the center of the beam.
In a search radar, however, the radiation intensity throughout the entire beam is of interest,
not just that at the beam center. A number of hits are received as the antenna scans by each
target. The detection decision is based on the energy from all the hits received and not just on
the energy received when the center of the beam' illuminates the target. Thus it is not the
maximum directivity which is important, but the total directivity integrated over the number
of hits processed by the radar. A better criterion for selecting the aperture illumination might
be one which maximizes the radiated energy within' a specified angular region. s Such illumina­
tions are more typical of radar antenna practice than the uniformly illuminated aperture.

In a monopulse tracking antenna, uniform illumination might be desirable to maximize
directivity when the target is being tracked by the center of the beam. However, a monopulse
antenna with a uniform illumination for the sum-pattern will have a poor difference-pattern,
even if the high sidelobes can be tolerated. A compromise must be made, and something other
than a uniform illumination is generally selected.

Thus the parameter of aperture efficiency, whic~ sometimes is held sacred by the antenna
designer and to some who write antenna specifications, is often of secondary importance to the
systems engineer wishing to optimize total radar performance. It can usually be traded for
some more important characteristic.

7.2 ANTENNA RADIATION PAITERN AND APERTURE DISTRIBUTION

The electric-field intensity E(cP) p'roctuced by the radiation emitted from the antenna is a
function of the amplitude and the phase ofthe current distribution across the aperture. 1,4.S E( cP)
may be found by adding vectorially; Jhe contribution from the various current elements con­
stituting the aperture. The mathematical summation of all the contributions from the current
elements contained within the aperture gives' the field intensity in terms of an integral. This
integral cannot be readily evaluated in the g~neral case. However, approximations to the solu­
tion may be had by dividing'the area about the antenna aperture into three regions as deter­
mined by the mathematical approximations that must be made. The demarcations among these
three regions are not sharp and blend' one into the other.

The region in the immediate n~ighborhood of the aperture is the flear Jield. It extends



several antenna diameters from the aperture and, for this reason, is usually of little importance 
to the radar engineer. 

'I'lre near field is followed by tlie Frestlel region. In the Fresnel region, rays from the 
radiating aperture to tlie observation point (or target) are not parallel and the antenna 
radiatioli pattern is not constant with distance. Little application is tnade of tlie Fresnel region 
iri radar. 'Tlie rrcrir.,licxlrl and the f.'rosrrcl rc~yiort have sornetimes beeti called by antenna engin- 
eers tlie r.c~trc.tir~c~ rrclrrr-jicld rcginrr and tlrc radiatirlg near-jield regioti, respe~tively.~ 

The fart licst region from tile aperture is tlie FrartnhoJer, o r  far-field, region. In the Fraun- 
Ilofcr rcgiori. tlrc radiating source and the observation point are at a sufficiently large distance 
frorri each otllcr so tliat the rays originating from the aperture may be considered parallel to 
one anotlier at the target (observation point). Radar antennas operate in the Fraunhofer 
region. 

The "boundary " R F  between Fresnel and Fraunhofer regions is usually taken to be either 
R F  = DZ/A or the distance R F  = 2D2/A, where D is the size of the aperture and ,I is the 
waveletigth, D and A being measured in the same units. At a distance given by D2/A, the gain of 
a ~rriifortnly illuminated antenna is 0.94 that of the Fraunhofer gain at infinity. At a distance of 
2D2/?, ,  the gain is 0.99 that at infinity. 

The plot of tlie electric field ititensity I E(0, 4)I is called thefie1d-intetrsity pattert~ of the 
antenna. The plot of the square of tlie field intensity I E(0, 4 )  / *  is the power radiatiotl patterti 
P(O. c$), defined in the previous section. 

I11 tlie Fraurillofer region, the integral for electric field intensity in terms of current 
distributioti across the aperture is given by a Fourier transform. Consider the rectangular 
aperture and coordiriate system shown in Fig. 7.2. The width of the aperture in the z dimension 
is tr, and tile angle in tile y,- plane as ~neasured from tlie y axis is 4. The far-field electric field 
intensity, assuming (1 5> A, is 

where A ( : )  = ci~rrent at distance ;, assumed to be nowing in .u direction. A(z), the aperture 
distrihrrtiot~. or ill~ir~rirr~~tiori, may be written as a complex quantity, including both the ampli- 
tilde arid pllase. or 

4 2 )  = I 4 4  l exp j y ( z j  (7.1 1) 

/ 
E(4) 

_/ -- 

' Y 

Figure 7.2 Rectangular aperture and 
coordinate system for illustrating the 
relationship between the aperture dis- 
tribution and the far-field electric-field- 
intensity pattern. 
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several antenna diameters from the aperture and, for this reason, is usually of little importance
to the radar engineer.

The near riekJ is followed by the Fresnel region. In the Fresnel region, rays from the
radiating aperture to the observation point (or target) are not parallel and the antenna
radiation pattern is not constant with distance. Little application is made of the Fresnel region
in radar. The IIf'W' field and the F/'(Is/lel reg;o/l have sometimes been called by antenna engin­
eers the r{'(lct;!'C /Icar-fidd region and the radiating near-field region, respectively,6

The farthest region from the aperture is the Fraunhofer, or far-field, region. In the Fraun­
horer region, the radiating source and the observation point are at a sufficiently large distance
from each other so that the rays originating from the aperture may be considered parallel to
one another at the target (observation point). Radar antennas operate in' the Fraunhofer
regIon.

The" boundary" R F between Fresnel and Fraunhofer regions is usually taken to be either
R F = Dl/J... or the distance R F = 2D l /l, where D is the size of the aperture and l is the
wavelength, D and J... being measured in the same units. At a distance given by DZIl, the gain of
a uniformly illuminated antenna is 0.94 that of the Fraunhofer gain at infinity. At a distance of
2D l

/ A, the gain is 0.99 that at infinity.
The riot of the electric field intensity 1£(0, 1» I is called the field-intensity pattem of the

antenna. The plot of the square of the field intensity 1£(0, 1» I
Z is the power radiation pat tent

P(O, 1», defined in the previous section.
In the Fraunhofer region, the integral for electric field intensity in terms of current

distrihution across the aperture is given by a Fourier transform. Consider the rectangular
aperture and coordinate system shown in Fig. 7.2. The width of the aperture in the z dimension
is a. and the angle in the y: plane as measured from the y axis is 1>. The far-field electric field
intensity. assuming a ~ A. is

. all (z)
E(!/»=.1aiZA(z)exP j2rr~sin1> dz (7.10)

where 11(:) = current at distance z, assumed to be Oowing in x direction. A(z), the aperture
distrihlltieJll, or illllllli/latioll, may be written as a complex quantity, including both the ampli­
tude and phase, or

..

x

A(z) = IA(z) I exp j'P(z) (7.11)

!----'----------y

Figure 7.2 Rectangular aperture and
coordinate system for illustrating the
relationship between the aperture dis­
tribution and the far-field electric-field­
intensity pattern.



where I A(z)l = amplitude distribution and Y(z) = phase distribution. [Equation (7.10) 
applies to a one-dimensional line source lying along tllc 2 axis. For tllc two-dirnc~lsior~al 
aperture of Fig. 7.2, A(z) is the integral of A ( x ,  z) over the variable x.] 

Equation (7.10) represents the summation, o r  integration, of the individt~al contributions 
from the current distribution across the aperture according to  tluygclls' principle. At an  angle 
4, the contribution from a particular point on the aperture will be advanced or  retarded in 
phase by 2n(z/12) sin 4 radians. Each of these contributions is weighted by the factor A(z). The 
field intensity is the integral of these individual contributions across the face of the aperture. 

The aperture distribution has been defined in terms of the current i,. It may also be 
defined in terms of the magnetic field component H z  for polarization in the .u direction, o r  in 
terms of the electric field component E, for polarization in the z direction, provided these field 
components are confined to  the a p e r t ~ r e . ~  

The expression for the electric field intensity [Eq. (7.10)] is mathematically s ~ p i l a r  to the 
inverse Fourier transform. Therefore the theory of Fourier transforms can be applied to  the 
calculation of the radiation o r  field-intensity patterns if the aperture distribution is known. 
The Fourier transform of a function f (t) is defined as 

F(/) = I * ~ ( 1 )  exp (-j27c~) dr (7.12) 
. - m  

and the inverse Fourier transform is 

The limits of Eq. (7.10) can be extended over the infinite interval from - oo to + oo since the 
aperture distribution is zero beyond z = +a/2. 

The Fourier transform permits the aperture distribution A(z) to be found for a given 
field-intensity pattern E(+), since 

This may be used as  a basis for synthesizing an  antenna pattern, that is, finding the aperture 
distribution A(z) which yields a deqired antenna pattern E ( 4 ) .  

In the remainder of this section, the antenna radiation pattern will be examined for 
various aperture distributions using Eq. (7.10). It will be assumed that the phase distribution 
across the aperture is constant and only the effects of the amplitude distribution need be 
considered. 

The inverse Fourier transform gives the electric field intensity when the phase and ampli- 
tude of the distribution across the aperture are known. The aperture is defined as the projec- 
tion of the antenna on a plane perpendicular t o  the direction of propagation. I t  does not 
matter whether the distribution is produced by a reflector antenna, a lens, or  an array. 

Onedimensional aperture distribution Perhaps the simplest aperture distribution to conceive 
is the uniform, o r  rectangular, distribution. The uniform distribution is constant over the 
aperture extending from -a12 t o  +a12 and zero outside. For present purposes it will be 
assumed that the aperture extends in one dimension only. This might represent the distribution 
across a line source or the distribution in one plane of a rectangular aperture. If the constant 
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where IA(z) I = amplitude distribution and 'P(z) = phase distribution. [Equation (7.10)
applies to a one-dimensional line source lying along till: z axis. For till: two-uiml:llsional
aperture of Fig. 7.2, A(z) is the integral of A(x, z) over the variable x.]

Equation (7.10) represents the summation, or integration, of the ind iviuual contributions
from the current distribution across the aperture according to Huygclls' principle. At an angle
¢, the contribution from a particular point on the aperture will be advanced or retarded in
phase by 21£(zI1) sin ¢ radians. Each of these contributions is weighted by the factor A(z). The
field intensity is the integral of these individual contributions across the face of the aperture.

The aperture distribution has been defined in terms of the current ix . It may also be
defined in terms of the magnetic field component Hz for polarization in the x direction, or in
terms of the electric field component Ez for polarization in the z direction, provided these field
components are confined to the aperture.?

The expression for the electric field intensity [Eq. (7.10)] is mathematically s.i]nilar to the
inverse Fourier transform. Therefore the theory of Fourier transforms can be applied to the
calculation of the radiation or field-intensity patterns if the aperture distribution is known.
The Fourier transform of a function f (t) is defined as

F(f) = roo f(t) exp (- j21lft) dt
• - 00

and the inverse Fourier transform is

f(t) = roo F(f) exp (j21£Ji) df
• - 00

(7.12)

(7.13 )

The limits of Eq. (7.10) can be extended over the infinite interval from - 00 to + 00 since the
aperture distribution is zero beyond z = ±a12.

The Fourier transform permits the aperture distribution A(z) to be found for a given
field-intensity pattern E(¢), since

(7.14)

This may be used as a basis for synthesizing an antenna pattern, that is, finding the aperture
distribution A(z) which yields a dec;ired antenna pattern E(4)).

In the remainder of this section, the antenna radiation pattern will be examined for
various aperture distributions using Eq. (7.10). It will be assumed that the phase distribution
across the aperture is constant and only the effects of the amplitude distribution need be
considered.

The inverse Fourier transform gives the electric field intensity when the phase and ampli­
tude of the distribution across the aperture are known. The aperture is defined as the projec­
tion of the antenna on a plane perpendicular to the direction of propagation. It does not
matter whether the distribution is produced by a reflector antenna, a lens, or an array.

One-dimemional aperture distributiolL Perhaps the simplest aperture distrihution to conceive
is the uniform, or rectangular,distribution. The uniform distribution is constant over the
aperture extending from -a12 to +a12 and zero outside. For present purposes it will be
assumed that the aperture extends in one dimension only. This might represent the distribution
across a line source or the distribution in one plane of a rectangular aperture. If the constant



value of the aperturedistribution is equal to A,  and if the phase distribution across the aperture 
is constant, the antenna pattern as computed from Eq. (7.10) is 

- 
/ t o  sin [n(n/A)  sill $1 - - . - -. . -. - - - .- -. -- - - .- [sin n(a/A) sin $1 

= A o a  - 
(n /A)  sir1 4 n(a/A)  sin 4 

Normalizing to make E ( O )  = 1 results in A, = I /a;  therefore 

sir1 [n(m/A) sin $1 
E(') = n ( a / l )  sin 4 

This pattern, which is of the form (sin .u)/x, is shown by the solid curve in Fig. 7.3. The 
intensity of tile first sidelobe is 13.2 dB below that of the peak. The angular distance between 
the nulls adjacent to the peak is 2A/a rad, and the beamwidth as  measured between the half- 
power poirits is 0 . 8 8 1 1 ~  rad, o r  5 lA/a deg. The voltage pattern of Eq. (7.16) is positive over the 
entire main lobe, but changes sign in passing through the first zero, returning to  a positive 
value in passing through the second zero, and so on. The odd-numbered sidelobes are 
therefore out of phase with the main lobe, and the even-numbered ones are in phase. Also 
shown in Fig. 7.3 is the radiation pattern for the cosine aperture distribution. 

71 z a 
A ( z )  = cos - 111 < 2 a 

-4rr -3rr -27l -7l 0 7r 2 7  3n 4 7  
T ( Q / A )  sin 4 

Figure 7.3 The solid curve is the antenna radiation pattern produced by a uniform aperturedistribution; 
the dashed curve represents the antenna radiation pattern of an aperture distribution proportional to the 
cosine function. 
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value of the aperture distribution is equal to Ao and if the phase distribution across the aperture
is constant, the antenna pattern as computed from Eq. (7.10) is

E(¢) = Ao (:2exp J( 21£ l sin ¢) dz

= A~_~i!1_1~~~~Jl~~~J = Aoa [sin 1£(a/J) sin ¢J
(1£/J) sin ¢ 1£(a/J) sin ¢

Normalizing to make E(O) = I results in Ao = I/a; therefore

E(¢) = sin [1£(ajA) sin ¢]
n(a/J) sin ¢

(7.15)

(7.16)

This pattern, which is of the form (sin x)/x, is shown by the solid curve in Fig. 7.3. The
intensity of the first sidelobe is 13.2 dB below that of the peak. The angular distance between
the nulls adjacent to the peak is 2A/a rad, and the beamwidth as measured between the half­
power points is O.88J/a rad, or 5 lA/a deg. The voltage pattern of Eq. (7.16) is positive over the
entire main lobe, but changes sign in passing through the first zero, returning to a positive
value in passing through the second zero, and so on. The odd-numbered sidelobes are
therefore out of phase with the main lobe, and the even-numbered ones are in phase. Also
shown in Fig. 7.3 is the radiation pattern for the cosine aperture distribution.

nz
A(z) = cos ­

a

..,:, .

-41T - 3,.,. -21T

c
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a

-15
"0
a
L

(1)

>....
a

-20 (1)

L

N -

-a
-25 '-l.l

-1T 0 1T

1T(a/A) sin ¢
21T 3rT

Figure 7.3 The solid curve is the antenna radiation pattern produced by a uniform aperture distribution;
the dashed curve represents the antenna radiation pattern of an aperture distribution proportional to the
cosine function.
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The normalized radiation pattern is 

where +b = n(a/i l )  sin 4. In Fig. 7.3 the gains of both patterns are normalized. However, the 
maximum gain of the pattern resulting from the cosine distribution is 0.9 dB less than the gain 
of a uniform distribution. 

Table 7.1 lists some of the properties of the radiation patterns produced by various 
aperture distributions.' The aperture distributions are those which can be readily expressed in 
analytic form and for which the solution of the inverse Fourier transform of Eq. (7 .10)  can be 
conveniently carried out. Although these may not be the distributions employed with practical 
radar antennas, they serve to  illustrate how the aperture distribution affects the antenna 
pattern. More complicated distributions which cannot be readily found from available tables 
of Fourier transforms or  which cannot be expressed in analytical form may be determined by 
numerical computation methods or machine computation. (The Taylor distribution, men- 
tioned in Sec. 7.6, is a more popular model for antenna design than the analytical models of 
Table 7.1 . )  

An examination of the information presented in this table reveals that the gain of the 
uniform distribution is greater than the gain of any other distribution. It is shown by Silver' 
that the uniform distribution is indeed the most efficient aperture distribution, that is, the one 
which maximizes the antenna gain. Therefore the relative-gain column may be considered as 
the efficiency of a particular aperture distribution as compared with the uniform, or  most 
efficient, aperture distribution. The relative gain is also called the aperture eficiency [Eq. (7 .9 ) ] .  
The aperture efficiency times the physical area of the aperture is the <flective aperture. 

Table 7.1. Radiation-pattern characteristics produced by various aperture distributions 

1 = wavelength; a = aperture width 

Type of distribution, I z I < 1 

Uniform; A ( z )  = 1 

Cosine; A(z )  = cos" (nz /2 ) :  
It = 0 
1 1 =  1 
n = 2  
n = 3  
n = 4 

Parabolic; A ( z )  = 1 - (1 - A)z2 
A = 1.0 
A = 0 .8  
A = 0 .5  
A = 0 

Triangular; A(z) = 1 - 1 z / 
Circular; A ( z )  = Jz2 
cosine-squared plus pedestal; 

0.33 + 0.66 cos2(nz/2) 
0.08 + 0.92 cos2(nz/2), Hamming 

Relative 
gain 

Half-power 
beamwidth, 
deg 

Intensity of first sidelobe, 
d B  below maximum ~ntenslty 

(7.17)
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The normalized radiation pattern is

E(¢) = ~ [sin (IjJ + nil) + sin (IjJ - nI2)]
4 IjJ + nl2 IjJ - nl2

where IjJ = n(all) sin ¢. In Fig. 7.3 the gains of both patterns are normalized. However, the
maximum gain of the pattern resulting from the cosine distribution is 0.9 dB less than the gain
of a uniform distribution.

Table 7.1 lists some of the properties of the radiation patterns produced by various
aperture distributions. 1 The aperture distributions are those which can be readily expressed in
analytic form and for which the solution of the inverse Fourier transform of Eq. (7.10) can be
conveniently carried out. Although these may not be the distributions employed with practical
radar antennas, they serve to illustrate how the aperture distribution affects t he antenna
pattern. More complicated distributions which cannot be readily found from available tables
of Fourier transforms or which cannot be expressed in analytical form may be determined by
numerical computation methods or machine computation. (The Taylor distribution, men­
tioned in Sec. 7.6, is a more popular model for antenna design than the analytical models of
Table 7.1.)

An examination of the information presented in this table reveals that the gain of the
uniform distribution is greater than the gain of any other distribution. It is shown by Silveri
that the uniform distribution is indeed the most efficient aperture distribution, that is, the one
which maximizes the antenna gain. Therefore the relative-gain column may be considered as
the efficiency of a particular aperture distribution as compared with the uniform, or most
efficient, aperture distribution. The relative gain is also called the aperture efficiency [Eq. (7.9)].
The aperture efficiency times the physical area of the aperture is the effective aperture.

Table 7.1. Radiation-pattern characteristics produced by various aperture distributions

A. = wavelength; a = aperture width

Type of distribution, Iz I < 1

Uniform; A(z) = 1

Cosine; A(z) = cos" (1tz/2):
1/=0
II = 1
1/=2
1/=3
1/=4

Parabolic; A(z) = 1 - (1 - ~)Z2:

~ = 1.0
~ = 0.8
~ = 0.5
~=o

Triangular; A(z) = 1 - IzI
Circular; A(z) = J1="?
Cosine-squared plus pedestal;

0.33 + 0.66 cos2(1tz/2)
0.08 + 0.92 cos2(1tz/2), Hamming

Relative
gain

1
0.810
0.667
0.575
0.515

1
0.994
0.970
0.833

0.75

0.865

0.88
0.74

Half-power
beamwiqth,
deg

5U/a

5U/'1
69A./a
83A./a
95A./a

11U/a

51A./a
53A./a
56)./a
66)./a

73)./a

58.5)./a

63)./a
76.5)./a

Intensity of first sidclohc,
dB below maximum intensity

13.2

13.2
23
32
40
48

13.2
15.8
17.1
20.6

26.4

17.6

25.7
42.8



Another property of the radiation patterns illustrated by 'Table 7.1 is that the antennas 
with the lowest sidelobes (adjacent to the main beam) are those with aperture distributions in 
wliicli the amplitude tapers to a sniall value at the edges. The greater the amplitude taper, tlie 
lower tlic sidelobe lcvcl 1,111 t l ~ c  less tllc rclative gait1 and tlie broader the beainwidtli. Thus low 
sidelobes and good aperture eficiency run counter to one another. 

A word of carttion sliould be give11 concerning the ability to achieve in practice low 
sidclol~e levels wit11 cxtrcr~lcly tapered illutnil~ations. It was assumed in the cortlpittatiotl of 
tlicse radiatiorl patterns that the distribution of the phase across the aperture was constant. In 
a practical antenna this will tlot tiecessarily be true since there will always be some unavoid- 
able pliase variations caused by the inability to fabricate tlie antenna as desired. Any practical 
device iq ricvcr perfect: i t  will always he cotistructed with some error, albeit small. The phase 
variations due to the uriavoidable errors can cause the sidelobe level to be raised and the gain 
to be lowered. Tllcre is a practical limit beyond which it becomes increasingly difficult to 
achieve low sidelobes even i f  a considerable amplitude taper is used. 

Circular aperture.'.' Tlie examples of aperture distribution presented previously in this sec- 
tion applied to distributions in one dimension. We shall consider here the antenna pattern 
prodi~ced by a two-diniensional distribution across a circular aperture. The polar coordinates 
( r ,  0)  are used to describe the aperture distribution A(r, O), where r is the radial distance from 
the center of the circi~lar aperture, arid 0 is the angle measured in the plane of the aperture with 
rcspcct to  a reference. I-iuyge~is' principle may be applied it1 the far field by dividing the plane 
wave across the circular aperture into a great many spherical wavelets, all of the same phase 
but of  different amplitude. T o  find the field intensity at a point a distance R from the antenna, 
the amplitudes of all the waves are added at the point, taking account of the proper phase 
relationships due to tlie difference in path lengths. Th'e field intensity at  a distance R is thus 
proportional to 

where ro is tlie radius of the aperture. For a circular aperture with uniform distribution, the 
field intensity is proportional to 

t n  . r o  

E(4)  = / d0 1 exp r dr = nrg2~1(t)/S 
' 0 0 

where < = 2k(ro / A )  sin 4 and J ,(t) = first-order Bessel function. A plot of the normalized 
radiation pattern is shown in Fig. 7.4. The first sidelobe is 17.5 dB  below the main lobe, and 
tlie beamwidth is 58.5L/1). 

The effect of tapering the amplitude distribution of a circular aperture is similar to 
tapering the distribrltio~l of a linear aperture. Tile sidelobes may be reduced, but at  the expense 
of broader beamwidtli and less aritenrla gain. One  aperture distribution which has been 
considered in the past' is [ l  - (r/ro)2]P, where p = 0, 1, 2, . . . . The radiation pattern is of the 
form J, + ,({)/tPt '. When p = 0, the distribution is uniform and the radiation pattern reduces 
to that given above. For p = 1, the gain is reduced 75 percent, the half-power beamwidth is 
72.6L/D, and the first sidelobe is 24.6 dB  below the maximum. The sidelobe level is 30.6 dB 
down for p = 2, but the gain relative to a uniform distribution is 56 percent. Additional 
properties of this distribution can be found in Ref. 1, table 6.2, and in Ref. 5, table 1. 

Aperture blo~king.~-'~ An obstacle in front of an  antenna can alter the aperture illumination 
and the radiated pattern. This is called aperture blocking o r  shadowing. The  chief example is 
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Another property of the radiation pattcrns illustrated by Table 7.1 is that the antennas
with the lowest side lobes (adjaccnt to the main beam) are those with aperture distributions in
which the amplitude tapers to a small value at the edges. The greater the amplitude taper, the
lower the sidclobe level hut the less the relative gain and the broader the beamwidth, Thus low
sidelobes and good aperture efficiency run counter to one another.

A word of caution should be given concerning the ability to achieve in practice low
sidclohe levels with cxtrcmcly tapercd illuminations. It was assumed in the computation of
tliese radiation patterns that the distribution of the phase across the aperture was constant. In
a practical antenna this will not necessarily be true since there will always be some unavoid­
able phase variations caused by the inability to fabricate the antenna as desired. Any practical
device is never perfcct: it will always he constructed with some error, albeit small. The phase
variations due to the unavoidable errors can cause the sidelobe level to be raised and the gain
to be lowered. There is a practical limit beyond which it becomes increasingly difficult to
achieve low sidelobes even if a considerable amplitude taper is used.

Circular aperture.5.R The examples of aperture distribution presented previously in this sec­
tion applied to distributions in one dimension. We shall consider here the antenna pattern
produced by a two-dimensional distribution across a circular aperture. The polar coordinates
(r, 0) are used to describe the aperture distribution A(r, 0), where I' is the radial distance from
the center of the circular aperture, and 0 is the angle measured in the plane of the aperture with
rcspect to a reference. Huygens' principle may be applied in the far field by dividing the plane
wave across the circular aperture into a great many spherical wavelets, all of the same phase
but of dilTerent amplitude. To find the field intensity at a point a distance R from the antenna,
the amplitudes of all the waves are added at the point, taking account of the proper phase
relationships due to the dilTerence in path lengths. The field intensity at a distance R is thus
proportional to

2IT ro ( 21tR)
E(R) =.f

o
dO.fo A(r, 0) exp j T rdr (7.18)

where 1'0 is the radius of the aperture. For a circular aperture with uniform distribution, the
field intensity is proportional to

E(1)) = (IT dO (Oex p (.i21ti sin 1> cos 0)1' dr = 1tr~2JI(~)j~ (7.19)

where ~ = 2h(ro/A) sin 1> and J I(~) = first-order Bessel function. A plot of the normalized
radiation pattern is shown in Fig. 7.4. The 'first sidelobe is 17.5 dB below the main lobe, and
the bcamwidth is 58.5A/D.

The eITect of tapering the amplitude distribution of a circular aperture is similar to
tapering tlte distribution of a linear aperture. The sidelobes may be reduced, but at the expense
of broader beamwidth and less antenna gain. One aperture distribution which has been
considered in the past l is [1 - (r/ro)2]p, where p = 0,1,2, .... The radiation pattern is of the
form J p+ I (O/~p + I. When p = 0, the distribution is uniform and the radiation pattern reduces
to that given above. For p = 1, the gain is reduced 75 percent, the half-power beamwidth is
n.6A/D, and the first sidelobe is 24.6 dB below the maximum. The sidelobe level is 30.6 dB
down for p = 2, but the gain relative to a uniform distribution is 56 percent. Additional
properties of this distribution can be found in Ref. 1, table 6.2, and in Ref. 5, table 1.

Aperture blocking.9- 12 An obstacle in front of an antenna can alter the aperture illumination
and the radiated pattern. This is called aperture blocking or shadowing. The chief example is



( = 2 7 r ( ~ / X )  sin 4 

Figure 7.4 Radiation pattern for a uniformly illuminated circular aperture. 

the blocking caused by the feed and its supports in reflector-type antennas. Aperture blocking 
degrades the performance of an antenna by lowering the gain, raising the sidelobes, and filling 
in the nulls. The effect of aperture blocking can be approximated by subtracting the antenna 
pattern produced by the obstacle from the antenna pattern of the undisturbed aperture. This 
procedure is possible because of the linearity of the Fourier-transform that relates the aperture 
illumination and the radiated pattern, An example9 of the effect of aperture blocking caused by 
the feed in a paraboloid-reflector antenna is shown in Fig. 7.5. Buildings in the vicinity of 
ground-based radar, and masts and other obstructions in the vicinity of shipboard antennas 
can also degrade the radiation pattern because of aperture b l~ck ing . '~ '  

- 

- - 

7 

Figure 7.5 Effect of apcrt ure block - 
ing caused by the feed in a para- 

20 -15 -10 -5  0 5 10 15 20 bolic-reflector antenna. (From C. 
Degrees off oxis C ~ t l e r , ~  Proc. I RE. )  
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Figure 7.4 Radiation pattern for a uniformly illuminated circular aperture,

the blocking caused by the feed and its supports in reflector-type antennas. Aperture blocking
degrades the performance of an antenna by lowering the gain, raising the sidelobes, and filling
in the nulls. The effect of aperture blocking can be approximated by subtracting the antenna
pattern produced by the obstacle from the antenna pattern of the undisturbed aperture. This
procedure is possible because of the linearity of the Fourier-transform that relates the aperture
illumination and the radiated pattern t An example9 of the effect of aperture blocking caused by
the feed in a paraboloid-reflector antenna is shown in Fig. 7.5. Buildings in the vicinity of
ground-based radar, and masts and other obstructions in the vicinity of shipboard antennas
can also degrade the radiation pattern because of aperture blocking. 131
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Figure 7.5 Effecl of aperl ure block­
ing caused by the feed in a para­
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Broadband signals. The Fourier-i~itegral-transform relationship between the radiation pattern 
E ( 4 )  and the aperture distribution A ( z )  as expressed in Eqs. (7.11) and (7.14) applies only 
when the signal is a CW sine wave. If the signal were a pulse or  some other radar waveform 
with a spectrum of noninfinitesimal width, the simple Fourier integral which applies to a CW 
sinc wavc would not give the correct radiation patter11 nor would it predict the transient 
behavior. In most cases of practical interest the spectral width of the signal is relatively small, 
with the conseqiletice that the pattern is not affected appreciably and the Fourier-integral 
relatior~sl~ips arc satisfactoty al>ptoxiniatiotis. However, wlieti the reciprocal of tlic sigrial 
bandwidth is comparable with the time taken by a radar wave to transverse the antenna 
aperture, batldwidth effects can be irriportant and signal distortion may result. 

7.3 PARABOLIC-REFLECTOR ANTENNAS 

One of the most widely used microwave antennas is the parabolic reflector (Fig. 7.6). The 
parabola is illuminated by a source of energy called the feed, placed at the focus of the 
parabola and directed toward the reflector surface. The parabola is well suited for microwave 
antennas because ( I )  any ray from the focus is reflected in a direction parallel to the axis of 
the paraboia atid (2) the distance traveled by any ray from the focus to the parabola and by 
reflection to a plane perpendicular to the parabola axis is independent of its path. Therefore a 
point source of energy located at the focus is converted into a plane wavefront of uniform 
phase. 

The basic parabolic contour has been used in a variety of configurations. Rotating the para- 
bolic curve shown in Fig. 7.6 about its axis produces a parabola of revolution called a circular 
parabola, or a paraboloid. When properly illuminated by a point source at the focus, the 
paraboloid generates a nearly symmetrical pencil-beam antenna pattern. Its chief application 
has been for tracking-radar antennas. 

An asymmetrical beam shape can be obtained by using only a part of the paraboloid. This 
type of antenna, an example of which is shown in Fig. 7.25, is widely used when fan beams are 
desired. 

Another means of producing either a symmetrical or an asymmetrical antenna pattern is 
with the parabolic ~ y l i n d e r . ' . ~ . ' ~  The parabolic cylinder is generated by moving the parabolic 
contour parallel to itself. A line source such as a linear array, rather than a point source, must 
be used to feed the parabolic cylinder. The beamwidth in the plane containing the linear feed is 
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Figure 7.6 Parabolic-reflector antenna. 
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Broadband signals. The Fourier-integral-transform relationship between the radiation pattern
£(4)) and the aperture distributionA(z) as expressed in Eqs. (7.11) and (7.14) applies only
when the signal is a CW sine wave. If the signal were a pulse or some other radar waveform
with a spectrum of non infinitesimal width, the simple Fourier integral which applies to a CW
sinc wavc would not givc the correct radiation pattern nor would it predict the transient
behavior. In most cases of practical interest the spectral width of the signal is relatively small,
with the consequence that the pattern is not affected appreciably and the Fourier-integral
relationships arc satisfactory approximations. However, when the reciprocal of the signal
bandwidth is comparable with the time taken by a radar wave to transverse the antenna
aperture, bandwidth efTects can be important and signal distortion may result.

7.3 PARABOLIC-REFLECTOR ANTENNAS

One of the most widely used microwave. antennas is the parabolic reflector (Fig. 7.6). The
parabola is illuminated by a source of energy called the feed, placed at the focus of the
parabola and directed toward the reflector surface. The parabola is well suited for microwave
antennas because (I) any ray from the focus is reflected in a direction parallel to the axis of
the parabola and (2) the distance traveled by any ray from the focus to the parabola and by
reflection to a plane perpendicular to the parabola axis is independent of its path. Therefore a
point source of energy located at the focus is converted into a plane wavefront of uniform
phase.

The basic parabolic contour has been used in a variety of configurations. Rotating the para­
bolic curve shown in Fig. 7.6 about its axis produces a parabola of revolution called a circular
parabola. or a paraboloid. When properly illuminated by a point source at the fOCllS, the
paraboloid generates a nearly symmetrical pencil-beam antenna pattern. Its chief application
has been for tracking-radar antennas.

An asymmetrical beam shape can be obtained by using only a part of the paraboloid. This
type of antenna, an example of which is shown in Fig. 7.25, is widely used when fan beams are
desired.

Another means of producing either a symmetrical or an asymmetrical antenna pattern is
with the parabolic cylinder. l . 7.13 The parabolic cylinder is generated by moving the parabolic
contour parallel to itself. A line source such as a linear array, rather than a point source, must
be used to feed the parabolic cylinder. The beamwidth in the plane containing the linear feed is
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Figure 7.6 Parabolic-reflector antenna.



determined by the illitmination of the line source, while tlie heamwidtll i l l  tlic perpendici~lar 
plane is determined by the illumination across the parabolic profile. TIie refiector is made 
longer than the linear feed to avoid spillover and diffraction effects. One of tlie advantages of' 
the parabolic cylinder is that it can readily generate an asymmetrical fan beam with a ~ n u c h  
larger aspect ratio (length to  width) than can a section of a paraboloid. I t  is not practical to i~ se  
a paraboloidal reflector with a single horn feed for aspect ratios greater than about 8 : I ,  
altho~lgh it is practical to use the parabolic cylinder for aspect ratios of this magnitude or 
larger. Another advantage of the parabolic cylinder antenna is that the line feed allows better 
control of the aperture illumination than does a single point source feeding a paraboloid. The 
patterns in the two orthogonal planes can be controlled separately, which is of importance for 
generating shaped beams. Also there is usually less depolarization in a parabolic cylinder than 
in a paraboloid fed from a point source. Since a directive feed is used w ~ t h  a parabolic cylinder, 
leakage through a mesh reflector will cause a higher backlobe than wo~lld a poidi-source feed. 
Therefore, solid reflector-surfaces are generally employed. When the feed mttst be pressurired 
in order to sustain high power it is often easier to d o  so with a paraboloid fed by a sirlgle 
point-source than with the larger line feed of a parabolic cylinder. i 

Still another variation of the parabola is the parabolic torus shown in Fig. 7.16 and 
discussed in Sec. 7.4. It is generated by moving the parabolic contour over an arc of a circle 
whose center is on the axis of the parabola. It is useful where a scan angle less than 120" is 
required and where it is not convenient to scan the reflector itself. Scanning is accomplished in 
the parabolic torus by moving the feed. 

There are other variations of parabolic reflectors such as cheeses, pillboxes, and Iioghorns, 
descriptions of which may be found in the literature.'.' 

I7eeds for paraboloids.1.9.'30 The ideal feed for a paraboloid consists of a point source of 
illumination with a pattern of proper shape to achieve the desired aperture distribution. I t  is 
important in a paraboloid that the phase of the radiation emitted by the feed be independent of 
the angle. The radiation pattern produced by the feed is called the prirtlary patrrrtl; the 
radiation pattern of the aperture when illuminated by the feed is called the sccotidary pattcrri. 

A simple half-wave dipole or a dipole with a parasitic reflector can be itsed as the feed for 
a paraboloid. A dipole is of limited utility, however, because it is difficult to achieve the desired 
aperture illuminations, it has poor polarization properties in that some of the energy incident - , j  

on the reflector is converted t o  the orthogonal polarization, and it is limited in power. The 
open-ended waveguide as the feed for a paraboloid directs the energy better than a dipole, and 
the phase characteristic is usually good if radiating in the proper mode. A circular paraboloid 
might be fed by a circular, open-ended waveguide operating in the T E , ,  mode. A rectangitlar 
guide operating in the T E l o  mode does not give a circularly symmetric radiation pattern since 
the dimensions in the E and H planes, as well as the current distribirtions in tllese two plancs, 
are different. As this is generally true of most waveguide feeds, a perfectly symmetrical antenna 
pattern is difficult to achieve in practice. The rectangular guide may he used, liowever, for 
fccding all asymmetrical section of a paraboloid that generates a f a i l  beam wider in the I1 
plane than in the E plane. 

When more directivity is required than can be obtained with a sinlple opetl-ended 
waveguide, some form of waveguide horn may be used. The waveguide horn is probably the 
most popular method of feeding a paraboloid for radar application. 

Optimum feed illumination angle. If the radiation pattern of the feed is known, the illumina- 
tion of the aperture can be determined and the resulting secondary beam pattcrn can be found 
by evaluating a Fourier integral or performing a numerical calculation. The radiation pattern 
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determined by the illumination of the line source, while the beamwidth ill the perpendicular
plane is determined by the illumination across the parabolic profile. The rdkc(or is made
longer than the linear feed to avoid spillover and diffraction effects. One of the advantages of
the parabolic cylinder is that it can readily generate an asymmetrical fan beam with a much
larger aspect ratio (length to width) than can a section of a paraboloid. It is not practical to use
a paraboloidal reflector with a single horn feed for aspect ratios greater than about H: I,
although it is practical to use the parabolic cylinder for aspect ratios of this magnitude or
larger. Another advantage of the parabolic cylinder antenna is that the line feed allows better
control of the aperture illumination than does a single point source feeding a paraboloid. The
patterns in the two orthogonal planes can be controlled separately, which is of importance for
generating shaped beams. Also there is usually less depolarization in a parabolic cylinder than
in a paraboloid fed from a point source. Since a directive feed is used with a parabolic cylinder,
leakage through a mesh reRector will cause a higher backlobe than would a POilH-source feed.
Therefore, solid reRector-surfaces are generally employed. When the feed must be pressurized
in order to sustain high power it is often easier to do so with a paraboloid fed by a single
point-source than with the larger line feed of a parabolic cylinder.

Still another variation of the parabola is the parabolic torus shown in Fig. 7.16 and
discussed in Sec. 7.4. It is generated by moving the parabolic contour over an arc of a circle
whose center is on the axis of the parabola. Il is useful where a scan angle less than 1200 is
required and where it is not convenient to scan the reflector itself. Scanning is accomplished in
the parabolic torus by moving the feed.

There are other variations of parabolic reflectors such as cheeses, pillboxes, and hoghorns,
descriptions of which may be found in the literature. I.?

Feeds for paraboloids.l.9.130 The ideal feed for a paraboloid consists of a point source of
illumination with a pattern of proper shape to achieve the desired aperture distribution. It is
important in a paraboloid that the phase of the radiation emitted by the feed be independent of
the angle. The radiation pattern produced by the feed is called the primary pattem; the
radiation pattern of the aperture when illuminated by the feed is called the secOndtlry pattem.

A simple half-wave dipole or a dipole with a parasitic reRector can be used as the feed for
a paraboloid. A dipole is of limited utility, however, because it is difficult to achieve the desired
aperture illuminations, it has poor polarization properties in that some of the energy incident
on the reflector is converted to the orthogonal polarization, and it is limited in power. The
opcn-ended waveguide as the feed for a paraboloid directs the energy better than a dipole, and
the phase characteristic is usually good if radiating in the proper mode. A circular paraboloid
might be fed by a circular, open-ended waveguide operating in the TE 11 mode. A rectangular
guide operating in the TE lo mode does not give a circularly symmetric radiation pattern since
the dimensions in the E and H planes, as well as the current distributions in these two planes,
are different. As this is generally true of most waveguide feeds, a perfectly symmetrical antenna
pattern is difficult to achieve in practice. The rectangular guidc may be used, however, for
feeding all asymmctrical section of a paraboloid that generates a fan beam wider in the Jl
plane than in the E plane.

When more directivity is required than can be obtained with a simple open-ended
waveguide, some form of waveguide horn may be used. The waveguide horn is probably the
most popular method of feeding a paraboloid for radar application.

Optimum feed illumination angle. If the radiation pattern of the feed is known, the illumina­
tion of the aperture can be determined and the resulting secondary beam pattern can be found
by evaluating a Fourier integral or performing a numerical calculation. The radiation pattern
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Figure 7.7 Radiatlorl patterrl of O.X4/1-dia~iietcr circular-waveguide aperture. (From C. C u t l ~ ~ r , ~  1'1.o~. 
I R E  ) 

of a 0.841-diameter circular waveguide is shown in Fig. 7.7. If one wished to  obtain relatively 
uriifor~n illunlination across a paraboloid aperture with a feed of this type, only a small 
angular portiori of tlie pattern sllould be used. An antenna with a large ratio of focal distance 
to aritenna diameter would be necessary to achieve a relatively uniform illumination across the 
aperture. Also, a significant portion of the energy radiated by the feed would not intercept the 
paraboloid and would be lost. The lost "spillover" energy results in a lowering of the overall 
efficiency arid defeats the purpose of the uniform illumination (maximum aperture efficiency). 
0 1 1  the other hand, if  the angle subtended by the paraboloid at  the focus is large, more of 
tlie radiation from the feed will be intercepted by the reflector. The less the spillover, the higher 
the efficieticy. However, the illumination is more tapered, causing a reduction in the aperture 
efficiency. Therefore. there will be some angle at  which these two counteracting effects result in 
niaxitnilnl efficiency. This is illustrated in Fig. 7.8 for the circular-waveguide feed whose pat- 
t e r ~ ~  is showtl in Fig. 7.7. The maximurn of the curve is relatively broad, so that the optimum 
angle subterided by the antenna at tlie focus is not critical. The greatest efficiency is obtained 
with n rcflcctor in wt~icti the ratliation fro111 tlle reed in the direction of the edges is between 8 
arid 12 dl3 below tliat at the cetltel-. As a rough rule of thumb, the intet~sity of tlie etiergy 
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of a O.84,t-diameter circular waveguide is shown in Fig. 7.7. If one wished to obtain relatively
uniform illumination across a paraboloid aperture with a feed of this type, only a small
angular portion of lhe pattern should be used. An antenna with a large ratio of focal distance
to antenna diameter would be necessary to achieve a relatively uniform illumination across the
aperture. Also. a significant portion of the energy radiated by the feed would not intercept the
paraboloid and would be lost. The lost" spillover" energy results in a lowering of the overall
efficiency and defeats the purpose of the uniform illumination (maximum aperture efficiency).
On the other hand, if the angle subtended by the paraboloid at the focus is large, more of
the rad iation from the feed will be intercepted by the reflector. The less the spillover, the higher
the efficiency. However. the illumination is more tapered, causing a reduction in the aperture
efficiency. Therefore. there will be some angle at which these two counteracting effects result in
maximum efficiency. This is illustrated in Fig. 7.8 for the circular-waveguide feed whose pat­
tcrn is shown in Fig. 7.7. The maximum of the curve is relatively broad, so that the optimum
angle subtended by the antenna at the focus is not critical. The greatest efficiency is obtained
with a reflector in which thc radiation from the feed in the direction of the edges is between R
and 12 dB below that at the center. As a rough rule of thumb, the intensity of the energy
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radiated toward the edge of the reflector should usually be about one-tenth the maximum 
intensity. The aperture distribution at the edges will be even less than one-tenth the maximum 
because of the longer path from the feed to the edge of the reflector than from the feed to  the 
center of the dish. When the primary feed pattern is 10 dB down at the edges, the first minor 
lobe in the secondary pattern is in the vicinity of 22 to 25 dB. 

Calculations of the antenna efficiency based on the aperture distribution set up by the 
primary pattern as well as the spillover indicate theoretical efficiencies of about 80 percent for 
paraboloidal antennas when compared with an ideal, uniformly illuminated aperture. In prac- 
tice, phase variations across the aperture, poor polarization characteristics, and antenna mis- 
match reduce the efficiency to the order of 55 to 65 percent for ordinary paraboloidal-reflector 
antennas. 

Feed support. The resonant half-wave dipole and the waveguide horn can be ahanged to  f e d  
the paraboloid as shown in Fig. 7 . 9 ~  and b. These two arrangements are examples of rear 
feeds. The waveguide rear feed shown in Fig. 7.9b produces an asymmetrical pattern since the 
transmission line is not in the center of the dish. A rear feed not shown is the Cutler feed,g a 
dual-aperture rear feed in which the waveguide is in the center of the dish and the energy is 
made to  bend 180" at the end of the waveguide by a properly designed reflecting plate. The rear 
feed has the advantage of compactness and utilizes a minimum length of transmission line. 
The antenna may also be fed in the manner shown in Fig. 7 . 9 ~ .  This is an example of a 
front feed. It is well suited for supporting horn feeds, but it obstructs the aperture. 

Two basic limitations to  any of the feed configurations mentioned above are aperture 
blocking and impedance mismatch in ,the feed. The feed, transmission line, and supporting 
structure intercept a portion of the radiated energy and alter the effective antenna pattern. 
Some of the energy reflected by the paraboloid enters the feed and acts as any other wave 
traveling in the reverse direction in the transmission line. Standing waves are prodi~ced along 
the line, causing an  impedance mismatch and a degradation of the transmitter performance. 
The mismatch can be corrected by an impedance-matching device, but this remedy is effective 
only over a relatively narrow frequency band. Another technique for reducing the effect of the 
reflected radiation intercepted by the feed is to  raise a portion of the reflecting surface at the 
center (apex) of the paraboloid. The raised surface is made of such a size and distance from 
the original reflector contour as to produce a t  the focus a reflected signal equal in amplitude 
but opposite in phase to  the signal reflected from the remainder of the reflector. The two 
reflected signals cancel at the feed, so that there is no mismatch. The raised portion of the 
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Figure 7.9 Examples of the placement of the feeds in parabolic reflectors. (a) Rear feed using half-wave 
dipole; (b)  rear feed using horn; (c) front feed using horn. 
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radiated toward the edge of the reflector should usually be about one-tenth the maximum
intensity. The aperture distribution at the edges will be even less than one-tenth the maximum
because of the longer path from the feed to the edge of the reRector than from the feed to the
center of the dish. When the primary feed pattern is 10 dB down at the edges, the first minor
lobe in the secondary pattern is in the vicinity of 22 to 25 dB.

Calculations of the antenna efficiency based on the aperture distribution set up by the
primary pattern as well as the spillover indicate theoretical efficiencies of about 80 percent for
paraboloidal antennas when compared with an ideal, uniformly illuminated aperture. In prac­
tice, phase variations across the aperture, poor polarization characteristics, and antenna mis­
match reduce the efficiency to the order of 55 to 65 percent for ordinary paraboloidal-reflector
antennas.

Feed support. The resonant half-wave dipole and the waveguide horn can be attanged to feed
the paraboloid as shown in Fig. 7.9a and b. These two arrangements are examples of rear
feeds. The waveguide rear feed shown in Fig. 7.9b produces an asymmetrical pattern since the
transmission line is not in the center of the dish. A rear feed not shown is the Cutler feed,9 a
dual-aperture rear feed in which the waveguide is in the center of the dish and the energy is
made to bend 1800 at the end of the waveguide by a properly designed reflecting plate. The rear
feed has the advantage of compactness and utilizes a minimum length of transmission line.
The antenna may also be fed in the manner shown in Fig: 7.9c. This is an example of a
front feed. It is well suited for supporting horn feeds, but it obstructs the aperture.

Two basic limitations to any of the feed configurations mentioned above are aperture
blocking and impedance mismatch in ,the feed. The feed, transmission line, and supporting
structure intercept a portion of the. radiated energy and alter the effective antenna pattern.
Some of the energy reflected by the paraboloid enters the feed and acts as any other wave
traveling in the reverse direction in the transmission line. Standing waves are produced along
the line, causing an impedance mismatch and a degradation of the transmitter performance.
The mismatch can be corrected by an impedance-matching device, but this remedy is effective
only over a relatively narrow frequency band. Another technique for reducing the effect of the
reflected radiation intercepted by the feed is to raise a portion of the reflecting surface at the. .

center (apex) of the paraboloid. The r~ised surface is made of such a size and distance from
the original reflector contour as to produce at the focus a reflected signal equal in amplitude
but opposite in phase to the signal reflected from the remainder of the reflector. The two
reflected signals cancel at the feed, so that there is no mismatch. The raised portion of the
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Figure 7.9 Examples of the placement of the feeds in parabolic reflectors. (a) Rear feed using half-wave
dipole; (b) rear feed using horn; (c) front· feed using horn.
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reflector is called an ape -u -n~ i i f ch i~~g  plate. Altliough the apex-matching plate has a broader 
bandwidth than matching devices inside tlie transmission line, it causes a slight reduction in 
the gai~i and increases the niirior-lobe level of the radiation pattern. 

Offset feed.' Both the aperture blockilig and the mismatch at the feed are eliminated with the 
offset-$eed parabolic antenna shown in Fig. 7.10. The center of the feed is placed at the focus of 
the parabola, but t11c Iior~t is tipped wit11 respect to tlie parabola's axis. The major portioti of 
the lower half of the parabola is removed, leaving that portion shown by the solid curve it1 

Fig. 7.10. For all practical purposes tlie feed is out of the path of the reflected energy, so that 
there is no pattern deterioration due to aperture blocking nor is there any significant amount 
of energy intercepted by the feed to produce an impedance mismatch. 

I t  should be rioted that tlie antenna aperture of an offset parabola (or any parabolic 
reflector) is the area projected on a plane perpendicular to its axis and is not the surface area. 

Tlie offset parabola eliminates two of the major limitations of rear or  front feeds. 
However, i t  introduces problems of its own. Cross-polarization lobes are produced by the 
offset geometry, which tnay seriously deteriorate the radar system performance.'~17 Also, it is 
usually niore difficult to properly support and to scan an offset-feed antenna than a circular 
paraboloid with rear feed. 

j'/D ratio. An important design parameter for reflector antennas is the ratio of the focal length 
.(to the antenna diameter D, orflD ratio. The selection of the properflD ratio is based on both 
meclianical arid electrical considerations. A smallflD ratio requires a deep-dish reflector, while 
a large j;lD ratio requires a shallow reflector. The shallow reflector is easier to support and 
move mechanically since its center of gravity is closer to  the vertex, but the feed must be 
supported farther from the reflector. The farther from the reflector the feed is placed, the 
narrower must be the primary-pattern beamwidth and the larger must be the feed. O n  the 
other hand, it is difficult to obtain a feed with uniform phase over the wide angle necessary to 
properly illuminate a reflector with smallflD. Most parabolic-reflector antennas seem to have 
f / D  ratios ranging from 0.3 to 0.5. 

Reflector surfaces. Tlie reflecting surface may be made of a solid sheet material, but it is often 
preferable to use a wire screen, metal grating, perforated metal, or expanded metal mesh. The 
expanded metal mesh made from aluminum is a popular form. A nonsolid surface such as a 
mesh offers low wind resistance, light weight, low cost, ease of fabrication and assembly, and 
the ability tcrconform to variously shaped reflector surfaces.14 However, a nonsolid surface 

Figure 7.10 Parabolic reflector with offset feed. 
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reflector is called an apex-matc!ling plate. Although the apex-matching plate has a broader
bandwidth than matching devices inside the transmission line, it causes a slight reduction in
the gain and increases the minor-lobe level of the radiation pattern.

Offset feed. 1 Both the aperture blocking and the mismatch at the feed are eliminated with the
offset-feed parabolic antenna shown in Fig. 7.10. The center of the feed is placed at the focus of
the parabola, but the horn is tipped with respect to the parabola's axis. The major portion of
the lower half of the parabola is removed, leaving that portion shown by the solid curve in
Fig. 7.10. For all practical purposes the feed is out of the path of the reflected energy, so that
there is no pattern deterioration due to aperture blocl~ing nor is there any significant amount
of energy intercepted by the feed to produce an impedance mismatch.

It should be noted that the antenna aperture of an offset parabola (or any parabolic
reRector) is the area projected on a plane perpendicular to its axis and is not the surface area.

The offset parabola eliminates two of the major limitations of rear or front feeds.
However, it introduces problems of its own. Cross-polarization lobes are produced by the
offset geometry, which may seriously deteriorate the radar system performance. 1,17 Also, it is
usually more difficult to properly support and to scan an offset-feed antenna than a circular
paraboloid with rear feed.

flD ratio. An important design parameter for reflector antennas is the ratio of the focal length
Ito the antenna diameter D, or flD ratio. The selection of the properflD ratio is based on both
mechanical and electrical considerations. A smallflD ratio requires a deep-dish reflector, while
a large 1ID ratio requires a shallow reOector. The shallow reOector is easier to support and
move mechanically since its center of gravity is closer to the vertex, but the feed must be
supported farther from the reflector. The farther from the reflector the feed is placed, the
narrower must be the primary-pattern beamwidth and the larger must be the feed. On the
other hand, it is difficult to obtain a feed with uniform phase over the wide angle necessary to
properly illuminate a reflector with smallJ7D. Most parabolic-reflector antennas seem to have
f ID ratios ranging from 0.3 to 0.5.

Reflector surfaces. The reflecting surface may be made of a solid sheet material, but it is often
preferable to use a wire screen, metal grating, perforated metal, or expanded metal mesh. The
expanded metal mesh made from aluminum is a popular form. A nonsolid surface such as a
mesh offers low wind resistance, light weig~t, low cost, ease of fabrication and assembly, and
the ability t~<:onform to variously shaped reflector surfaces. 14 However, a nonsolid surface
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Figure 7.10 Parabolic rellector with offset feed.



may permit energy to leak through, with the result that the backlobe will increase and the 
antenna gain decrease. 

Solid sheet surfaces may be of either aluminum o r  steel.ls-l6 Steel is a popular choice, 
particularly where weight is not a controlling factor. It is cheap and strong but is relatively 
difficult to form. Stainless steel or  plastic coated galvanized steel are used when the surface: 
must be resistant to  corrosion. Aluminum is light in weight but is more expensive than steel. 
Aluminum honeycomb with aluminum skin in a sandwich construction has been employeci 
where highly accurate surfaces are required. Reflector surfaces may also be formed from 
fiberglass and asbestos resinated laminates with the reflecting surface made of embedded mesh 
or metal spray. Plastic structures have the advantage of being light, rigid, and capable of being 
made with highly accurate surfaces. Their thermal properties, however, require care in design 
and construction. 

The presence of ice on  the reflector surface is an important consideratian for both 1 1 1 ~  

electrical and the mechanical design of the antenna. Ice adds to the weight of the antenna and 
makes it more difficult to  rotate. In addition, if the ice were to close the holes of a mesh 
antenna so that a solid rather than a n  open surface is presented to the wind, bigger motors 
would be needed t o  operate the antenna. The structure also would have to be stronger. 

The effect of ice on the electrical characteristics of a mesh reflecting surface is twofold.'' 
O n  the one hand, ice which fills a part of the space between the mesh conductors nlay br: 
considered a dielectric. A dielectric around the wires is equivalent to a shortening of the 
wavelength incident on the mesh. The  spacing between wires appears wider, electrically, 
causing the transmission coefficient of the surface to increase. O n  the other hand, the total 
reflecting surface is increased by the presence of ice, reducing the transmission throi~gh ttie 
mesh. The  relative importance of these two effects determines whether there is a net increase or 
a net decrease in transmission. In unfavorable cases, even strongly reflecting meshes can lose 
their reflecting properties almost completely. 

Cassegrain antenna.'9-23 This is an adaptation to the microwave region of an optical technique 
invented in the seventeenth century by William Cassegrain, a contemporary of Isaac Newton. 
The Cassegrain principle is widely used in telescope design t o  obtain high magnification wit\\ a 
physically short telescope and allow a convenient rear location for the observer. Its application 
to  microwave reflector antennas permits a reduction in the axial dimension of the antenna, just 
as in optics. But more importantly it eliminates the need for long transmission lines and allows 
greater flexibility in what can be placed at the focus of the antenna. 

The  principle of the Cassegrain antenna is shown in Fig. 7.1 1. It is a two-reflector system 
with the larger (primary) reflector having a parabolic contour and a (secondary) subreflector 
*with a hyperbolic contour. One  of the two foci of the hyperbola is the real focal point of the 
system. The feed is located at this point, which can be at  the vertex of the parabola o r  in front 
of it. The other focus of the hyperbola is a virtual focal point and is located at the focus of the 
parabolic surface. Parallel rays coming from a target are reflected by the parabola as a 
convergent beam and are re-reflected by the hyperbolic subreflector, converging at the pos- 
ition of the feed. There exists a family of hyperbolic surfaces which can serve as the subreflector. 
The larger the subreflector, the nearer will it be to  the main reflector and the shorter will be the 
axial dimension of the antenna assembly: However, a large subreflector reslrlts in iargc apcr- 
ture blocking, which may be undesirable. A small subreflector reduces aperture blocking, but it  
Itas to be supported at a greater distance from the main reflector. 

The  geometry of the Cassegrain antenna is especially attractive for monopulse tracking 
radar since the R F  plumbing can be placed behind the reflector to avoid blocking of the 
aperture. Also, the long runs of transmission line out t o  the feed at the focus o f a  convcrltiorlal 
parabolid are avoided. 
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may permit energy to leak through, with the result that the back lobe will increase and Ihe
antenna gain decrease.

Solid sheet surfaces may be of either aluminum or steel. 15,16 Steel is a popular choice,
particularly where weight is not a controlling factor. It is cheap and strong but is relatively
difficult to form. Stainless steel or plastic coated galvanized steel are used when the surface
must be resistant to corrosion. Aluminum is light in weight but is more expensive than steel.
Aluminum honeycomb with aluminum skin in a sandwich construction has been employed
where highly accurate surfaces are required. Reflector surfaces may also be formed from
fiberglass and asbestos resinated laminates with the reflecting surface made of embedded mesh
or metal spray. Plastic structures have the advantage of being light, rigid, and capable of being
made with highly accurate surfaces. Their thermal properties, however, require care in design
and construction.

The presence of ice on the reflector surface is an important consideratio.n for both the
electrical and the mechanical design of the antenna. Ice adds to the weight of the antenna and
makes it more difficult to rotate. In addition, if the ice were to close the holes of a mesh
antenna so that a solid rather than an open surface is presented to the wind, bigger motors
would be needed to operate the antenna. The structure also would have to be stronger.

The effect of ice on the electrical characteristics of a mesh reflecting surface is twofold. III

On the one hand, ice which fills a part of the space between the mesh conductors may he
considered a dielectric. A dielectric around the wires is equivalent to a shortening of the
wavelength incident on the mesh. The spacing between wires appears wider, ekctrically,
causing the transmission coefficient of the surface to increase. On the other hand, the total
reflecting surface is increased by the presence of ice, reducing the transmission through the
mesh. The relative importance of these two effects determines whether there is a net increase or
a net decrease in transmission. In unfavorable cases, even strongly relkcting meshes can Jose
their reflecting properties almost completely.

Cassegrain antenna. 19
-

23 This is an adaptation to the microwave region of an optical technique
invented in the seventeenth century by William Cassegrain, a contemporary of Isaac Newton.
The Cassegrain principle is widely used in telescope design to obtain high magnification with a
physically short telescope and allow a convenient rear location for the observer. Its application
to microwave reflector antennas permits a reduction in the axial dimension of the antenna,just
as in optics. But more importantly it eliminates the need for long transmission lines and allows
greater flexibility in what can be placed at the focus of the antenna.

The principle of the Cassegrain antenna is shown in Fig. 7.11. It is a two-reflector system
with the larger (primary) reflector having a parabolic contour and a (secondary) subreflector
with a hyperbolic contour. One of the two foci of the hyperbola is the real focal point of the
system. The feed is located at this point, which can be at the vertex of the parabola or in front
of it. The other focus of the hyperbola is a virtual focal point and is located at the focus of lhe
parabolic surface. Parallel rays coming from a target are reflected by the parabola as a
convergent beam and are re-reflected by the hyperbolic subreflector, converging at the pos­
ition of the feed. There exists a family of hyperbolic surfaces which can serve as the subreflector.
The larger the subreflector, the nearer will it be to the main reflector and the shorter will be the
axial dimension of the antenna assembly: However, a large subrellcctor results in large aper­
ture blocking, which may be undesirable. A small subreflector reduces aperture blocking, but it
has to he supported at a greater distance from the main reflector.

The geometry of the Cassegrain antenna is especially attractive for monopulse tracking
radar since the RF plumbing can be placed behind the reflector to avoid blocking of the
aperture. Also, the long runs of transmission line out to the feed at the focus of a conventional
parabolid are avoided.
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Figure 7.1 1 ( a )  Cassegrain antenna showing the hyperbolic subreflector and the feed at the vertex of tile 
main parabolic reflector; ( h )  geometry of the Cassegrain antenna. 

The Cassegrain antenna can, ifdesired, be designed to have a lower antenna noise tempera- 
ture than the conventional parabolid. This is due to the elimination of the long transnlission 
lines from the feed to the receiver and by the fact that the spillover-sidelobes from the feed see the 
cold sky rather than the warm earth. Low antenna noise temperature is important in radio 
astronorny or space communications, but generally is of little interest in radar since extremely 
low noise receivers are not always desirable. 

Still another advantage of the Cassegrain antenna is the flexibility with which diNerent 
trarismitte~s and receivers can be substituted because of-the availability of the antenna feed 
system at the back of the reflector rather than out front at the normal focus. The Haystack 
microwave research system,24 for example, is a fully steerable Cassegrain antenna 120 ft in 
diameter, enclosed by a 150-ft diameter metal space-frame randome. It was designed to oper- 
ate at frequepcies from 2 to 10 GHz for radar, radio astronomy, and space communications. 
To facilitate multifunction use, the RF components are installed in a number of plug-in 
rnodules, S by 8 by 12 feet in size, which mount directly behind the Cassegrain reflector. 

The presence of the subreflector in front of the main reflector in the Cassegrain 
configuration causes aperture blocking. Part of the energy is removed, resulting in a reduction 
of the main-beam gain and an increase in the sidelobes. If the main reflector is circular and 
assumed to have a completely tapered parabolic illumination, a small circular obstacle in the 
center of the aperture will reduce the (power) gain by approximately [ l  - 2(Db/D)2]2, where 
I),, is the diameter of the obstacle (hyperbolic subreflector) and D is the diameter of the main 
aperture.19 The relative (voltage) level of the first sidelobe is increased by (2Dh/D)2. For 
exariiple if D,/D = 0.122. the gain would be lowered by about 0.3 dB and a -20 dB sidelohe 
would hc increased to about - 18 dB. 

Aperture blocking may be reduced by decreasing the size of the subreflector. By making 
the feed more directive or by moving it closer to the subreflector, the size of the subreflector 
rnay he reduced without incmring a spillover loss. However, the feed cannot be made too large 
(too directive) since it partially slladows the energy reflected from the main parabolic reflector. 
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Figure 7.11 (a) Cassegrain antenna showing the hyperbolic subreflector and the feed at the vertex of the
main parabolic reflector; (h) geometry of the Cassegrain antenna.

The Cassegrain antenna can, ifdesired, be designed to have a lower antenna noise tempera­
ture than the conventional parabolid. This is due to the elimination of the long transmission
Jines from the feed to the receiver and by the fact that the spillover-sidelobes from the feed see the
cold sky rather than the warm earth. Low antenna noise temperature is important in radio
astronomy or space communications, but generally is of little interest in radar since extremely
low noise receivers are not always desirable.

Still another advantage of the Cassegrain antenna is the flexibility with which different
transmitters and receivers can be substituted because of' the availability of the antenna feed
system at the back of the reflector rather than out front at the normal focus. The Haystack
microwave research system,24 for example, is a fully steerable Cassegrain antenna 120 ft in
diameter, enclosed by a 150-ft diameter metal space-frame randome. It was designed to oper­
ate at freque.pcies from 2 to 10 G Hz for radar, radio astronomy, and space communications.
To facilitate multifunction use, the RF components are installed in a number of plug-in
modules, 8 by 8 by 12 feet in size, which mount directly behind the Cassegrain reflector.

The presence of the subreflector in front of the main reflector in the Cassegrain
configuration causes aperture blocking. Part of the energy is removed, resulting in a reduction
of the main-beam gain and an increase in the sidelobes. If the main reflector is circular and
assumed to have a completely tapered parabolic illumination, a small circular obstacle in the
center of the aperture will reduce the (power) gain by approximately [1 - 2(Db ID)2]2, where
D" is the diameter of the obstacle (hyperbolic subreflector) and D is the diameter of the main
aperture. 19 The relative (voltage) level of the first sidelobe is increased by (2D"ID)2. For
example if D"ID = 0.122, the gain would be lowered by about 0.3 dB and a -20 dB sidelobe
would he increased to about - 18 dB.

Aperture blocking may be reduced by decreasing the size of the subreflector. By making
the feed more directive or by moving it closer to the subreflector, the size of the subreOector
may he reduced without incurring a spillover Joss. However, the feed cannot be made too large
(too directive) since it partially shadows the energy reOected from the main parabolic reflector.
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Figure 7.12 Polarization-twisting Cassegraln antenna.  
Aperture blocking by the subreflector is reduced wi th  
this design. 

Minimum total aperture blocking occurs when the shadows produced by the subreflector and 
the feed are of equal area.lg Aperture blocking is less serious with narrow beamwidths and 
small .flD ratios. 

If operation with a single polarization is permissible, the technique diagramed in Fig. 7.12 
can reduce aperture blocking. The subreflector consists of a horizontal grating of wires, called 
a trart~r~jlector, which passes vertically polarized waves with negligible attenuation but reflects 
the horizontally polarized wave radiated by the feed. The horizontally polarized wave reflected 
by the subreflector is rotated 90" by the twist rejector at the surface of the main reflector. 
The twist reflector consists of a grating of wires oriented 45" to the incident polarization and 
placed one-quarter wavelength from the' reflector's surface.13* (Modifications to this simple 
design can provide a 90" twist of the incident polarization over a broad frequency band and a 
wide range of incident  angle^.^'*''^)   he wave reflected from the main reflector is vertically 
polarized and passes through the subreflector with negligible degradation. The subreflector is 
transparent to vertically polarized waves and does not block the aperture. Some aperture 
blocking by the feed does occur, but this can be made small. In one airborne monopulse radar 
antenna23 using the polarization twisting technique, good performance was obtained over a 12 
percent bandwidth. The subreflector was supported by a transparent (dielectric) cone, with 
resistive-card absorbers embedded in the support cone and oriented so as to reduce the 
cross-polarized wide-angle radiation by rn&e than 20 dB. 

3 .  . I 

Mechanical beam-scanning with planar twist-reflector. The antenna configuration shown in 
Fig. 7.13 may be employed to rapidly scan a beam over a relatively wide angle by mechanical 
motion of the planar mirror. This configuration has been called a mirror scan antenna (by the 
Naval Research Laboratory), polarization twist Cassegrain and pat plate Cassegrain (by 
Westinghouse Electric), and a parabolic'reJlector with planar auxiliary mirror (by Russian 
authors13'). The parabolic reflector is made up of parallel wires spaced less than a half- 
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Figure 7.12 Polarization-twisting Cassegrain antenna.
Aperture blocking by the subreflector is reduced with
this design.
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Minimum total aperture blocking occurs when the shadows produced by the subrd1ector and
the feed are of equal area. 19 Aperture blocking is less serious with narrow beamwidths and
small IID ratios.

If operation with a single polarization is permissible, the technique diagramed in Fig. 7.12
can reduce aperture blocking. The subreflector consists of a horizontal grating of wires, called
a trallsre.flector, which passes vertically polarized waves with negligible attenuation but reflects
the horizontally polarized wave radiated by the feed. The horizontally polarized wave reflected
by the subreflector is rotated 90° by the twist reflector at the surface of the main reflector.
The twist reflector consists of a grating of wires oriented 45° to the incident polarization and
placed one-quarter wavelength from the' reflector's surface. 132 (Modifications to this simple
design can provide a 90° twist of the incident polarization over a broad frequency band and a
wide range of incident angles.2S.133) The \yave reflected from the main reflector is vertically
polarized and passes through the subreflector' with negligible degradation. The subreflector is
transparent to vertically polarized. waves. and does not block the aperture. Some aperture
blocking by the feed does occur, but this 'can be made small. In one airborne monopulse radar
antenna23 using the polarization twisting technique, good performance was obtained over a 12
percent bandwidth. The sUbreflector was supported by a transparent (dielectric) cone, with
resistive-card absorbers embedded in the 'support cone and oriented so as to reduce the

I .

cross-polarized wide-angle radiation by more t~an 20 dB.
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Mechanical beam-scanning with planar twist-reflector. The antenna configuration shown in
Fig. 7.13 may be employed to'rapidly scan a beam over a relatively wide angle by mechanical
motion of the planar mirror. This configuration has been called a mirror scan antenna (by the
Naval Research Laboratory), polarization twist Cassegrain and flat plate Cassegrain (by
Westinghouse Electric), and a parabolic: reflector with planar auxiliary mirror (by Russian
authors 138 ). The parabolic reflector is niadeup of parallel wires spaced less than a half-
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ization-sensitive parabolic reflector and a 
planar polarization-rotating twist reflector. 

\ Scanning of the beam is accomplished by 
mechanical motion of  the planar twist- 
reflector. 

wavelength apart which are usually supported by low-loss dielectric material. The construc- 
tion of the parabolic reflector with thin parallel wires makes it polarization sensitive. That is, it 
will completely reflect one sense of linear polarization and be transparent to  the orthogonal 
sense of polarization. The sense of the linear polarization of the energy radiated by the feed is 
rnade tile same as the orientation of the wires of the parabolic reflector. The feed in the center 
o f  the figure illuminates the parabolic reflector and the reflected energy is incident on a planar 
mirror constructed as a twist reyector. As mentioned previously a twist reflector reflect5 the 
incident energy with a 90" rotation of the plane of polarization. The  reflected energy therefore 
will have a polarization perpendicular to the wires of the parabolic reflector and will pass 
through with negligible attenuation. The twist reflector can be made relatively broadband. An 
attractive feature of this antenna configuration is that the beam can be readily scanned over a 
wide angle by mechanical motion of the low inertia planar reflector. Another advantage is that 
a deflection of the planar mirror by an angle 0 results in the beam scanning through an angle 
20, 

A similar principle is used in the configuration shown in Fig. 7.14 to  obtain a 360" 
rotating-bca~n antctirla without the need for RF rotary joints. 111 this cutaway sketch, four 
polarization sensitive parabolic reflectors surround a rotating twist-reflector mirror. For 
convenience, tb.e entire structure is shown enclosed within a radome. Fixed feeds illuminate 
each reflector. A single radar transmitter and receiver is switched among the four sets of feeds 
on a time-shared basis every 90" rotation of the mirror. As in the antenna of Fig. 7.13, the 
parabolas consist of closely spaced parallel wires that reflect the polarization radiated by the 
feed, but pass the ortliogonal polarization. The planar mirror rotates the plane of polarization 
90" on reflection. Tile beam will illuminate the target twice for every revolution of the planar 
mirror. However, the scanning is not continuous in angle, and the time between observations 
alternates between two values. With a single-sided planar mirror, the two time intervals 
between observations correspond to the time it takes for the planar mirror to  rotate $th and 
4th of a revolution. I f  the mirror is double-sided, the times between observations correspond to 
i t h  and 8th of a revolution. 

Three reflectors can be used instead of four to  produce a uniform target observation rate. 
[lie rnirror is double-sided. Two target observations per rotation of the mirror are obtained, 

ut the scanning is not continuous. That is, if the region from 0 t o  120" is scanned first, the next 
egion to be scanned is from 240 to 360°, followed by the region from 120 to 240". 
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Figure 7.13 Geometry of the polari7.ation­
twist mirror-scan antenna, using a polar­
ization-sensitive parabolic reflector and a
planar polarization-rotating twist reflector.
Scanning of the beam is accomplished by
mechanical motion of the planar twist­
reflector.
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wavelength apart which are usually supported by low-loss dielectric material. The construc­
tion of the parabolic reflector with thin parallel wires makes it polarization sensitive. That is, it
will completely reflect one sense of linear polarization and be transparent to the orthogonal
sense of polarization. The sense of the linear polarization of the energy radiated by the feed is
made the same as the orientation of the wires of the parabolic reflector. The feed in the center
or the figu re illuminates the parabolic reflector· and the reflected energy is incident on a planar
mirror constructed as a twist reflector. As mentioned previously a twist reflector reflect~ the
incident energy with a 90° rotation of the plane of polarization. The reflected energy therefore
will have a polarization perpendicular to the wires of the parabolic reflector and will pass
through with negligible attenuation. The twist reflector can be made relatively broadband. An
attractive feature of this antenna configuration is that the beam can be readily scanned over a
wide angle by mechanical motion of the low inertia planar reflector. Another advantage is that
a deflection of the planar mirror by an angle 0 results in the beam scanning through an angle
20.

A similar principle is used in the configuration shown in Fig. 7.14 to obtain a 360°
rOlating-beam antenna without the need for RF rotary joints. In this cutaway sketch, four
polarization sensitive parabolic reflectors surround a rotating twist-reflector mirror. For
convenience, tb.e entire structure is shown enclosed within a radome. Fixed feeds illuminate
each reflector. A single radar transmitter and receiver is switched among the four sets of feeds
on a time-shared basis every 90° rotation of the mirror. As in the antenna of Fig. 7.13, the
parabolas consist of closely spaced parallel wires that reflect the polarization radiated by the
feed, but pass the orthogonal polarization. The planar mirror rotates the plane of polarization
90° on reflection. The beam will illuminate the target twice for every revolution of the planar
mirror. However, the scanning is not continuous in angle, and the time between observations
alternates between two values. With a single-sided planar mirror, the two time intervals
between observations correspond to the time'it takes for the planar mirror to rotate !th and
~th of a revolution. If the mirror is double-sided, the times between observations correspond to
~th and ith of a revolution.

Three renectors can be used instead of four to produce a uniform target observation rate,
if the mirror is double-sided. Two target observations per rotation of the mirror are obtained,
'Jut the scanning is not continuous. That is, if the region from 0 to 1200 is scanned first, the next
region to be scanned is from 240 to 360°, followed by the region from 120 to 240°.



Figure 7.14 Configuration of the mirror-scan antenna for obtaining 360" scanning without RF rotating 
jo~nts. (From B. Lewis.13') 

7.4 SCANNING-FEED REFLECTOR ANTENNAS 

Large antennas are sometimes difficult to scan lllcclia~~ically wit11 irs 11li1clr I1cxil)illty a s  olic 

might like. Some technique for scanning the beam of a large antenna must often be used other 
(liar1 the brute-force technique of mechanically positioning the entire structtire. Phased array 
antennas and lens antennas offer the possibility ofscanning the beam without tile necessity for 
moving large mechanical masses. The present section considers the possibility of scanning the 
beam over a limited angle with a fixed reflector and a movable feed. I t  is much easier to 
mechanically position the feed than it is to position the entire antenna structure. In addition, 
large fixed reflectors are usually cheaper and easier to manufactirre than antennas which must 
be moved about. 

The beam produced by a simple paraboloid reflector can be scanned over a limited angle 
by positioning the  feed.'^^^-^^ Ho wever, the beam cannot be scanned too far without encoun- 
tering serious deterioration of the antenna radiation pattern because of increasing coma and 
astigmatism. The gain of a paraboloid with f lD  = 0.25 (.f = focal distance, D = antenna 
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Figure 7.14 Configuration of the mirror-scan antenna for obtaining 360 0 scanning without RF rotating
joints. (From B. Lewis. 139
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7.4 SCANNING-FEED REFLECTOR ANTENNAS

Large antennas are sometimes difficult to scan mechaniGully with us much llexibility as one
might like. Some technique for scanning the beam of a large antenna must often be used other
than the hrute-force technique of mechanically positioning the entire structure. Phased array
antennas and lens antennas offer the possibility of scanning the beam without the necessity for
moving large mechanical masses. The present section considers the possibility of scanning the
beam over a limited angle with a fixed reflector and a movable feed. It is much easier to
mechanically position the feed than it is to position the entire antenna structure. In addition,
large fixed reflectors are usually cheaper and easier to manufacture than antennas which must
be moved about.

The beam produced by a simple paraboloid reflector can be scanned over a limited angle
by positioning the feed. 1,26-29 However, the beam cannot be scanned too far without encoun­
tering serious deterioration of the antenna radiation pattern because of increasing coma and
astigmatism. The gain of a paraboloid with liD = 0.25 (f= focal distance, D = antenna
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diameter) is reduced to 80 percent of its rnaximum value when the beam is scanned L-3 
beamwidths off axis. A paraboloid wit11 f/V = 0.50 can be scanned k6.5 beamswidths off axis 
before the gain is reduced to  80 percent of maxitnum (Ref. 1, p. 488). The antenna impedance 
also changes with a change i l l  feed position. Hence scanning a simple p~raboloid antenna by 
scanning the feed is possible, but is generally limited in angle because ol the deterioration in 
the antenna patter11 after scanning but a few beamwidths off axis. 

Spherical rellcctors. II' t11c paraboloid reflector is replaced by a spherical-reflector surface, it  is 
possible to achieve a wide scanning angle because of the symmetry of the sphere. However, a 
simple spherical reflector does not produce an equiphase radiation pattern (plane wave), and the 
pattern is generally poor. The term splterical aherratiort is used to describe the fact that the 
~'l t : t~c f r o t l t  o f  tlic wave radiated hy :I splierical reflector is not plane as it is with a wave 
~adiittcd hy 311 idcltl parabolic rcllcctor. 'l'llerc arc at least tllrce tech~liques w11icl1 rlligllt bc 
used to miriimi7e tile effect of spherical aberration. One is to employ a reflector of sufficiently 
I;trgc r ; ~ t l i ~ ~ s  so t11:lt tile portiotl of tile splicrc is a reasonable approxi~nat io~i  to a 
paraboloid.'" 3 2  The second approacll is to compensate for the spherical aberration with 
special feeds o r  correcting l e n ~ e s . ~ ~ . ~ ~  These techniques yield only slightly larger scan angles 
tllan tile single paraboloid reflector with movable feed. 

A third technique to approximate the spherical surface and minimize the effects of spheri- 
cal aberration is to  step a parabolic reflector as shown in Fig. 7.15.7.35.36 The focal length is 
reduced in half-wavelength steps, making a family of confocal paraboloids. It is possible to 
scan tile stepped reflector to slightly wider angles than a simple paraboloid, but not as wide as 
with some other scanning techniques. Disadvantages of this reflector are'the scattered radia- 
tion from the stepped portions and the narrow bandwidth. 

I f  only a portion of the spherical reflector is illuminated at any one time, much wider scan 
angles are possible than i f  the entire aperture were illuminated. Li32 has described experiments 
using a 10-ft-diameter spherical reflector at  a frequency of 11.2 GHz. The focal length was 
29.5 in. I f  the phase error from the sphere is to  differ from that of  a paraboloid by no more 
than A/ t 6.  the maximum permissible diameter of the illuminated surface should be 3.56 ft. The 
bearnwidtll required of  the primary feed pattern is determined by the illuminated portion of 
tlie aperture. Li used a square-aperture horn with diagonal polarization in order t o  obtain the 
required primary beamwidth and low primary-pattern sidelobes (better than 25 dB). The 

Figure 7.15 Stepped parabolic reflector. 
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diameter) is reduced to 80 percent of its maximum value when the beam is scanned ± 3
beamwidths off axis. A paraboloidwithflD= 0.50 can be scanned ±6.5beamswidths off axis
before the gain is reduced to 80 percent of maximum (Ref. 1, p. 488). The antenna impedance
also changes with a change ill feed position. Hence scanning a simple paraboloid antenna by
scanning the feed is possible, but is generally limited in angle because of the deterioration in
the antenna patlern after scanning but a few beamwidths off axis.

Spherical reflectors. Ir the paraboloid renector is replaced by a spherical-reflector surface. it is
possible to achieve a wide scanning angle because of the symmetry of the sphere. However, a
simple spherical reflector does not produce an equiphase radiation pattern (plane wave), and the
pattern is generally poor. The term spherical aberratioll is used to describe the fact that the
phase front of the wave radiated by a spherical reflector is not plane as it is with a wave
I adiatcd by all ideal parabolic reflector. There arc at least three techniques which might be
used to minimize the effect of spherical aberration. One is to employ a reflector of sufficiently
large radius so that the portion of the sphere is a reasonable approximation to a
paraboloid. 30 32 The second approach is to compensate for the spherical aberration with
special feeds or corrccting lenses. 33 .34 These techniques yield only slightly larger scan angles
than the single paraboloid reflector with movable feed.

i\. third technique to approximate the spherical surface and minimize the effects ofspheri­
cal aberration is to step a parabolic reflector as shown in Fig. 7.15.7.35.36 The focal length is
red uced in half-wavelength steps, making a family of confocal paraboloids. It is possible to
scan the stepped rellector to slightly wider angles than a simple paraboloid, but not as wide as
wit h some other scanning techniques. Disadvantages of this reflector are "the scattered radia­
tion from the stepped portions and the narrow bandwidth.

If only a portion of the spherical reflector is illuminated at anyone time, much wider scan
angles are possible than if the entire aperture were illuminated. Li32 has described experiments
using a lO-ft-diameter spherical reflector at a frequency of 11.2 GHz. The focal length was
29.5 in. If the phase error from the sphere is to differ from that of a paraboloid by no more
than A/16. the maximum permissible diameter of the illuminated surface should be 3.56 ft. The
heamwidth required of the primary feed pattern is determined by the illuminated portion of
the aperture. Li used a square-aperture horn with diagonal polarization in order to obtain the
required primary beamwidth and low primary-pattern sidelobes (better than 25 dB). The

Center of
sphere

Figure 7.15 Stepped parabolic reflector.
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resulting secondary beamwidth from the sphere was about 1 .8" (39.4 dB gain) with a relative 
sidelobe level of 20 dB. A total useful scan angle of 140" was demonstrated. This type of 
antenna is similar in many respects to the torus antenna described below. 

Parabolic Torus. Wide scan angles in ene dimension can be obtained with a parabolic-torus 
c o n f i g ~ r a t i o n , ~ ' - ~ ~  the principle of which is shown in Fig. 7.16. The parabolic torus is gen- 
erated by rotating a section of a parabolic arc about an axis parallel to the latus rectum of the 
parabola. The cross section in one plane (the vertical plane in Fig. 7.16) is parabolic, while the 
cross section in the orthogonal plane is circular. The beam angle may be scanned by moving 
the feed along a circle whose radius is approximately half the radius of the torus circle. 
The radius of the torus is made large enough so that the portion of tile circular cross section 
illuminated by the feed will not differ appreciably from the surface of a true parabola. Because 
of the circular symmetry of the reflector surface in the horizontal plane, t h ~  beam can bc 
readily scanned in the plane without any deterioration in the pattern. 

The wave reflected from the surface of the parabolic torus is not perfectly plane, but i t  can 
be made to approach a plane wave by proper choice of the ratio of focal length f to the radius 
of the torus R. The optimum ratio offlR lies between 0.43 and 0.45.39 

Good radiation patterns are possible in the principal planes with sidelobes only sl~ghtly 
worse than those of a conventional paraboloid. The larger the ratio of f/D, the better the 
radiation pattern. (The diameter D in the parabolic torus is the diameter of the illuminated 
area rather than the diameter of the torus itself.) The highest sidelobes produced by the 
parabolic torus do not lie within the principal planes. The inherent phase errors of 
the parabolic-torus surface due to its deviation from a true parabola can cause sidelobes on 
the order of 15 dB in intermediate planes.38 These sidelobes usually lie in the 45" plane and are 
called eyes, because of their characteristic appearance on a contour plot of the radiation 
pattern. 

In principle the parabolic torus can be scanned 180°, but because of beam spillover near 
the end of the scan and self-blocking by the opposite edge of the reflector, the maximum scan 
angle is usually limited to the vicinity of 120". 

Only a portion of the parabolic-torus is illuminated by the feed at any particular time. 
This may appear to result in low aperture utilization or poor efficiency since the total physical 
area is not related in a simple manner.to the gain as it is in a fully illuminated antenna. 
However, the cost of the fixed reflector of the parabolic torus is relatively cheap compared with 
antennas which must be mechanically scanned. Nonutilization of the entire apertare is 
probably not too important a consideration when overall cost and feasibility are taken into 
account. 

Figure 7.16 Principle of the parabolic-torus antenna. 
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resulting secondary beamwidth from the sphere was about 1.8° (39.4 dB gain) with a relative
sidelobe level of 20 dB. A total useful scan angle of 140° was demonstrated. This type of
antenna is similar in many respects to the torus antenna described below.

Parabolic Torus. Wide scan angles in one dimension can be obtained with a parabolic-torus
configuration, 3 7-41 the principle of which is shown in Fig. 7.16. The parabolic torus is gen­
erated by rotating a section of a parabolic arc about an axis parallel to the latus rectum of the
parabola. The cross section in one plane (the vertical plane in Fig. 7.16) is parabolic, while the
cross section in the orthogonal plane is circular. The beam angle may be scanned by moving
the feed along a circle whose radius is approximately half the radius of the torus circk.
The radius of the torus is made large enough so that the portion of the circular cross section
illuminated by the feed will not differ appreciably from the surface of a true parabola. Because
of the circular symmetry of the reflector surface in the horizontal plane, th~ beam can be
readily scanned in the plane without any deterioration in the pattern.

The wave reflected from the surface of the parabolic torus is not perfectly plane, but it can
be made to approach a plane wave by proper choice of the ratio of focallengthfto the radius
of the torus R. The optimum ratio ofIIR lies between 0.43 and 0.45. 39

Good radiation patterns are possible in the principal planes with sidelobes only slightly
worse than those of a conventional paraboloid. The larger the ratio of liD, the better the
radiation pattern. (The diameter D in the parabolic torus is the diameter of the illuminated
area rather than the diameter of the torus itself.) The highest sidelobes produced by the
parabolic torus do not lie within the principal planes. The inherent phase errors of
the parabolic-torus surface due to its deviation from a true parabola can cause sidelobes on
the order of 15 dB in intermediate planes.38 These sidelobes usually lie in the 45° plane and are
called eyes, because of their characteristic appearance on a contour plot of the radiation
pattern.

In principle the parabolic torus can be scanned 180°, but because of beam spillover near
the end of the scan and self-blocking by the opposite edge of the reflector, the maximum scan
angle is usually limited to the vicinity' of 120°.

Only a portion of the parabolic-torus is illuminated by the feed at any particular time.
This may appear to result in low aperture utilization or poor efficiency since the total physical
area is not related in a simple manner, to the gain as it is in a fully illuminated antenna.
However, the cost of the fixed reflector of the parabolic torus is relatively cheap compared with
antennas which must be mechanically scanned. Nonutilization of the entire aperture is
probably not too important a consideration when overall cost and feasibility are taken into
account.
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Figure 7.16 Principle of the parabolic-torus antenna.



Tlie advantage of the parabolic torus is that it  provides an economical method for rapidly 
scanning the beam of a physically large antenna aperture over a relatively wide scan angle witti 
110 deterioration of tile pattern over tliis angle of scan. Its disadvantages are its relatively large 
pliysical size wlien cotill>ared witli other means for scaliriitlg arid the large sidelobes obtained 
in intermediate planes. 

Organ-pipe scanner. Scanning tlie beat11 in tile parabolic torus is accomplished by moving a 
sitigle feed or by switching tlie transmitter between many fixed feeds. A single moving feed may 
he rotated about the center of tlie torus on an arm of length approximately one-half the radius 
of tlie torus. For exaniple, a 120" torus antenna might be scanned by continuously rotating 
three feeds spaced 120" apart on the spokes of a wheel so that one feed is always illuminating 
tlic reflector. Altliougli tliis may be practical in small-size antennas, it becomes a difficult 
ti~echariical probleni i f  tlic radius of the rotating arm is large. 

Scanning may also be accomplished by arranging a series of feeds on the locus of the focal 
points of tile torus and switching the transmitter power from one feed to the next with an 
organ-pipe  canner.'*^.'^^ The principle of the organ-pipe scanner is shown in Fig. 7.17. The 
traiist~iissioti lines from tile feeds are arranged to terminate on  the periphery of a circle. A feed 
liorti is rotated witliin tliis circle, transferring power from the tratismitter to  each feed or  group 
of feeds it1 turn. The rotary horn may be flared to illuminate more than one elementary feed of 
tllc row of feeds. A11 the trans~nission lines in the organ-pipe scanner must be of equal length. 

The radiation pattern from a torus with a well-designed organ-pipe scanner changes but 
little until the beam reaches one elid of ttie scanning aperture. At this point the energy appears 
at botli crids of tile aperture a r ~ d  two beams are found in the secondary pattern. The antenna 

Figure 7.17 Principle of the organ-pipe 
scanner. 
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The advantage of the parabolic torus is that it provides an economical method for rapidly
scanning the beamof a physically large antenna aperture over.a relatively wide scan angle with
110 deterioration of the pattern over this angle of scan. Its disadvantages are its relatively large
physical size when compared with other means for scanning and the large sidelobes obtained
in intermediate planes.

Organ-pipe scanner. Scanning the beam in the parabolic torus is accomplished by moving a
single feed or by switching the transmitter between many fixed feeds. A single moving feed may
be rotatcd about the ccnter of the torus on an arm of length approximately one-half the radius
of the torus. For cxam pie, a 1200 torus antenna might be scanned by continuously rotating
three feeds spaced 1200 apart on the spokes of a wheel so that one feed is always illuminating
thc renector. Although this may be practical in small-size antennas, it becomes a difficult
mcchanical problcm if thc radius of the rotating arm is large.

Scanning may also be accomplished by arranging a series of feeds on the locus of the focal
points of the torus and switching the transmitter power from one feed to the next with an
organ-pipe scanner.128.129 The principle of the organ-pipe scanner is shown in Fig. 7.17. The
transmission lines from the feeds are arranged to terminate on the periphery of a circle. A feed
horn is rotated within this circle, transferring power from the transmitter to each feed or group
of feeds in turn. The rotary horn may be nared to illuminate more than one elementary feed of
thc row of feeds. All the transmission lines in the organ-pipe scanner must be of equal length.

The radiation pattern from a torus with a well-designed organ-pipe scanner changes but
little until the beam reaches one end of the scanning aperture. At this point the energy appears
at hoth cnds of thc aperture and two beams are found in the secondary pattern. The antenna

Figure 7.17 Principle or the organ-pipe
scanner.
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cannot be used during this period of ambiguity, called the dead tinte. In one model of the 
organ-pipe scanner, 36 elements were fed, three at a time.''* The dead time for this model is 
equivalent to rotation past two of the 36 elements; conseqi~ently it was inoperative about 6 
percent of the time. 

In Fig. 7.17 the feeds are shown on a straight line, but in the parabolic torus they would 
lie on the arc of a circle. 

The many feed horns plus all the transmission lines of the organ-pipe scanner result in a 
relatively large structure with significant aperture blocking. Aperture blocking can be min- 
imized by designing the parabolic portion of the torus as an offset parabola, just as in tlie casc 
of a paraboloid. 

Other feed-motion scanners. There exist a number of antennas in which the beam is rapidly 
scanned over a limited sector by the mechanical motion of the feed. The motion of the feed is 
generally circular. The electromagnetic path within the antenna structure is designed to con- 
vert the circular motion of the feed to a linear motion of  the antenna beam. In some designs the 
beam sweeps across a plane and then returns by the same route. In other designs the scan is i ../ 
saw-tooth with the beam sweeping across the plane of scan and then stepping back almost 
instantaneously to its starting point. The saw-tooth scan is generally preferred in radar applica- 
tions. Such antennas would be used where a small angular sector needs to be covered with a 
rapid scan rate. These antennas can cover a sector of from 10 to 20 degrees or  more, at a rate of 
10 t o  20 scans per second o r  greater. This is a rapid enough rate to  permit essentially contin- 
uous observation of the target. A radar which uses such a sector-scanning antenna to track the 
path of airborne targets is sometimes called a track-wllile-scan radar. 

The details of feed-motion scanners may be found in the l i t e r a t ~ r e . ' . ~ ~ * ' ~  Many of tl~cse, 
such as the Robinson, F o s t e ~ - , ~ ~ + ' ~ ~  Lewis, and Schwarzchild, were developed during World 
War 11. Various types of lenses, pillboxes, and trough waveguides have also been used for 
mechanically scanning a beam over an  angular sector. Another mechanical scanner is a coaxial 
line with radiating slots cut in its side.' The inner conductor is corrugated and eccentric with 
respect to the outer conductor. As the inner conductor rotates the wavelength in the linc 
varies, causing the beam to scan. 

7.5 LENS ANTENNAS 

The most common type of radar antenna is the parabolic reflector in one of its varioi~s forms. 
The microwave paraboloid reflector is analogous to a n  automobile headlight or to  a searcti- 
light mirror. The analogy of an optical lens is also found in radar. Three types of microwave 
lenses applicable to radar are (1) dielectric lenses, (2) metal-plate lenses, and ( 3 )  lenses with 
n o n i ~ n i f ~ r m  index of refraction. 

Dielectric lenses. The homogeneous, solid, dielectric-lens antenna of Fig. 7.18a is similar to 
the conventional optical lens. A point at  the focus of the lens produces a plane wave on the 
opposite side of the lens. Focusing action is a result of the difference in the velocity of 
propagation inside the dielectric as compared with the velocity of propagation in air. The 
index of refraction q of a dielectric is defined as the speed of light in free space to  the speed of 
light in the dielectric medium. It is equal to  the square root of the dielectric constant. Materials 
such as polyethylene, polystyrene, Plexiglas, and Teflon are suitable for small microwave 
lenses. They have low loss and may be easily shaped to  the desired contour. Since the velocity 
of propagation is greater in air than in the dielectric medium, a converging lens is thicker in the 
middle than at the outer edges, just as in the optical case. 
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cannot be used during this period of ambiguity, called the dead time. In one model of the
organ-pipe scanner,J6elements were fed, three at a time. 121l The dead time for this model is
equivalent to rotation past two of the 36 elements; consequently it was inoperative about 6
percent of the time.

In Fig. 7.17 the feeds are shown on a straight line, but in the parabolic torus they would
lie on the arc of a circle.

The many feed horns plus all the transmission lines of the organ-pipe scanner result in a
relatively large structure with significant aperture blocking. Aperture blocking can he min­
imized by designing the parabolic portion of the torus as an offset parabola,just as in the case
of a paraboloid.

Other feed-motion scanners. There exist a numher of antennas in which the beam is rapidly
scanned over a limited sector by the mechanical motion of the feed. The motion of the feed is
generally circular. The electromagnetic path within the antenna structure is designed to con­
vert the circular motion of the feed to a linear motion of the antenna beam. In some designs the
beam sweeps across a plane and then returns by the same route. In other designs the scan is
saw-tooth with the beam sweeping across the plane of scan and then stepping back almost
instantaneously to its starting point. The saw-tooth scan is generally preferred in radar applica­
tions. Such antennas would be used where a small angular sector needs to be covered with a
rapid scan rate. These antennas can cover a sector of from 10 to 20 degrees or more, at a 'rate of
10 to 20 scans per second or greater. This is a rapid enough rate to permit essentially contin­
uous observation of the target. A radar which uses such a sector-scanning antenna to track the
path of airborne targets is sometimes called a track~wlJile-scan radar.

The details of feed-motion scanners may be found in the literature.,·42.43 Many of these,
such as the Robinson, Foster,44.134 Lewis, and Schwarzchild, were developed during World
War II. Various types of lenses, pillboxes, and trough waveguides have also been used for
mechanically scanning a beam over an angular sector. Another mechanical scanner is a coaxial
line with radiating slots cut in its side. 1 The inner conductor is corrugated and eccentric with
respect to the outer conductor. As the inner conductor rotates the wavelength in the line
varies, causing the beam to scan.

7.5 LENS ANTENNAS

The most common type of radar antenna is the parabolic reflector in one of its various forms.
The microwave paraboloid reflector is analogous to an automobile headlight or to a search­
light mirror. The analogy of an optical lens is also found in radar. Three types of microwave
lenses applicable to radar are (1) dielectric lenses, (2) metal-plate lenses, and (3) lenses with
nonuniform index of refraction.

Dielectric lenses. The homogeneous, solid, dielectric-lens antenna of Fig. 7.18a is similar to
the conventional optical lens. A point at the focus of the lens produces a plane wave on the
opposite side of the lens. Focusing action is a result of the difference in the velocity of
propagation inside the dielectric as compared with the velocity of propagation in air. The
index of refraction 11 of a dielectric is defined as the speed of light in free space to the speed of
light in the dielectric medium. It is equal to the square root of the dielectric constant. Materials
such as polyethylene, polystyrene, Plexiglas, and Teflon are suitable for small microwave
lenses. They have low loss and may be easily shaped to the desired contour. Since the velocity
of propagation is greater in air than in the dielectric medium, a converging lens is thicker in the
middle than at the outer edges, just as in the optical case.



F i ~ u r c  7.18 ( ( I )  ('orivcrgirip-lcri nritcnri:i coristr~ictcd of Iiomoger~cnus solid dielectric. Direct niicrowavc 
;tr~;~logy o f  tlic optic;~l lcr~g ( 1 1 )  Zorlcld diclcctric Icns. 

Orlc of the lirnit;~tio~ls of tile solid llotnogerieous dielectric lcns is its thick size and large 
weight. Both the tllickness arid tile weight may be reduced considerably by stepping or zoning 
the lcrls (Fig. 7.1Xh). Zoning is based o n  the fact that a 360" cliange of phase at the aperture 11x9 
no eCPect on the aperture phase distribution. Starting with zero thickness at the edge of the lens, 
the thickness of the dielectric is progressively increased toward the lens axis as in the design of 
a riormal lens. However, when the path length introduced by the dielectric is equal to a 
wavelength. the path in the dielectric can be reduced to zero without altering the phase across 
the aperture. The thickness of the lens is again increased in the direction of the axis according 
to the leris design until the path length in the dielectric is once more 360°, at which time 
another step may be made. The optical path length through each of the zones is one 
wavelength less than the next outer zone. 

Although zoning reduces the size and weight of a lens, it is not without disadvantages. 
1)ielcctric lenses are normally wideband; however, zoning results in a frequency-sensitive 
device. Another limitation is the loss in energy and increase in sidelobe level caused by the 
sliadowing produced by the steps. The effect of the steps may be minimized by using a design 
with large 111). on the order of 1 or niore. Even with these limitations, astepped lens is usually 
to be preferred because of the significant reduction in weight. 

The larger the dielectric constant (or index of refraction) of a solid dielectric lens, the 
thinner i t  witt be. However, the larger the dielectric constant, the greater will be the mismatch 
between the lens and free space and the greater the loss in energy due to reflections at the 
surface of the lens. Compromise values of the index of refraction lie between 1.5 and 1.6. Lens 
reflections may also be reduced with transition surfaces as in optics. These surfaces should be a 
quarter wave thick and have a dielectric constant which is the square root of the dielectric 
constant of the lens material. 

Artificial  dielectric^.^^ 4 7  Instead of using ordinary dielectric materials for lens antennas, it is 
possible to construct them of artificial dielectrics. The ordinary dielectric consists of molecular 
particles of microscopic size, but the artificial dielectric consists of discrete metallic or dielec- 
tric particles of macroscopic size. The particles may be spheres, disks, strips, or  rods imbedded 
in a material of low dielectric constant such as polystyrene foam. The particles are arranged in 
some particular configuration in a three-dimensional lattice. The dimension of the particles in 
the direction parallel to the electric field as well as the spacing between particles should be 
sniall cornpared with a wavelength. I f  these conditions are met. the lens will be insensitive to 
frequency. 
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(b)

Fi~un' 7.IR (II) Converging-lens antenna constrllctcd ofhomogcncolls solid dielectric. Dircct microwave
analogy of the oplical lens. (11) Zoned dielectric lens.

One of the limitations of the solid homogeneous dielectric lens is its thick size and large
weight. Both the thickness and the weight may be reduced considerably by stepping or zoning
thc lcns (Fig. 7.1 HI,). Zoning is based on the fact that a 360° change of phase at the aperture has
no effect on the aperture phase distribution. Starting with zero thickness at the edge of the lens,
the thickness of the dielectric is progressively increased toward the lens axis as in the design of
a normal lens. However, when the path length introduced by the dielectric is equal to a
wavelength. the path in the dielectric can be reduced to zero without altering the phase across
the aperture. The thickness of the lens is again increased in the direction of the axis according
to the lens design until the path length in the dielectric is once more 360°, at which time
another step may be made. The optical path length through each of the zones is one
wavelength less than the next outer zone.

Although zoning reduces the size and weight of a lens, it is not without disadvantages.
Dielectric lenses are normally wideband; however, zoning results in a frequency-sensitive
device. Another limitation is the loss in energy and increase in sidelobe level caused by the
shadowing produced by the steps. The erfect of the steps may be minimized by using a design
with large fiD. on the order of 1 or more. Even with these limitations, a stepped lens is usually
to be prererred because of the significant reduction in weight.

The larger the dielectric constant (or index of refraction) of a solid dielectric lens, the
thinner it win be. However, the larger the dielectric constant, the greater will be the mismatch
between the lens and free space and the greater the loss in energy due to reflections at the
surface of the lens. Compromise values of the index of refraction lie between 1.5 and 1.6. Lens
reflections may also be reduced with transition surfaces as in optics. These surfaces should be a
quarter wave thick and have a dielectric constant which is the square root of the dielectric
constant of the lens material.

Artificial dielectrics. 45
47 Instead of using ordinary dielectric materials for lens antennas, it is

possible to construct them of artificial dielectrics. The ordinary dielectric consists of molecular
particles of microscopic size, but the artificial dielectric consists of discrete metallic or dielec­
tric particles of macroscopic size. The particles may be spheres, disks, strips, or rods imbedded
in a material of low dielectric constant such as polystyrene foam. The particles are arranged in
some particular configuration in a three-dimensional lattice. The dimension of the particles in
the direction parallel to the electric field as well as the spacing between particles should be
small compared with a wavelength. ]f these conditions are met. the lens will be insensitive to
frequency.



When the particles are metallic spheres of radius u and spacing s between centers, the 
dielectric constant of the artificial dielectric is approxima(e1y 

assuming no interaction between the spheres.47 
An artificial dielectric may also be constructed by using a solid dielectric material with a 

controlled pattern of voids. This is a form of Babinet inverse of the more usual artificial 
dielectric composed of  particles imbedded in a low-dielectric-constant material."' The voids 
may be either spheres or cylinders, but the latter are easier to machine. 

Lenses made from artificial dielectrics are generally of less weight than those from solid 
dielectrics. For this reason, artificial dielectrics are often preferred when the size of the antenna is 
large, as, for example, at the lower radar frequencies. Artificial-dielectric Imses may bz 
designed in the same manner as other dielectric lenses. 

Metal-plate lens.49- An artificial dielectric may be constructed with parallel-plate wave- 
guides as shown in Fig. 7.19. The phase velocity in parallel-plate waveguide is greater than that 
in free space; hence the index of refraction is less than unity. This is opposite to the usual 
optical refracting medium. A converging metal-plate lens is therefore thinner at the center than 
at the edges, as opposed t o  a converging dielectric lens which is thinner at  the edges. The 
metal-plate lens shown in Fig. 7.19 is an E-plane lens since the electric-field vector is parallel to 
the plates. Snell's law is obeyed in an  E-plane lens, and the direction of the rays through the 
lens is governed by the usual optical laws involving the idex of refraction. 

The  surface contour of a metal-plate lens is, in general, not parabolic as in the case of the 
r e f l e ~ t o r . ~  For example, the surface closest to the feed is an  ellipsoid of revolution if  the sirrfact 
at the opposite face of the lens is plane. 

The spacing s between the plates of the metal-plate lens must lie between 1/2 and A i f  only 
the dominant mode is to be propagated. The index of refraction for this type of metal-plate 
lens is 

H 

Direction. of Figure 7.19 Plan, elevation, and end 
propagat~on views of a converging lens antenna 

constructed from parallel-plate wave- 
guide. (E-plane metal-plate lens.) 

(7.20)
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When the particles are metaIlic spheres of radius a and spacing s between centers, the
dielectric constant of the artificial dielectric is approximately

( = 1 + 41r~l3
5

assuming no interaction between the spheres. 47

An artificial dielectric may also be constructed by using a solid dielectric material with a
controlled pattern of voids. This is a form of Babinet inverse of the more usual artificial
dielectric composed of particles imbedded in a low-dielectric-constant material. 4

!l The voids
may be either spheres or cylinders, but the latter are easier to machine.

Lenses made from artificial dielectrics are generally of less weight than those from solid
dielectrics. For this reason, artificial dielectrics are often preferred when the size of the antenna is
large, as, for example, at the lower radar frequencies. Artificial-dielectric lenses may be
designed in the same manner as other dielectric lenses.

Metal-plate lens.49 - 52 An artificial dielectric may be constructed with parallel-plate wave­
guides as sl\Own in Fig. 7.19. The phase velocity in parallel-plate waveguide is greater than that
in free space; hence the index of refraction is less than unity. This is opposite to the usual
optical refracting medium. A converging metal-plate lens is therefore thinner at the center than
at the edges, as opposed to a converging dielectric lens which is thinner at the edges. The
metal-plate lens shown in Fig. 7.19 is an E-plane lens since the electric-field vector is parallel to
the plates. Snell's law is obeyed in an E-plane lens, and the direction of the rays through the
lens is governed by the usual optical laws involving the idex of refraction.

The surface contour of a metal-plate lens is, in general, not parabolic as in the case of the
reflector. 7 For example, the surface closest to the feed is an ellipsoid of revolution if the surface
at the opposite face of the lens is plane.

The spacing s between the plates of the metal-plate lens must lie between A/2 and A. if only
the dominant mode is to be propagated. The index of refraction for this type of metal-plate
lens is
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Figure 7.19 Plan, elevation, and end
views of a converging lens antenna
constructed from parallel-plate wave­
guide. (E-plane metal-plate lens.)



R A I ) A R  A N T E N N A S  251 

tvl~ere A is tlie wiivclerigtli i l l  air. f'qtlatiori (7.21) is always less tliati unity. At the upper limit of 
spacing. s = /I. tlie iridcx of rcl'riictiori is equal to 0.866. The closer the spacing, the less will be 
tlie index of refractiori arid tlic tliiritier will be the ieris. However, the spacing, and therefore the 
index of refractiori. cannot bc made arbitrarily small since the reflection from the interface 
between the lens arid air will increase just as in the case of the solid-dielectric lenses. For a 
valilc of s = Ai2. rllc iridex of rcfractioti is zero and the waveguide is beyond cutoff. The wave 
iriciderir or1 the lens will be cornpletely reflected. I r i  practice, a compromise value of q between 
0.5 arid 0.6 is ofteri selected, corresponding to plate spacings of0.557A and 0.625A and to power 
rcllcctioris ;i t  riorrn;~l iricidericc of 1 1 arid 6.25 percent, respectively (Ref. 1, p. 410). 

liven wit11 an iridcx of refractiori in the vicinity of 0.5 to 0.6, the thickness of the metal- 
plate leris becomes large unless inconveniently long focal lengths are used. The thickness may 
he recttrced by zo~iirig just as with a dielectric lens. The bandwidth of a zoned metal-plate lens 
is larger than t l i i ~ t  of  an urizoticd lens, but tile steps in the lens coritour scatter tlie incident 
energy iri undesired directions, reduce the gain, and increase the sidelobe level. An example of 
an .Y-barid rrietal-plate zoned leris is shown in Fig. 7.20. 

Atlottier class of  rr~etal-plate lerls is the constrained lens, or  path-length lens, in which the 
rays are guided or constrairled by the metal plates. In the H-plane metal-plate constrained 
letis. tlie electric field is perpendicular to the plates (H  field parallel); thus the velocity of the 
wave wliicli propag;ites tlirougli tlie plates is relatively unaffected provided the plate spacing is 

Figure 7.20 .Y-hand metal-plate zoned lens. 
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where A is the wavelength in air. Equation (7.21) is always less than unity. At the upper limit of
spacing. S = A. tile index of refraction is equal to 0.866. The closer the spacing, the less will be
the index of refraction and the thinner will be the lens. However, the spacing, and therefore the
index or refraction. cannot be made arbitrarily small since the reflection from the interface
bctween the Icns and air will increase just as in the case of the solid-dielectric lenses. For a
value or s = ,1./2. the illdex or refraction is zero and the waveguide is beyond cutoff The wave
incident on the lens will be completely reflected. In practice, a compromise value of tT between
0.5 and 0.6 is often selected. corresponding to plate spacings of 0.557,1. and 0.625..1. and to power
rellcctions at normal incidence or II and 6.25 percent, respectively (Ref. 1, p. 410).

Even with an index of refraction in the vicinity of 0.5 to 0.6, the thickness of the metal­
plate lens becomes large unless inconveniently long focal lengths are used. The thickness may
he reduced by zoning just as with a dielectric lens. The bandwidth of a zoned metal-plate lens
is larger than that of an unlOned lens, but the steps in the lens contour scatter the incident
energy in undesired directions, reduce the gain, and increase the sidelobe level. An example of
an X -band metal-plate zoned lens is shown in Fig. 7.20.

Another class of metal-plate lells is the constrained lens, or path-length lens, in which the
rays are guided or constrained by the mctal plates. In the H-plane metal-plate constrained
ICllS. the electric field is perpendicular to the plates (H field parallel); thus the velocity of the
wave which propagates through the plates is relatively unaffected provided the plate spacing is

Figure 7.20 X -hand metal-plate zoned Jens.
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gsciiter ~ I I W I I  A/2 .  Tlie direction of tile rays is [lot affccted by the refractive indcx, and Sncll's law 
does not apply. Focusing action is obtained by constraining the waves to pass bet wren thc 
plates in such a manner that the path length can be increased above that in free space. In one 
type of cylindrical constrained lens with the E field parallel to  the plates, a I "  beam coi~ld bc 
scauiled over a 100" sector by positioning the line feed." The lcris was 72 wavelengths in sire, 
had an /;ID = 1.5, and operated at a wavelength of 1.25 cm. 

Luneburg lens. Workers in the field of optics have from time to  timc devised lenses in whicl~ 
the index of  refraction varied in some prescribed manner within the lens. Althoi~gh such lerlstls 
Ilad interesting properties, they were only of academic interest since optical materials with the 
required variation of index of refraction were not practical. However, at microwave freqilen- 
cies i t  is possible to control the index of refraction of materials ( q  is the square root of the 
dielectric constant 0, and lenses with a noni~niform index of refraction art: practical. 

One  of  the most important of the variable-index-of-refraction lenses in the field of radar is 
that due to Luneburg.'' The Luneburg lens is spherically symmetric and has the property that 
a plane wave incident on the sphere is focused to a point on  the surface at the diametrically 
opposite side. Likewise, a transmitting point source on the surface of the sphere is converted to 
a plane wave on passing through the lens (Fig. 7.21). Because of the spherical symmetry of the 
lens, the focusing property does not depend upon the direction of the incident wave. The beam 
may be scanned by positioning a single feed anywhere on  the surface of the lens or by locating 
many feeds along the surface of the sphere and switching the radar transmitter or  receiver from 
one horn to another. The Luneberg lens can also generate a number of fixed beams. 

The index of refraction q or the dielectric constant c varies with the radial distance in a 
Luneburg lens of radius r , ,  according t o  the relationship 

The iadex of refraction is a maximum at the center, where it equals f l ,  and decreases to a 
valuc of 1 on the periphery. 

Practical three-dimensional Luneburg lenses have been constructed of a large number of 
spherical shells, each of constant index of refraction. Discrete changes in index of refraction 
approximate a continuous variation. In one example of a Luneburg lens 10 concentric spheri- 

+ -- 
cal shells are arranged one within the ~ t h e r . ~ ~ . ~ ~  The dielectric constant of the individual shells 
varies from 1.1 to 2.0 in increments of 0.1. 

I t 
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I 
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I . Figure 7.21 Luneburg-lens geometry showing rays from 
I a point source radiated as a plane wave after passage 
I through the lens. 

(7.22)
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greata than J../2. The direction of the rays is not affected by the refractive index, and Snell's law
does not apply. Focusing actionisobtained.byconstraining the waves to pass between the
plates in such a manner that the path length can be increased above that in free space. In one
type of cylindrical constrained lens with the E field parallel to the plates, a 10 beam couid be
scanned over a 1000 sector by positioning the line feed. 52 The lens was 72 wavelengths in sile,
had an/lD = 1.5, and operated at a wavelength of 1.25 cm.

Luneburg lens. Workers in the field of optics have from time to time devised lenses in which
the index of refraction varied in some prescribed manner within the lens. Although such lenses
had interesting properties, they were only of academic interest since optical materials with the
required variation of index of refraction were not practical. However, at microwave frequen­
cies it is possible to control the index of refraction of materials (tl is the square root of the
dielectric constant (), and lenses with a nonuniform index of refraction are practical.

One of the most important of the variable-index-of-refraction lenses in the field of radar is
that due to Luneburg. 53 The Luneburg lens is spherically symmetric and has the property that
a plane wave incident on the sphere is focused to a point on the surface at the diametrically
opposite side. Likewise, a transmitting point source on the surface of the sphere is converted to
a plane wave on passing through the lens (Fig. 7.21). Because of the spherical symmetry of the
lens, the focusing property does not depend upon the direction of the incident wave. The beam
may be scanned by positioning a single feed anywhere on the surface of the lens or by locating
many feeds along the surface of the sphere and switching the radar transmitter or receiver from
one horn to another. The Luneberg lens can also generate a number of fixed beams.

The index of refraction tl or the dielectric constant £ varies with the radial distance in a
Luneburg lens of radius ro, according to the relationship

~ ~ (~" ~ [2 - (:JI'"
The [;ldex of refraction is a maximum at the center, where it equals fit and decreases to a
value of 1 on the periphery.

Practical three-dimensional Luneburg lenses have been constructed of a large number of
spherical shells, each of constant index of refraction. Discrete changes in index of refraction
approximate a continuous variation. In one example of a Luneburg lens 10 concentric spheri­
cal shells are arranged one within the other.54

•
55 The dielectric constant of the individual shells

varies from 1.1 to 2.0 in increments of 0.1.

Point
source fl.::------l>-------+-.---~

Figure 7.21 Luneburg-Iens geometry showing rays from
a point source radiated as a plane wave after passage
through the lens.



The dielectric materials must not be too heavy, yet they must be strong enough to support 
tlterr own weight without collapsing. They should have low dielectric loss and not be affected 
by the weattier or by changes in temperature. They should be easily manufactured wit11 
ilriiform properties and must be liomogeneous and isotropic i f  the performance characteristics 
are to  be iridepeildcrit of positio~i. 

The antenna pattern of  a Luneburg lens lias a slightly narrower beamwidth than that of a 
~>;~~; t l~olo id i t l  reflector of tlic s;ttr~c circul:~r cross scctiori, but tlie sidelohe level is greater. 56 60 

'I liis is due to tlic fact that tlie paths followed by the rays in a Luneburg lens tend to 
coricetitrate energy toward the edge of tlie aperture. This makes i t  difficult to achieve extremely 
low sidclobes. In practice, tile sidelobe level of a Luneburg lens seetns to  be in the vicinity of 20 
to 22 dB. 

When the full 4n radiaris ~f solid coverage is not required, a smaller portion of the lens can 
be used, with a saving in size and  eight.^'.^^ The Luneburg-lens principlecan also be applied as 
a passive reflector i r i  a niariner arialogous to a corner r e f l e~ to r .~ '  I f  a reflecting cap is placed 
over a portion of tlie spherical lens, an incident wave emerges in the same direction from which 
i t  eritered. The cap may be made to cover a sector as large as a hemisphere. 

Otie of [lie liniitatioris of a dielectric lens is tlie problem of removing heat dissipated 
witliin the interior. Dielectrics are generally poor conductors of heat. Unless materials are of 
low loss and can operate at elevated temperatures,63 dielectric lenses such as the Luneburg 
letis are more suited to receiving, rather than transmitting, applications. 

Tile Luneburg principle may also be applied to a two-dimensional lens which generates a 
fan bean1 in one plane. In the geodesic analog of a two-dimensional Luneburg lens the 
variation iri dielectric constant is obtained by the increased path length for the RF energy 
traveling in ttie T E M  mode between parallel The result is a dome-shaped parallel- 
plate region as shown in Fig. 7.22. 

Other types of lenses based or? the principle of nonuniform index of refraction have been 
d ~ s c r i b e d . ~ ~ . ~ " . ~ ~  Hornogerieoi~s sptierical lenses with uniform dielectric constant are also of 
interest69 " i f  tlie index of refractiori is not too high and if the diameter is not greater than 
about 30i. They can be competitive to the Lunebuig lens, especially for high-power 
applications.' 

Lens  tolerance^.'.^ In general, tlie mechanical tolerances for a lens antenna are less severe than 
for a reflector. A given error in the contour of a mechanical reflector contributes twice to the 
error in ttie wavefront because of the two-way path on refection. Mechanical errors in the lens 
contour, IJbwever, contribute but once to the phase-front error. Although the theoretical 
tolerance of a lens may be less than required of a reflector, in practice it might be more difficult 
to  achieve a given level of performance in a lens. A reflector can be readily supported mechan- 
ically from the back. This is not available in a lens where the mechanical support is from the 
~~e r iphe ry  of the leris arid from the mechanical properties of the lens material itself. Another 
source of error in the lens not found in reflector antenna is the variation in the properties of 
tlie leris material. Both real arid artificial dielectrics are not always perfectly uniform from 
sar~iple to sar~iple or  even witliin tlie same sample. 

Figure 7.22 The "tin-hat" geodesic analog of a two- 
dimensional Luneburg lens. 
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The dielectric materials must not be too heavy, yet they must be strong enough to support
their own weight without collapsing. Theyshouldhave low dielectric loss and not be affected
by the weather or by changes in temperature. They should be easily manufactured with
uniform properties and must he homogeneous and isotropic if the performance characteristics
are to be independent of position.

The antenna pattern of a Luneburg lens has a slightly narrower beamwidth than that of a
paraholoidal rellector of the sallie circular cross section, hut the sidelohe level is greater. 56

60

This is due to the fact that the paths followed by the rays in a Luneburg lens tend to
concentrate energy toward the edge of the aperture. This makes it difficult to achieve extremely
low sidclobes. In practice, the sidelobe level of a Luneburg lens seems to be in the vicinity of20
to22dB.

When the ful14rc radians IJfsolid coverage is not required, a smaller portion of the lens can
he used, with a saving in size and weight. 61 .62 The Luneburg-Iens principle can also be applied as
a passive reflector in a manner analogous to a corner renector.61 If a reflecting cap is placed
over a portion of the spherical lens, an incident wave emerges in the same direction from which
it entered. The cap may be made to cover a sector as large as a hemisphere.

One of tlte limitations of a dielectric lens is the problem of removing heat dissipated
within the interior. Dielectrics are generally poor conductors of heat. Unless materials are of
low loss and can operate at elevated temperatures,63 dielectric lenses such as the Luneburg
lens are more suited to receiving, rather than transmitting, applications.

The Luneburg principle may also be applied to a two-dimensional lens which generates a
fan beam in one plane. In the geodesic analog of a two-dimensional Luneburg lens the
variation in dielectric constant is obtained by the increased path length for the RF energy
traveling in the TEM mode between parallel plates.64-- 67 The result is a dome-shaped parallel­
plate region as shown in Fig. 7.22.

Other types of lenses hased on the principle of nonuniform index of refraction have been
dcscrihed.43.6o.6R Homogeneous spherical lenses with uniform dielectric constant are also of
interest 69

71 if the index of refraction is not too high and if the diameter is not greater than
about 30k They can be competitive to the Luneburg lens, especially for high-power
applications. 71

Lens tolerances. 1.2 In general, the mechanical tolerances for a lens antenna are less severe than
for a renector. A given error in the contour of a mechanical reflector contributes twice to the
error in the wavefront because of the two-way path on reflection. Mechanical errors in the lens
contour, However, contribute but once to the phase-front error. Although the theoretical
tolerance of a lens may be less than required of a reflector, in practice it might be more difficult
to achieve a given level of performance in a lens. A reflector can be readily supported mechan­
ically from the back. This is not available in a lens where the mechanical support is from the
periphery of the lens and from the mechanical properties of the lens material itself. Another
source of error in the lens not found in reflector antenna is the variation in the properties of
the lens material. Both real and artificial dielectrics are not always perfectly uniform from
sample to sample or even within the same sample.

Figure 7.22 The "tin-hat" geodesic analog or a two­
dimensional Luneburg lens.



Evaluation of lenses as antennas. One of the advantages of a lens over a reflector antenna is the 
absence of aperture blocking. Considerable equipmen1 can be placed at the focus of the lens 
without interfering with the resultant antenna pattern. The first monopulse radars used lenses 
for this purpose, but with time the monopulse RF circuitry was reduced in size and the 
reflector antenna came to be preferred over the lens. The lens is capable of scanning the beam 
over a wide angle. Theoretically the Luneburg lens or  the homogeneous sphere can cover 
4n steradians. Constrained metal-plate lenses are capable of wide scan angles as compared to 
the limited scanning possible by moving the feed in a paraboloid reflector. 

The lens is usually less efficient than comparable reflector antennas because of loss when 
propagating through the lens medium and the redectioris from the two lens surfaces. In a 
zoned lens there will be additional, undesired scattering from the steps. Although i t  is danger- 
ous to generalize, the additional losses from the sources in a stepped lens might be 1 or 2 dB.72 

The lack of suitable solid or artificial dielectric materials has limited the de,yelopment of 
lenses. The problem of dissipating heat from large dielectric lenses can sometimes restrict their 
use to moderate-power or  to receiver applications. Conventional lenses are usually large and 
heavy, unless zoned. To  reduce the loss caused by scattering from the steps in a zoned lens, 
the ratio of the focal length f to the antenna diameter D must be made large (of the ordcr of 
unity). Lenses which must scan by positioning the feed should also have large f/D ratio. A large 
flD requires a greater mechanical structure because the feeds are bigger and must be supported 
farther from the lens. The mechanical sapport of a lens is usually more of a problem than with 
a reflector. 

The wide-angle scanning capability of a lens would be of interest in radar as a competitor 
for a phased array if there were available a practical means for electronically switching the 
transmitter and receiver among fixed feeds so as to achieve a rapidly scanning beam. 

7.6 PATTERN SY NTHESlS 

The problem of pattern synthesis in antenna design is to find the proper distribution of current 
across a finite-width aperture so as to  produce a radiation pattern which approximates the 
desired pattern under some condition of optimization. Pattern-synthesis methods may be 
divided into two classes, depending upon whether the aperture is continuous or  an array. The 
current distributions derived for continuous apertures may sometimes be used to approximate 
the array-aperture distributions, and vice versa, when the number of elements of the array- 
antenna is large. The discussion in this section applies, for the most part, to linear one- 
dimensional apertures o r  to  rectangular apertures where the distribution is separable, that is, 
where A(x, z) = A(x)A(z). 

The synthesis techniques which apply to array antennas usually assume uniformly spaced 
isotropic elements. The element spacing is generally taken to be a llalf wave-length. I f  ttlc 
elemerlts were not isotropic but had a pattern Ee(8), and if the desired overall pattern were 
derloted E,(8), the pattern to be found by synthesis using techniques derived for. isotropic 
elements would be given by E,(B)/E,(B). 

Fourier-integral synthesis. The Fourier-integral relationship between the field-intensity pat- 
tern and the aperture distribution was discussed in Sec. 7.2. The distribution A ( z )  across a 
continuous aperture was given by Eq. (7.14). 

(7.14)
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Evaluation of lenses as antennas. One of the advantages of a lens over a reflector antenna is Ihe
absence of aperture blocking. Considerable equipme_nl can be placed at the focus of the lens
without interfering with the resultant antenna pattern. The first monopulse radars used lenses
for this purpose, but with time the monopulse RF circuitry was reduced in size and the
reflector antenna came to be preferred over the lens. The lens is capable of scanning the beam
over a wide angle. Theoretically the Luneburg lens or the homogeneous sphere can cover
4n steradians. Constrained metal-plate lenses are capable of wide scan angles as compared to
the limited scanning possible by moving the feed in a paraboloid reflector.

The lens is usually less efficient than comparable reflector antennas because of loss when
propagating through the lens medium and the reflections from the two lens surfaces. In a
zoned lens there will be additional, undesired scattering from the steps. Although it is danger­
ous to generalize, the additional losses from the sources in a stepped lens might be 1 or 2 dB. 7 2

The lack of suitable solid or artificial dielectric materials has limited the de.yelopment of
lenses. The problem of dissipating heat from large dielectric lenses can sometimes restrict their
use to moderate-power or to receiver applications. Conventional lenses are usually large and
heavy, unless zoned. To reduce the loss caused by scattering from the sieps in a zoned lens,
the ratio of the focal length I to the antenna diameter D must be made large (of the order of
unity). Lenses which must scan by posidoning the feed should also have largellD ratio. A large
liD requires a greater mechanical structure because the feeds are bigger and must be supported
farther from the lens. The mechanical support of a lens is usually more of a problem than with
a reflector.

The wide-angle scanning capability of a lens would be of interest in radar as a competitor
for a phased array if there were available a practical means for electronically switching the
transmitter and receiver among fixed feeds so as to achieve a rapidly scanning beam.

7.6 PATIERN SYNTHESIS

The problem of pattern synthesis in antenna design is to find the proper distribution of current
across a finite-width aperture so as to produce a radiation pattern which approximates the
desired pattern under some condition of optimization. Pattern-synthesis methods may be
divided into two classes, depending upon whether the aperture is continuous or an array. The
current distributions derived for continuous apertures may sometimes be used to approximate
the array-aperture distributions, and vice versa, when the number of elements of the array­
antenna is large. The discussion in this section applies, for the most part, to linear one­
dimensional apertures or to rectangular apertures where the distribution is separable, that is,
where A(x, z) = A(x)A(z).

The synthesis techniques which apply to array antennas usually assume uniformly spaced
isotropic elements. The element spacing is generally taken to he a half wave-length. If the
elemerlts were not isotropic but had a pattern Ee(8), and if the desired overall pattern were
denoted Ed(8), the pattern to be found by synthesis using techniques derived for. isotropic
elements would be given by Ed(8)/Ee(8).

Fourier-integral synthesis. The Fourier-integral relationship between the field-intensity pat­
tern and the aperture distribution was discussed in Sec. 7.2. The distribution A(z) across a
continuous aperture was given by Eq. (7.14).

A(z) = ~ LCXl~ E(</J) exp (-j2n I sin </J) d(sin 4»



where z = distance along the aperture and E(4)  = field-intensity pattern. I f  only that portion of 
ttie aperture distribution which extends over the finite-aperture dimension d were used. the 
resulting antenna pattern would be 

. d:  2 

ha($) = ( A ( z )  exp 
' - d l 2  

Suhstituririg Eq. (7.14) irito tlie above and changing the variable of integration from b, to 5' to 
avoid corifi~siori. ti\c :triteriria patter11 hecornes 

Intcrclinrigirig tlie order of integration, the approximate antenna pattern is 

~ ~ ( 4 )  = I id" l a  E ( i )  exp (sin d, - sin <) 
.I. n , z  . , I ,  

tl ." sin [n(d/A)(sin 4 - sin i)] 
En(&) = - 1 E(S) d(sin <) 

2 .  Cm n(d/A)(sin 4 - sin {) 

d(sin € )  dr (7.24) 

where E,($) is tlie Fourier-integral pattern which approximates the desired pattern E(4) when 
A ( = )  is rcstrictcd to a finite apci ture of diinensioti d. 

R i 1 7 e ~ ~  has shown that tlie approximation to the antenna pattern derived on the basis of 
tlie Fourier integral for continuous antennas (or the Fourier-series method for discrete arrays) 
has tlie property that the mean-square deviation between the desired and the approximate 
patterns is a minimum. It is in this sense (least mean square) that the Fourier method is 
optimum. The larger the aperture (or the greater the number of elements in the array), the 
better will be the approximation. 

The Fourier series may be used to synthesize the pattern of a discrete array, just as the 
Fourier integral may be used to synthesize the pattern of a continuous a p e r t ~ r e . ' ~  Similar 
conclusions apply. The Fourier-series method is restricted in practice to arrays with element 
spacing in tlie vicirlity of a half wavelength. Closer spacing results in supergrain arrays which 
are not 7 5 . 7 6  Spacings larger than a wavelength produce undesired grating lobes. 

Wodward-Levinson method. Another method of approximating the desired antenna pattern 
with a finite aperture distribution consists in reconstructing the antenna pattern from a finite 
number ofs9,mpled values. The principle is analogous to the sampling theorem of circuit theory 
in which a time waveform of limited bandwidth may be reconstructed from a finite number of 
samples. The antenna-synthesis technique based on sampled values was introduced by Levin- 
son at the MIT Radiation Laboratory in the early forties and was apparently developed 
independently by Woodward in England.7.77-79 

The classical sampling theorem of information theory states: If a function f (t) contains no 
frequencies higher than W Hz, it is completely determined by giving its ordinates at a series of 
points spaced 112 W seconds apart. The analogous sampling process applied to  an antenna 
pattern is that the radiation pattern E , ( 4 )  from an antenna with a finite aperture d is com- 
pletely determined by a series of values spaced L/d radians apart, that is, by the sample values 
E,(itA/d), where ti is an integer.73 In Fig. 7 . 2 3 ~  is shown the pattern E ( 4 )  and the sampled 
points spaced A/d radians apart. The sampled values E,(nA/d), which determine the antenna 
pattern, are shown in b. 

Tlie antenna pattern E,(4) can be constructed from the sample values E,(tiA/d) with a 
pattern of the form (sin $)/$ about each of the sampled values, where $ = n(d/L) sin 4. The 
(sin I//)/$ function is called the coti~posit~g~fitttctiott and is the same as that used in information 
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where z = distance along the aperture and E(1') = field-intensity pattern. If only that portion of
the aperture distribution which extends over the finite-aperture dimension d were used. the
resulting antenna pattern would be

• d,' 2 (z)
Ea(¢) = r A(z)exp j2rr,sin¢ dz

. - d/2 A
(7.23)

Suhstituting Eq. (7.14) into the ahove and changing the variable of integration from l' to ~ to
avoid confusion. the antenna pattern becomes

1 .di2 . r£' I z I
E,,(¢) = 1.1 .r E(() exp j2rr:; (sin l' - sin () d(sin 0 dz

1\ a,l ," Il

Interchanging the order of integration. the approximate antenna pattern is

EA1') = c! (" E(C) sin [rr(d/A)~sin ¢ -. sin OJ d(sin ~)
A. OCJ - rr(d/A)(sln ¢ - Sill 0

(7.24)

(7.25)

where Ea(1') is the Fourier-integral pattern which approximates the desired pattern E(¢) when
A(z) is restricted to a finite aperture of dimension d.

Ruze 73 has shown that the approximation to the antenna pattern derived on the basis of
the Fourier integral for continuous antennas (or the Fourier-series method for discrete arrays)
has the property that the mean-square deviation between the desired and the approximate
patterns is a minimum. It is in this sense (least mean square) that the Fourier method is
optimum. The larger the aperture (or the greater the number of elements in the array), the
better will be the approximation.

The Fourier series may be used to synthesize the pattern of a discrete array, just as the
Fourier integral may be used to synthesize the pattern of a continuous aperture. 74 Similar
conclusions apply. The Fourier-series method is restricted in practice to arrays with element
spacing in the vicinity of a half wavelength. Closer spacing results in supergrain arrays which
are no! practical. 75

.
76 Spacings larger than a wavelength produce undesired grating lobes.

Woodward-Levinson method. Another method of approximating the desired antenna pattern
with a finite aperture distribution consists in reconstructing the antenna pattern from a finite
number ofs~.mpledvalues. The principle is analogous to the sampling theorem ofcircuit theory
in which a time waveform of limited bandwidth may be reconstructed from a finite number of
samples. The antenna-synthesis technique based on sampled values was introduced by Levin­
son at the MIT Radiation Laboratory in the early forties and was apparently developed
independently by Woodward in England.7.77-79

The classical sampling theorem of information theory states: Ira functionf(t) contains no
frequencies higher than W Hz, it is completely determined by giving its ordinates at a series of
points spaced 1/2W seconds apart. The analogous sampling process applied to an antenna
pattern is that the radiation pattern Ea(¢) from an antenna with a finite aperture d is com­
pletely determined by a series of values spaced A/d radians apart, that is, by the sample values
E,(IJA/d), where IJ is an integer. 73 In Fig. 7.23a is shown the pattern E(¢) and the sampled
points spaced Aid radians apart. The sampled values E,(nA/d), which determine the antenna
pattern, are shown in b.

The antenna pattern Ea(¢) can be constructed from the sample values E,(lIA/d) with a
pattern of the form (sin"')N about each of the sampled values, where'" = rr(d/A) sin ¢. The
(sin 1//)/tI! function is called the composilJg flmctiolJ and is the same as that used in information



3x 2X X -- -- -- x 2 1  2 g 5 L  s i n #  
d d d  O Z d d d  d  

3 1  2X: X - -- -- -- A 3_1 4_1: s i n $  
d d d  d d d d d  

x 2Jaf iQ 3 x  2 x  X 0 - -- -- -- 
d d d  d d d d d  

Figure 7.23 ( a )  Radiation pattern 
E ( 4 )  with sampled values 1/11 radians 
apart, where d = aperture dimen- 
sion; ( b )  sampled values E,(nA/d), 
which specify the antenna pattern of 
( a ) ;  ( c )  reconstructed pattern E , ( + )  
using (sin $)I$ composing function 
to approximate the desired radiation 
pattern E ( 4 ) .  

theory to construct the time waveform from the sampled values. The antenna pattern is , 
given by , 

" nll sin [n(d/l)(sin 4 - nA/d)] 
- - - . - . . 

E a ( 4 )  = n = - w  ( )  n(d/l)(sin 4 - ,ll/d) 

that is, the antenna pattern from a finite aperture is reconstructed from a sum of (sin $)/I) 
composing functions spaced A/d rad apart, each weighted according to  the sample vali~es 
E,(r~l/d), as illustrated in Fig. 7 . 2 3 ~ .  

The (sin $)/I) composing function is well suited for reconstructing the pattern. Its value at 
a particular sample point is unity, but it is zero at all other sample points. In addition, the 
(sin I))/$ function can be readily generated with a uniform aperture distribution. The 
Woodward-Levinson synthesis technique consists in determining the amplitude and phase of 
the uniform aperture distribution corresponding to each of the sample values and performing 
a summation t o  obtain the required overall aperture distribution. 

The aperture distribution may be found by substituting the antenna pattern of Eq. (7.26) 
into the Fourier-transform relationship given by Eq. (7.14). The aperture distribution becomes 

1 j2nnz 
A,(z l=  - f ~ ~ ( $ 1  exp ( -  

d , = - ,  
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Figure 7.23 (a) Radiation pattern
£(cP) with sampled values A./d radians
apart, where d = aperture dimen­
sion; (b) sampled values £.(n).jd),
which specify the antenna pattern of
(a); (c) reconstructed paltern £a(lji)
using (sin 1jJ)!t/J composing function
to approximate the desired radiation'
pa ttern £( cP ).

theory to construct the time waveform from the sampled values. The antenna pattern IS

givenby./

E (¢) = f E (nA) sin [n(dIA)(sin ¢ - n~Hn
a n=-oo 3 d n(dIA)(sin¢-IlAld)

(7.26)

that is, the antenna pattern from a finite aperture is reconstructed from a sum of (sin t/J)N
composing functions spaced Aid rad apart, each weighted according to the sample values
Es(llAld), as illustrated in Fig. 7.23c.

The (sin t/J)!t/J composing function is well suited for reconstructing the pattern. Its value at
a particular sample point is unity, but it is zero at all other sample points. ]n addition, the
(sin t/J)!t/J function can be readily generated with a uniform aperture distribution. The
Woodward-Levinson synthesis technique 'Consists in determining the amplitude and phase of
the uniform aperture distribution corresponding to each of the sample values and performing
a summation to obtain the required overall aperture distribution.

The aperture distribution may be found by substituting the antenna pattern of Eq. (7.26)
into the Fourier-transform relationship given by Eq. (7.14). The aperture distribution becomes

(7.27)



Therefore the aperture distributiorl which generates the nth (sin ~ ) / $  composing pattern has 
uniform amplitude and is proportional to the sampled value E,(rtA/d). The phase across the 
aperture is sucil that tile individual cornposing patterns are displaced from one another by a 
half a bearnwidtli (wliere tlic beamwidth is here defined as the distance between tile two nulls 
wl~icli surround tlie mait1 bcarn). The phase is given by the exponential term of Eq. (7.27) and 
tcprcscrits ;I liric;~r pliasc cii;~rigc of rrn radialis across the aperture. Tlle number of sarnldes 
required to approxinlatc tlie radiation pattern from a finite aperture of width d is 2dlA. 

Tlic esseritial cliffererice hetween Fourier-integral synthesis and the Woodward-Levinsc-V;I 
tllcthotl is t l i n t  tlic forriicr gives a radiation pattcrn whose mcari-square deviation from 111, 
desired pattern i s  a niiriitiiurn. and tlie Woodward-Levinson method gives an antenna pattern 
wliicll exactly fits tile desired pattern at a finite number of points. 

I )o lp l~- ( ' l~ i~ l~ysl~cv arrays.'" ' 'I'liis pnttc~ri produccs the ~larrowest beamwidtli for a specificcf 
sidciol~c Icvcl l'lic l>ea~nw~dtli  is rneasut-cd by the distance between the first nulls that straddle 
tlic r ~ i n r ~ i  t>cnrii I'lie sidelol>cs arc all of equal magnitude. DolpliSO derived the aperture 
illutiiiliatiori w ~ t l i  t l i~s  property by forcing a correspondence between the Chebyshev poly- 
rlotiiial arid the polyllornial describing the pattern of an array antenna. Although a radiation 
jlattetli with tlie t~arrowest beamwidth for a given sidelobe level seems a reasonable choice for 
radar. i t  is seldoln employed since i t  cannot be readily ichieved with practical antennas wllere 
I~igli gain and low sidelobes are desired. As the antenna size increases, the currents at the end 
of the aperture become large compared with the currents along the rest of the aperture, and the 
radiation pattern becomes sensitive to the edge excitation. This sets a practical upper limit to 
the si7e of an antenna that can have a Dolph-Chebyshev pattern and therefore sets a lower 
limit to the width of the main beam which can be achieved. 

'Ta? lor aperture illumination. The Taylor aperture illumination is a r 2alizable approximation to 
tile Ijolph-Chcbysllev i l l u m i n a t i o t ~ . ~ ~  I t  produces a pattern with uniform sidelobes of a 
specified value, but only in the vicinity of the main beam. Unlike the theoretical Dolph- 
Cliehysliev pattern. the sidelobes of tlie Taylor pattern decrease outside a specified angular 
region. l 'he sidelobe level is uniform within the region defined by I(d/A) sin 41 < i and 
decreases with increasing angle 4 for / ( & A )  sin 41 > ii, and where ii is an integer, d is the 
aritenna dimension and 1 is the wavelength. Hence f i  divides the radiation pattern into a 
uniforni sidelohc region straddling the main beam and a decreasing sidelobe region. The 
number ofrkqual sidelobes on each side of the main beam is iI - 1. 

l'lie bcarnwidtl~ of a Taylor pattern will be broader than that of tlie Dolph-Cllebysliev. I f  
tlie desigrl sidelobe level is 25 dB, a Taylor pattern with ii = 5 gives a beamwidth 7.7 percent 
grc;ltcr tiiarl tlic Ilolpli-Cliebyshev, and wit11 ir = 8 it is 5.5 percent greater. 

-1'lie I'aylor pattern is specified by two parameters: the design sidelobe level and ,I, wliich 
defines the boundary between uniform sidelobes and decreasing sidelobes. The integer f i  
catlnot be too small. Taylor states that f i  must be at least 3 for a design-sidelobe ratio of25 dB 
and at least 6 for a design-sidelobe ratio of 40 dB. The larger iI is, the sharper will be the beam. 
However, i f  TI is too large, the same difficulties as arise with the Dolph-Chebyshev pattern will 
occur. The aperture illuminations for high values of i i  are peaked at the center and at the edge 
o f  tlic aperture. and tniglit be difficult to  achieve in practice. 

Care must be exercised in the selection of the sidelobe level of a Taylor pattern. Large 
antennas with narrow beamwidths can exhibit a severe degradation in gain because of 
the large energy contained within the sidelobes as compared with that within the main beam. 
The value of ir must be properly cl~osen consistent with the beamwidth and sidelobe 
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Therefore the apcrture distribution which generates the 11th (sin t/!)N composing pattern has
uniform amplitude and is proportional to the sampled value Es(lIA/d). The phase across the
aperture is such that the individual composing patterns are displaced from one another by a
half a beamwidth (whcrc thc beamwidth is hcre defined as the distance between the two nulls
which surround thc main bcam). Thc phase is given by the exponential term of ~q. (7.27) and
n:rresents a lincar plHlse change of IITt radians across thc apcrturc. The number of samples
required to approximate the radiation pattcrn from a finite aperture of width d is 2djX

The esscntial differcncc betwecn Fouricr-integral synthesis and the Woodward-Levinsr.;t
method is that the former gives a radiation pattcrn whosc mcan-squarc deviation from till.
desired pattern is a minimum, and thc Woodward-Levinson method gives an antenna pattern
which cxactly fits thc desircd pattern at a finite number of points.

1>()II)h-C1ll'hlSIH.·~'arrays. AO A.\ Th is pattern prod uces the narrowest beamwidt h for a speci fled
sidelohe level. The heamwidth is measurcd by the distance betwecn the first nulls that straddle
the main beam. The sidelobes arc all of equal magnitudc. Dolph BO derived thc aperturc
illumination with this propcrty by forcing a correspondence between the Chebyshev poly­
nomial and the polynomial describing the pattern of an array antenna. Although a radiation
pattern with the narrowest bcamwidth for a given sidelobe level seems a reasonable choice for
radar, it is seldom cmployed since it cannot be readily achieved with practical antennas where
high gain and low sidelobes are desired. As the antenna size increases, the currents at the end
of the aperture bccome large compared with the currents along the rest of the aperture, and the
radiation pattern becomes sensitive to the edge excitation. This sets a practical upper limit to
the size of an antenna that can have a Dolph-Chebyshev pattern and therefore sets a lower
limit to the width of the main beam which can be achieved.

Ta~lor aperture illumination. The Taylor aperture illumination is a I ~alizable approximation to
the Dolph-Chebyshev illumination.84 It produces a pattern with uniform sidelobes of a
specified value, but only in the vicinity of the main beam. Unlike the theoretical Dolph­
Chehyshev pattern, the sidelobes of the Taylor pattern decrease outside a specified angular
region. The sidelohe level is uniform within the region defined by I(dl..1.) sin ¢ I < ii and
decreases with increasing angle ¢ for I(dj..1.) sin ¢I > n, and where n is an integer, d is the
antenna dimcnsion and A is the wavelength. Hence " divides the radiation pattern into a
uniform sidelobc region straddling the main beam and a decreasing sidelobe region. The
numher of~cqual sidelobes on each side of the main beam is " - 1.

Thc beamwidth of a Taylor pattern will be broader than that of the Dolph-Chebyshev. If
the design sidelobe level is 25 dB, a Taylor pattern with " = 5 gives a beamwidth 7.7 percent
greater than the Dolph-Chehyshcv, and with " = 8 it is 5.5 percent greater.

The Taylor pattcrn is spccified by two parameters: the design sidelobe level and ", which
defines the boundary bctween uniform sidelobes and decreasing sidelobes. The integer It
cannot be too small. Taylor states that " must be at least 3 for a design-sidelobe ratio of25 dB
and at least 6 for a design-sidelobe ratio of 40 dB. The larger " is, the sharper will be the beam.
However. if " is too large, the same difficulties as arise with the Dolph-Chebyshev pattern will
occllr. The aperture illuminations for high values of nare peaked at the center and at the edge
of thc aperture, and might be difficult to achieve in practice.

Care must be exercised in the selection of the sidelobe level of a Taylor pattern. Large
antennas with narrow beamwidths can exhibit a severe degradation in gain because of
the large energy contained within the sidelobes as compared with that within the main beam.
The value of " mllst be properly chosen consistent with the beamwidth and sidelobe level. 85



Although the Taylor pattern was developed as a realizable approxinlation to the 1)olpli- 
Chebyshev, it does not resemble the theoretical equal-sidelobe pattern. Values of ii are not 
large so  that a Taylor pattern exhibits decreasing sidelobes over most of its range. Decreasing 
sidelobes are not undesired in radar application. If the radar designer has a choice, i t  is 
preferred that the high sidelobes be near the main beam, where they are easier to recognize, 
rather than to  have isolated high sidelobes elsewhere. This is one time nature is cooperative 
since it is natural for the sidelobes to be large in the vicinity of the main beam. 

The Taylor aperture illumination has also been applied to syntt~esiring thc: patterns of 
circular, two-dimensional It has been widely used as a guide for selecting 
antenna aperture illuminations. 

When the difference pattern of a monopulse antenna can be selected independently of thc 
sum pattern, as in a phased array, the criterion for a good difference pattern is to obtain 
maximum angle sensitivity commensurate with a given sidelobe level. Bayliss8%s described 
a method for obtaining suitable monopulse difference patterns on this basis. It parallels 
Taylor's approach to the sum pattern. 

7.7 COSECANTSQUARED ANTENNA PAITERN 

It was shown in Sec. 2.11 that a search radar with an antenna pattern proportional to csc2tl, 
where 8 is the elevation angle, produces a constant echo-signal power for a target ttying at 
constant altitude, if certain assumptions are satisfied. Many fan-beam air-search radars 
employ this type of pattern. A constant echo signal with range, however, is probably not as 
important an application of the cosecant-squared pattern as is achieving the desired elevation 
coverage in an efficient manner. Shaping of the beam is desirable since the needed range at 
high angles is less that at low angles; hence, the antenna gain as a function of elevation angle 
can be tailored accordingly. Shaped patterns like the cosecant-squared pattern are also used in 
airborne radars that map the surface of the earth." 

Antenna design. The design of a cosecant-squared antenna pattern is an  application of ttie 
synthesis techniques discussed in the preceding section. Examples of cosecant-squared-pattern 
synthesis are given in the literatu~-e.7s7 3*77*90 

The cosecant-squared pattern may be approximated with a reflector antenna by shaping 
the surface or  by using more than one feed. The pattern produced in this manner may not hc as 
accurate as might be produced by a well-designed array antenna, but operationally, i t  is riot 
necessary t o  approximate the cosecant-squared pattern very precisely. A common method of 
producing the cosecant-squared pattern is shown in Fig. 7.24. The upper half of the reflector is 
a parabola and reflects energy from the feed in a direction parallel to the axis, as in any other 
parabolic antenna. The lower half, however, is distorted from the parabolic contour so as to 
direct a portion of the energy in the upward direction. 

A cosecant-squared antenna pattern can also be produced by feeding the parabolic 
reflector with two or  more horns o r  with a linear array. If ttie horns are spaced and fed 
properly, the combination of the secondary beams will give a smooth cosecant-squared pat- 
tern over some range of angle. A reasonable approximation to the cosecant-squared pattern 
can be obtained with but two horns. A single horn, combined with a properly located ground 
plane, can also generate a cosecant-squared pattern with a parabolic r e f l e~ to r .~ '  The feed 
horn, plus its image in the ground plane, has the same effect as two horns. The traveling-wave 
slot antennag2 and the surface-wave antennag3 can also be designed to produce a cosecant- 
squared antenna pattern. 

The shaping of the beam is generally in one plane, with a narrow pattern of conventionai 
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Although the Taylor pattern was developed as a realizable approximation to the Dolph­
Chebyshev, it does not resemble the theoretical equal-sidelobe pattern. Values of '1 arc not
large so that a Taylor pattern exhibits decreasing sidelobes over most of its range. Decreasing
sidelobes are not undesired in radar application. If the radar designer has a choice, it is
preferred that the high sidelobes be near the main beam, where they arc easier to recognize,
rather than to have isolated high sidelobes elsewhere. This is one time nature is cooperative
since it is natural for the sidelobes to be large in the vicinity of the main beam.

The Taylor aperture illumination has also been applied to synthesizing the patterns of
circular, two-dimensional antennas. 86

.
87 It has been widely used as a guide for selecting

antenna aperture illuminations.
When the ditTerence pattern of a monopulse antenna can be selected independent Iy of the

sum pattern, as in a phased array, the criterion for a good difrerence pattern is to obtain
maximum angle sensitivity commensurate with a given sidelobe level. Bayliss 8 !1 txls described
a method for obtaining suitable monopulse difference patterns on this basis. It parallels
Taylor's approach to the sum pattern.

7.7 COSECANT-SQUARED ANTENNA PATfERN

It was shown in Sec. 2.11 that a search radar with an antenna pattern proportional to csclO,
where 8 is the elevation angle, produces a constant echo-signal power for a target llying at
constant altitude, if certain assumptions are satisfied. Many fan-beam air-sea~ch radars
employ this type of pattern. A constant echo signal with range, however, is probably not as
important an application of the cosecant-squared pattern as is achieving the desired elevation
coverage in an efficient manner. Shaping of the beam is desirable since the needed range at
high angles is less that at low angles; hence, the antenna gain as a function of elevation angle
can be tailored accordingly. Shaped patterns like the cosecant-squared pattern are also used in
airborne radars that map the surface of the earth.89

Antenna design. The design of a cosecant-squared antenna pattern is an application of the
synthesis techniques discussed in the preceding section. Examples of cosecant-squared-pattern
synthesis are given in the literature. 7 •73 ,77,9o

The cosecant-squared pattern may be approximated with a reflector antenna by shaping
the surface or by using more than one feed. The pattern produced in this manner may not be as
accurate as might be produced by a well-designed array antenna, but operationally, it is not
necessary to approximate the cosecant-squared pattern very precisely. A common method of
producing the cosecant-squared pattern is shown in Fig. 7.24. The upper half of the reflector is
a parabola and reflects energy from the feed in a di,rection parallel to the axis, as in any other
parabolic antenna. The lower half, however, is distorted from the parabolic contour so as to
direct a portion of the energy in the upward direction.

A cosecant-squared antenna pattern can also be produced by feeding the parabolic
reflector with two or more horns or with a linear array. If the horns are spaced and fed
properly, the combination of the secondary beams will give a smooth cosecant-squared pat­
tern over some range of angle. A reasonable approximation to the cosecant-squared pattern
can be obtained with but two horns. A single horn, combined with a properly located ground
plane, can also generate a cosecant-squared pattern with a parabolic reflector.91 The feed
horn, plus its image in the ground plane, has the same effect as two horns. The traveling-wave
slot antenna92 and the surface-wave antenna93 can also be designed to produce a cosecant­
squared antenna pattern.

The shaping of the beam is generally in one plane, with a narrow pattern of conventional
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Figure 7.24 Cosecant-squared antenna 
produced by displacing the reflector 
surface from the original parabolic 
shape. 

design in the orthogonal plane. The parabolic cylinder antenna fed from a line source is 
convenient for obtaining independent control of the patterns in the two orthogonal planes. 
This type of antenna, however, is generally bulkier and heavier than a reflector fed from a 
si~iglc poirit source. Ttie line feed is more difficult to  pressurize than a point feed. The antenrla 
with a point-source feed requires a reflector surface with double curvature, as compared to  the 
single curvature of the cylindrical antenna, in order to obtain a shaped beam. The double 
curvature reflector is designed to  provide both the desired shaping of the beam in one plane 
and focusing in transverse  plane^.'*^^-^^ The surface is formed by the envelope of a system of 
paraboloids whose axes all lie in the plane of the shaped beam, but at  varying angles of 
inclination to  each other and to  a fixed line. 

The antenna of the S-band Airport Surveillance Radar (ASR) of  the ANlTPN-19 landing 
system is shown in Fig. 7.25. The 14 ft (4.3 m) by 8 ft (2.4 m) reflector is a n  offset paraboloid 
fed from a 12-element vertical line-source. The uppermost feedhorn is located a t  the focal point 
of the paraboloid. The azimuth beamwidth is 1.6" and the vertical beamwidth is 4" with 
cosecant-squared shaping from 6" to  30". Being a transportable equipment, the antenna is 
self-erecting and is stowed inside the shelter through a roof hatch. The  radar system provides 
coverage t o  60 nmi and 40,000 feet with a 15 rpm rotation rate. 

P' 

Loss in gain An antenna with a cosecant-squared pattern will have less gain than a normal 
fan-beam pattern generated from the same aperture. T o  obtain an  approximate estimate of the 
loss in gain incurred by beam shaping, the idealized patterns in Fig. 7.26 will be assumed. The 
normalantenna pattern is depicted in Fig. 7 . 2 6 ~  as a square beam extending from 8 = 0 to 
0 = (I,. I'he cosecant-squared pattern in Fig. 7.26b is shown as a uniform beam over the 
range 0 i 0 5 0, arid decreases as csc2 O/csc2 8, over the range 0, < 8 2 Om. The gain G of the 
square beam in Fig. 7.26n divided by the gain G, of the cosecant-squared antenna beam in 
Fig. 7.26h i? 

For small values of ( I , ,  
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Figure 7.24 Cosecant-squared antenna
produced by displacing the reflector
surface from the original parabolic
shape.

design in the orthogonal plane. The parabolic cylinder antenna fed from a line source is
convenient for obtaining independent control of the patterns in the two orthogonal planes.
This type of antenna, however, is generally bulkier and heavier than a reflector fed from a
single point source. The line feed is more difficult to pressurize than a point feed. The antenna
witha point-source feed requires a reflector surface with double curvature, as compared to the
single curvature of the cylindrical antenna, in order to obtain a shaped beam. The double
curvature reflector is designed to provide both the desired shaping of the beam in one plane
and focusing in transverse planes. 1,94-96 The surface is formed by the envelope of a system of
paraboloids whose axes all lie in the plane of the shaped beam, but at varying angles of
inclination to each other and to a fixed line.

The antenna of the S-band Airport Surveillance Radar (ASR) of the AN{IPN-19 landing
system is shown in Fig. 7.25. The 14 ft (4.3 m) by 8 ft (2.4 m) reflector is an offset paraboloid
fed from a 12-element vertical line-source. The uppermost feedhorn is located at the focal point
of the paraboloid. The azimuth beamwidth is 1.6° and the vertical beamwidth is 4° with
cosecant-squared shaping from 6° to 30°. Being a transportable equipment. the antenna is
self-erecting and is stowed inside the shelter through a roof hatch. The radar system provides
coverage to 60 nmi and 40,000 feet with a 15 rpm rotation rate.

(7.28)
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Loss in gain. An antenna with a cosecant-squared pattern will have less gain than a normal
fan-beam pattern generated from the same aperture. To obtain an approximate estimate of the
loss in gain incurred by beam shaping, the idealized patterns in Fig. 7.26 will be assumed. The
normal antenna pattern is depicted in Fig. 7.26a as a square beam extending from 0 = °to
(J = 00 , The cosecant-squared patlern in Fig. 7.26b is shown as a uniform beam over the
range 0 :s; (/ :s; (Jo and decreases as csc2 0(csc 2 00 over the range 00 < 0 :s; Om' The gain G of the
square beam in Fig. 7.26a divided by the gain Gc of the cosecant-squared antenna beam in
Fig. 7.26h i~

For small values of 00 ,

G
G ::::::: 2 - 00 cot Om

c

(7.29)
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Figure 7.25 Cosecant-squared antenna of the ANlTPN-19 landing system. (Colrrtesy Raythrorr Con~pntry.) 

Figure 7.26 Idealized anlcana pat- 
tern assumed in the cortlpcrtatior~ of 
the loss in gain incurred with a 
cosecant-squared antenna pattern. 
(a) Normal antenna pallern; ( h )  
cosecant-squared pattern. 
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Figure 7.25 Cosecant-squared antenna of the AN(TPN-19 landing system. (Courtesy Raythf!(/lI COnipatl}'.)
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where all angles in the above formulas are measured in radians. For example, if do = 6" and 
0, = 20". the gain is reduced by 2.2 dB compared with a fan beam 6" wide. If 8, is made 40°, 
the loss is 2.75 dB. In tlie limit of large 0, and small 00 ,  the loss approaches a maximum of 
3 dB. 

Shaped beams and S'I'C. A radar that can detect a 1 m2 target at 200 nmi can detect a loe4  1n2 
target at 20 tirni hccaitse of the inverse fourth power variation of signal strength with range. 
'I'llcrcfore. snlitll ricart3y tatgcts sucll as hircls arid insects can clutter tlie output of a radar. To  
avoid this, tlic rccciver gain call bc teduccd at short range and increased during the period 
between pulses so that the received signal from a target of constant cross section remains 
i~ncliatigctl with riinge. Tllc ~>rograrntiied control of the receiver gain to maintain a constant 
ccllo sigrl;il strerigtll is callctl scvrsirirliry tirjrc i.o,ttrol (STC'). It is all effective i~letllod for 
eli~nirlatirlg radar eclloes due to urlwar~ted birds and insects. 

SI'C makes use of the inverse fourth power variation of signal strength with range. The 
cosecatlt-sqi~ared sllapitig of the atltctirla also utilizes tlie inverse fourth power variation witli 
range (Sec. 2.1 1). Tllus, when STC is used witli a cosecant-squared antenna pattern, the 
high-angle coverage of the radar is reduced. Targets that are seen at long range and at a 
particular tieight with a cosecant-squared antenna, will be missed at shorter ranges when STC 
is used. T o  incorporate both beam shaping and STC, the pattern must have higher gain at 
higher-elevation angles than would a cosecant-squared pattern. Figure 7 . 2 7 ~  illustrates the 
antenna elevation pattern for an air-search radar which is desired to  compensate for STC and 
yet provide a signal independent of range, as does the cosecant-squared pattern." Figure 7.27b 
sliows the coverage of a long-range radar with such an antenna pattern. 

Beam shaping may also be employed to  increase the target-to-clutter ratio in some cases. 
A target at  high elevation angles competes with surface clutter a t  low angles. Increasing the 
antenna gain at high angles but not A t  low angles will therefore improve the target echo with 
respect t o  the 

Figttre 7.27 Antcnrla clcvatiorl pattern for a long-range air-search radar lo achieve high-angle coverage 
when S'TC is employed. ( a )  Comparison with tile cosecant-squared pattern; (b )  free-space coverage 
diagram. (Frotn ~ h r a d e r . ~ '  corrrtt7sy McGro\c--Hill Book Conrparty.) 
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where all angles in the above formulas are measured in radians. For example, if 00 = 6° and
Om = 20°, the gain is reduced by 2.2 dB compared with a fan beam 6° wide. If em is made 40°,
the loss is 2.75 dB. In the limit of large Om and small 00, the loss approaches a maximum of
3 dB.

Shaped beams and STC. t\ radar that can detect a 1 m 2 target at 200 nmi can detect a 10- 4 m2

target at 20 nmi because of the inverse fourth power variation of signal strength with range.
Therefore, smallncarby targcts such as birds and insects can clutter the output of a radar. To
avoid this, thc receivcr gain can bc reduced at short range and increased during the period
bctwecn pulses so that thc received signal from a target of constant cross section remains
unchanged with range. The programmed control of the receiver gain to maintain a constant
echo signal strength is callcd sl'lIsitil';ty t;1IIe colltro[ (STC). It is an effective method for
eliminating radar echoes due to unwanted birds and insects.

STC makes use of the inverse fourth power variation of signal strength with range. The
cosecant-squared shaping of the antenna also utilizes the inverse fourth power variation with
range (Sec. 2.11). Thus, when STC is used with a cosecant-squared antenna pattern, the
high-angle coverage of the radar is reduced. Targets that are seen at long range and at a
particular height with a cosecant-squared antenna, will be missed at shorter ranges when STC
i~ used. To incorporate both beam shaping and STC, the pattern must have higher gain at
higher-elevation angles than would a cosecant-squared pattern. Figure 7.27a illustrates the
antenna elevation pattern for an air-search radar which is desired to compensate for STC and
yet provide a signal independent of range, as does the cosecant-squared pattern.97 Figure 7.27b
shows the coverage of a long-range radar with such an antenna pattern.

Beam shaping may also be employed to increase the target-to-clutter ratio in some cases.
t\ target at high elevation angles competes with surface clutter at low angles. Increasing the
antenna gain at high anglcs but not at low angles will therefore improve the target echo with
respect to thc c1uHer. 9A
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FiIitIlH' 7.27 Antcnna e1cvation pallcrn for a long-range air-search radar to achieve high-angle coverage
when STC is employed. (a) Comparison with the cosecant-squared pattern; (b) free-space coverage
diagram. (From SIJrader,97 courtesy McGraw-Hill Book CompallY.)
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7.8 EFFECT OF ERRORS ON RADIATION PATTERNS~~." I " '  

Antenna-pattern synthesis techniques such as those discussed in Sec. 7.6 permit the a11tz11na 
designer to compute the aperture illumination required to achieve a specified radiation 
pattern. However, when the antenna is constructed, i t  is usually found that the experimentally 
measured radiation pattern deviates from the theoretical one, especially in the region of the 
sidelobes. Generally, the fault lies not with the theory, but in the fact that i t  is'not possible to 
reproduce precisely in practice the necessary aperture illumination specified by synthesis 
theory. Small, but ever-present, errors occur in the fabrication of an antenna. These contribute 
unavoidable perturbations to the aperture illumination and result in a pattern different in 
detail from the one anticipated. 

Errors in the aperture illumination may be classed as either systematic o r  random. The 
former are predictable, but the latter are not and can only be described in statistical terms. 
Examples of systematic errors include (1) mutual coupling between the elements of an array, 
(2) aperture blocking in reflector antennas due to  the feed and its supports, (3)  diffraction at 
the steps in a zoned-lens antenna, and (4) periodicities included in the construction of the 
antenna. Random errors include (1) errors in the machining or manufacture of the antenna as 
a consequence of the finite precision of construction techniques, (2) RF  measurement errors 
incurred in adjusting an array, (3) wall-spacing errbrs in metal-plate lenses, (4) random distor- 
tion of the antenna surface, and (5) mechanical or  electrical phase variations caused by 
temperature o r  wind gradients across the antenna. Although random errors may be relatively 
small, their effect on the sidelobe radiation can be large. Systematic errors are usually the same 
from antenna to antenna in any particular design constructed by similar techniques. O n  the 
other hand, random errors differ from one antenna to  the next even though they be of the same 
design and constructed similarly. Therefore the effect of random errors on the antenna pattern 
can be discussed only in terms of the average performance of many such antennas or in terms 
of statistics. 

The effect of errors on the radiation pattern has long bee? recognized by the practical 
antenna designer. The usual rule-of-thumb criterion employed in antenna practice is that the. 
phase of the actual wavefront must not differ from the phase of the desired wavefront by more 
than + 1/16 in order to ensure satisfactory performance. The application of this criterion to  a 
reflector antenna requires the mechanical tolerance of the surface to be witl~in ?1/32. I t  is 
possible, however, to obtain more precise criteria for specifying the maximum errors which 
may be tolerated in the aperture illumination. 

Systematic errors. The effect of systematic errors on the radiation pattern may be found by 
properly modifying the aperture distribution to  take account of the known errors. For exam- 
ple, a linear phase error across the antenna aperture causes the beam position to t i l t  in angle. A 
quadratic, or  square-law, variation in phase is equivalent to  defocusing the antcnna. A p c ~  iodic 
error with fundamental period p / l ,  where p is measured in the same units as is the wavelength 
I, will produce spilrious beams displaced at angles 4, from the origin, according to the rclatiol~ 
sin 4, = t tA/p,  where n is an  integer. The patterns of the spurious beams are of similar shape as 
the original pattern but are displaced in angle and reduced in amplitude. 

Random errors in reflectors. The cl&sical work on the effects of random errors on antenna 
radiation patterns is due to  Ruze.73.99.101 He pointed out that in a reflector antenna, only the 
phase error in the aperture distribution need be considered. Such a phase error, for example, 
might be caused by a deformation of the surface from its true value. Ruze'O ' showed in a simple 
derivation that the gain of a circular aperture with arbitrary phase error is approxin~atcly 

262 INTRODUCTION TO RADAR SYSTEMS

7.8 EFFECT OF ERRORS ON RADIATION PATIERNS 7J
•
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Antenna-pattern synthesis techniques such as those discussed in Sec. 7.6 permit the antenna
designer to compute the aperture illumination required to achieve a specified radiation
pattern. However, when the antenna is constructed, it is usually found that the experimentally
measured radiation pattern deviates from the theoretical one, especially in the region of the
sidelobes. Generally, the fault lies not with the theory, but in the fact that it is not possible to
reproduce precisely in practice the necessary aperture illumination specified by synthesis
theory. Small, but ever-present, errors occur in the fabrication of an antenna. These contribute
unavoidable perturbations to the aperture illumination and result in a pattern different in
detail from the one anticipated.

Errors in the aperture illumination may be classed as either systematic or random. The
former are predictable, but the latter are not and can only be described in statistical terms.

'Ii

Examples of systematic errors include (1) mutual coupling between the elements of an array,
(2) aperture blocking in reflector antennas due to the feed and its supports, (3) dirrraction at
the steps in a zoned-lens antenna, and (4) periodicities included in the construction of the
antenna. Random errors include (1) errors in the machining or manufacture of the antenna as
a consequence of the finite precision of construction techniques, (2) RF measurement errors
incurred in adjusting an array, (3) wall-spacing errors in metal-plate lenses, (4) random distor­
tion of the antenna surface, and (5) mechanical or electrical phase variations caused by
temperature or wind gradients across the antenna. Although random errors may be relatively
small, their effect on the sidelobe radiation can be large. Systematic errors are usually the same
from antenna to antenna in any particular design constructed by similar techniques. On the
other hand, random errors differ from one antenna t<? the next even though they be of the same
design and constructed similarly. Therefore the effect of random errors on the antenna pattern
can be discussed only in terms of the average performance of many such antennas or in terms
of statistics.

The effect of errors on the radiation pattern has long bee" recognized by the practical
antenna designer. The usual rule-of-thumb criterion employed in antenna practice is that the.
phase of the actual wavefront must not differ from the phase of the desired wavefront by more
than ± A/16 in order to ensure satisfactory performance. The application of this criterion to a
reflector antenna requires the mechanical tolerance of the surface to be within ± A/31. It is
possible, however, to obtain more precise criteria for specifying the maximum errors which
may be tolerated in the aperture illumination.

Systematic errors. The effe~t of systematic errors on the radiation pattern may be found by
properly modifying the aperture distribution to take account of the known errors. For exam­
ple, a linear phase error across the antenna aperture causes the beam position to tilt in angle. A
quadratic, or square-law, variation in phase is equivalent to defocusing the antenna. A periodic
error with fundamental period pIA, where p is measured in the same units as is the wavelength
.A, will produce spurious beams displaced at angles ¢n from the origin, according to the relation
sin ¢n = IIAlp, where n is an integer. The patterns of the spurious beams are of similar shape as
the original pattern but are displaced in angle and reduced in amplitude.

Random errors in reflectors. The' classical work on the effects of random errors on antenna
radiation patterns is due to Ruze.73.99.101 He pointed out that in a reflector antenna, only the
phase error in the aperture distribution need be considered. Such a phase error, for example,
might be caused by a deformation of the surface from its true value. Ruze lO

I showed in a simple
derivation that the gain of a circular aperture with arbitrary phase error is approximately

.. ,I

(7.30)



where Go is the gain of the antenna in tile absence of errors, and 6 is the phase error, in radians, 
calculated from the mean phase plane. This simple expression is valid for any aperture illumin- 
ation and reflector deformation. provided that the latter is small compared to the wavelength. 
It indicates that the rrns phase variation about the mean phase plane must be less than A114 for 
a one dB loss of pain. For shallow reflectors, the two-way path of propagation means that the 
sirrfacc error nlirst be one-lialf this arnount, or 1/28. 

Errors d o  more than reduce the peak gain of an antenna. They affect the entire pattern. 
Using a model of an antenna in which the reflector is distorted by a large number of random 
gaussian-sl~aj~cd burnps, K117e stlowed that the radiation pattern can be expressed as 

wlicrc ( ; , , ( ( I .  4)  is the no-error radiatio~i pattern wllose axial value (at O = 0, 4 = 0) is 
I ~ , ( n l ) / A ) 2 .  D is the antenna diameter, p, is the aperture efficiency, C is the correlation interval 
of tlic error, arid I t  ccjtrals sit1 0.  'I'lic rriean square phase error is assumed to be gaussian. The 
angles 0,  4 are those usually employed in classical antenna theory and are defined in Fig. 7.28. 
They are not to be confused with the usual elevation and azimuth angles. The antenna lies in 
the x-!! plane of Fig. 7.28. The error current in one region of the antenna is assumed independ- 
ent of the error currents in adjacent regions. The size of the regions in which the error 
currents cannot be considered independent is the correlation interval, C. The size of the 
correlation interval affects both the magnitude and the directional characteristic of the spuri- 
ous radiation that results from the presence of errors. 

The first term of Eq. (7.31) represents the no-error radiation pattern reduced by the 
factor, exp - p. The second term describes the disturbing pattern and represents a source of 
sidelobe energy whicli depends on the mean-square phase error and the square of the correla- 
tion interval. For small phase errors, when only the first term of the series (n = 1) need be 
considered. Eq. (7.3 1) becomes 

- 
G(O, 4) = Go(O. $)e-" + ( 2 n ~ / 1 ) ~ ~ e - ( " ~ " ' " ~  (7.32) 

From Eq. (7.31), tlie reduction in gain on axis can be written as 

Figure 7.28 Coordinate system defining the angles 0, 4 of Eq. 
(7.3 1). 

RADAR ANTENNAS 263

where Go is the gain or the antenna in the absence of errors, and 1J is the phase error, in radians,
calculated from the mean phase plane. This simple expression is valid for any apertureiIJumin­
ation and reflector deformation. provided that the latter is small compared to the wavelength.
It indicates that the rms phase variation about the mean phase plane must be less than A./14 for
a one dB loss of gain. For shallow reflectors, the two-way path of propagation means that the
surface error must be one-half this amount, or A./28.

Errors do more than reduce the peak gain of an antenna. They affect the entire pattern.
Using a model or an antenna in which the reflector is distorted by a large number of random
gaussian-shaped bumps, Rllze showed that the radiation pattern can be expressed as

(7.31)

where (;0(0. 1J) is the no-error radiation pattern whose axial value (at 0 = 0, ¢ = 0) is
Ila(rrlJ/A)2, () is the antenna diameter, Pa is the aperture efficiency, C is the correlation interval
or the error, and II equals sin O. The mean square phase error P is assumed to be gaussian. The
angles O.1J are those usually employed in classical antenna theory and are defined in Fig. 7.28.
They are not to be confused with the usual elevation and azimuth angles. The antenna lies in
the x-y plane of Fig. 7.28. The error current in one region of the antenna is assumed independ­
ent of the error currents in adjacent regions. The size of the regions in which the error
currents cannot be considered independent is the correlation interval, C. The size of the
correlation interval affects both the magnitude and the directional characteristic of the spuri­
ous radiation that results from the presence of errors.

The first term of Eq. (7.31) represents the no-error radiation pattern reduced by the
factor, exp - P". The second term describes the disturbing pattern and represents a source of
sidelobe energy which depends on the mean-square phase error and the square of the correla­
tion interval. For small phase errors, when only the first term of the series (n = 1) need be
considered, Eq. (7.31) becomes

(7.32)

From Eq. (7.31), the reduction in gain on axis can be written as

(7.33)

Beam di rectian
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Figure 7.28 Coordinate system defining the angles e, t/J of Eq.
(7.31 ).
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When the second term can be neglected (as when the correlation interval is small compared to 
the diameter of the antenna and the phase error is not too large), the gain can be written 

where c is the effective reflector tolerance measured in the same units as A ;  i.e., i t  is the rms 
surface tolerance of a shallow reflector (large focal-length-to-diameter ratio) which will pro- 
duce the phase-front variance d2.  For a given reflector size D, the gain increases as the square 
of the frequency until the exponential term becomes significant. Differentiation of Eq. (7.34) 
shows that the maximum gain corresponds to a wavelength 

At this wavelength the gain will be 4.3 dB below what it would be in the absence &errors. The 
maximum gain is then 

The gain of an antenna is thus limited by the mechanical tolerance to  which the surface can be 
constructed and maintained.lo2 The most precise reflector antennas seem to be limited to a 
precision of not much greater than about one part in 20,000, which from Eq. (7.36) corre- 
sponds to  a diameter of about 1600 wavelengths for maximum gain. The beamwidth of such an 
antenna would be about 0.04" with a gain of about 68 dB. 

In practice, the construction tolerance of an antenna is often described by the "peak" 
error, rather than the rms error. The ratio of the peak to the rms error is found experimentally 
to be about 3 : 1. This truncation of errors occurs since large errors usually are corrected in 
manufacture. 

The effect of errors in array antennas and further discussion of errors in continuous 
apertures is given in Sec. 8.8. 

Antennas for ground-based radars are often subjected to high winds, icing, andlor temperature . ,2 

extremes. They must be sheltered if they are to continue to  survive and perform under advcrse 
weather conditions. Antennas which must be operated in severe weather are usually enclosed 
for protection in a sheltering structure called a radome. Radomes must be mechanically strong 
if they are t o  provide the necessary protection, yet they must not interfere with the normal 
operation of the antenna. Antennas mounted on  aircraft must also be housed within a radome 
to  offer protection from large aerodynamic loads and to  avoid disturbance to the control of the 
aircraft and minimize drag. 

The design of radomes for antennas may be divided into two separate and relatively 
distinct classes, depending upon whether the antenna is for airborne o r  ground-based (or 
ship-based) application. The airborne ra'dome is characterized by smaller size than ground- 
based radomes since the antennas that can be carried in a n  aircraft are generally smaller. The 
airborne radome must be strong enough to  form a part of the aircraft structure and usi~ally 
must be designed to  conform to  the aerodynamic shape of the aircraft, missile, o r  space vehicle 
in which it is to  operate. 

A properly designed radome should distort the antenna pattern as little as  possible. The 
presence of  a radome can affect the gain, beamwidth, sidelobe level, and the direction of the 

(7.34)
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When the second term can be neglected (as when the correlation interval is small compared to
the diameter of the antenna and the phase error is not too large ), the gain can be written

G - G -el 2 _ (TCD) 2 -(4"l/AI2- oe - Po T e

where £. is the effective reflector tolerance measured in the same units as A; Le., it is the rms
surface tolerance of a shallow reflector (large focal-Iength-to-diameter ratio) which will pro­
duce the phase-front variance ,,2. For a given reflector size D, the gain increases as the square
of the frequency until the exponential term becomes significant. Differentiation of Eq. (7.34)
shows that the maximum gain corresponds to a wavelength

(7.35)

At this wavelength the gain will be 4.3 dB below what it would be in· the absence df errors. The
maximum gain is then

Po (D) 2
Gmax = 43 '£ (7.36)

The gain of an antenna is thus limited by the mechanical tolerance to which the surface can be
constructed and maintained. 102 The most precise reflector antennas seem to be limited to a
precision of not much greater than about one part in 20,000, which from Eq. (7.36) corre­
sponds to a diameter of about 1600 wavelengths for maximum gain. The beamwidth of such an
antenna would be about 0.04° with a gain of about 68 dB.

In practice, the construction tolerance of an antenna is often described by the" peak"
error, rather than the rms error. The ratio of the peak to the rms error is found experimentally
to be about 3 : 1. This truncation of errors occurs since large errors usually are corrected in
manufacture.

The effect of errors in array antennas and further discussion of errors in continuous
apertures is given in Sec. 8.8.

7.9 RADOMES 14,103,115,122-124

Antennas for ground-based radars are often subjected to high winds, icing, and/or temperature
extremes. They must be sheltered if they are to continue to survive and perform under advase
weather conditions. Antennas which must be operated in severe weather are usually enclosed
for protection in a sheltering structure called a radome. Radomes must be mechanically strong
if they are to provide the necessary protection, yet they must not interfere with the normal
operation of the antenna. Antennas mounted on aircraft must also be housed within a radome
to offer protection from large aerodynamic loads and to avoid disturbance to the control of the
aircraft and minimize drag.

The design of radomes for antennas may be divided into two separate and relatively
distinct classes, depending upon whether the antenna is for airborne or ground-based (or
ship-based) application. The airborne raoome is characterized by smaller size than ground­
based radomes since the antennas that can be carried in an aircraft are generally smaller. The
airborne radome must be strong enough to form a part of the aircraft structure and usually
must be designed to conform to the aerodynamic shape of the aircraft, missile, or space vehicle
in which it is to operate.

A properly designed radome should distort the antenna pattern as little as possible. The
presence of a radome can affect the gain, beamwidth, sidelobe level, and the direction of the



boresiglit (pointirig directioti), as well as cliange the VSWR and the antenna noise tempera- 
ture. Sometimes in tracking radars, tlie rate of change of the boresight shift can be important. 
(;cnerally, an antenna situated witliin a large ground-based radome sees the same approxi- 
mate rado~ne envirorinierit rio rnattcr wlicre tlie beam points within its normal coverage. 
Kadar antennas located in tlic nose of aircraft, however, generally require an ogive-shaped 
radonle whicli does not 17rcscnt the same environment for all beam positions. When 
t l ~ c  aritcrlria is directed lo~ward (cne~gy ~)~oj>:~gating parallel to tlie radome axis) the angle of 
incidence on the radorne surface can be in excess of 80". In other look directions the incidence 
;~r~glc  might be zero degrees. Since the transrnission properties of radome materials varies with 
;triglc of inciderice and polariration, tile design of an airborne radome to achieve uniform 
scart~iirig properties might not be easy. The desigrl is further complicated by the need for 
structural strengtli, liglitnitig protection, and protection from erosion by rain, hail, and dust. I t  
1s not sr~rprisirig tlierefore tliat tlie electrical performance of a radome must sometimes be 
sacrificed to accorntnodate these other factors. 

A radonie permits a ground-based radar antenna to operate in tlie presence of high winds. 
I t  ~11so preve~lts ice formation on the antenna. Although it is possible to design antennas strong 
cr~ough to survive extreme weather conditions and to provide sufficiently large motors to 
rotate them in high winds, i t  is often more economical to design lighter antennas with modest 
drive power and operate them inside radomes. 

Tlie shape of a radome for a ground-based antenna is usually a portion of a sphere. The 
.;l~ltcre is a good ~ilecllariical structure and offers aerodynamic advantage in high winds. 
Precipitation particles blow around a sphere rather than impinge upon it. Hence snow or 
ottier fr07cn precipitation is not readily deposited. 

.I-lle first large radornes (50-ft diameter or more) for gr-outid-based radar antennas ap- 
peared stiortly afier World War 11. They were constructed of a strong, flexible rubberized 
airtiglit material and were supported by air pressure from witIlin.'O3 Since tlie material of 
air-supported radomes can be relatively thin and uniform, they approximate the electrically 
ideal t l i iu  sliell which provides good electrical properties. Such radomes can operate with high 
t I ansmissiorl efficiency at almost all radar frequencies. Materials include single-ply neoprene- 
coated terylene or nyloti fabric, Hypaloti-coated Dacron, and Teflon-coated fiberglass. 
Inflation pressures are i t ]  the vicinity of0.5 Ib/in2 gauge. Air-supported radomes can be folded 
i~tto a srnall package wtiicli make them suitable for transportable radars requiring mobility 
and quick erectiori times. Typically, a 50-ft radome can be installed at a prepared site in about 
one or  two hoirrs.'" They are also of interest on static sites where wideband frequency 
operatio11 is desired. One of tlie largest examples of an air-supported radome was the 210 ft 
diameter radonie for the Bell Telephone System Telstar satellite communication antenna at 
Andover. Maine. 

Air-supported radomes have a number of disadvantages. Their life is limited by exposure 
to ultraviolet liplit. surface erosion. and the constant flexing of the material in the wind. In high 
winds the rliatcrial car1 he daniaged by flying debris and the rotation of the antenna might have 
to cease to prevent the fabric from being blown against the antenna and torn. Maintenance of 
tlic iriterrial pressure in liigli winds can sometimes be difficult. Another problem is that costly 
~na in tena~~ce  is reqirir-cd at f~cqucrlt i~itcrvals. 

The limitations of air-supported radomes are overcome by the use of rigid self-supporting 
radornes. The most cornrnoii is the rigid space-frame, Fig. 7.29, which consists of a three- 
dimensional lattice of primary load-bearing members enclosed with thin dielectric panels. The 
panels can be very thin, even for large-diameter radomes, since they are not required to carry 
main loads or stresses. This type of construction, whereby a spherical structure is constructed 
from flat plastic panels of simple geometrical shapes, is sometimes called a geodesic dorne. The 
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horesight (pointing dircction), as wcll as change the VSWR and the antenna noise tempera­
ture. Sometimes in trackingradars, the rate ofchange oft he boresight shift can beimportanl.
(,cnerally, an antenna situated within a large ground-based radome sees the same approxi­
matc radome cnvironlllcnt no matter wherc thc beam points within its normal coverage.
Radar antennas located in the nosc of aircraft, however, generally require an ogive-shaped
radome which docs not prcscnt thc same environment for all beam posit~ons. When
the antelllla is directed forward (energy propagating parallel to the radomeaxis) the angle of
incidence on the radome surface can be in excess of 800

• In other look directions the incidence
angle might be zcro degrees. Since the transmission properties of radome materials varies with
angle of incidcnce and polarization, the dcsign of an airborne radome to achieve uniform
scanning properties might not be easy. The design is further complicated by the need for
structural strength, lightning protection, and protection from erosion by rain, hail, and dust. It
is not surprising therefore that the electrical performance of a radome must sometimes be
sacrificed to accommodate these other factors.

A radome permits a ground-based radar antenna to operate in the presence of high winds.
It also prevents ice formation on the antenna. Although it is possible to design antennas strong
cnough to survive extreme weather conditions and to provide sufficiently large motors to
rotate them in high winds, it is often more economical to design lighter antennas with modest
d rive power and operate them inside radomes.

The shape of a radome for a ground-based antenna is usually a portion of a sphere. The
sphere is a good mcchanical structure and offers aerodynamic advantage in high winds.
Prccipitation particles blow around a sphere rather than impinge upon it. Hence snow or
othcr frolcn prccipitation is not readily dcposited.

Thc first large radomes (50-ft diameter or more) for ground-based radar antennas ap­
peened shortly after World War II. They were constructed of a strong, flexible rubberized
airtight matcrial and were supported by air pressure from within. t03 Since the material of
air-supported radomes can be relatively thin and uniform, they approximate the electrically
ideal thin shell which provides good electrical properties. Such radomes can operate with high
transmission efficiency at almost all radar frequencies. Materials include single-ply neoprene­
coatcd tcrylcne or nylon fabric, Hypalon-coated Dacron, and Teflon-coated fiberglass.
lnnation pressures are in the vicinity of 0.5 Ib/in 2 gauge. Air-supported radomes can be folded
into a small package which make them suitable for transportable radars requiring mobility
and quick erection times. Typically, a 50-ft radome can be installed at a prepared site in about
one or two hours. 135 They are also of interest on static sites where wideband frequency
operation is dcsired. One of the largest examples or an air-supported radome was the 210 ft
diameter radome for the Bell Telephone System Telstar satellite communication antenna at
Andover. Maine.

Air-supported radomes have a number of disadvantages. Their life is limited by exposure
to ultraviolet light. surface erosion. and the constant flexing of the material in the wind. In high
winds the material can he damaged by flying debris and the rotation of the antenna might have
to cease to prevent the fabric from being blown against the antenna and torn. Maintenance of
the internal pressure in high winds can sometimes be difficult. Another problem is that costly
maintenance is required at frequellt intervals.

The limitations of air-supported radomes are overcome by the use of rigid self-supporting
radomes. The most common is the rigid space-frame, Fig. 7.29, which consists of a three­
dimensional lattice of primary load-bearing members enclosed with thin dielectric panels. The
panels can be very thin, even for large-diameter radomes, since they are not required to carry
main loads or stresses. This type of construction, whereby a spherical structure is constructed
from flal plastic panels of simple geometrical shapes, is sometimes called a geodesic dome. The
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Figure 7.29 Rigid radome for ground-based antenna. (From Davis and Cohen,'" courtesy Elrctrotzics atd 
M I  T Lincoln Laboratory.) 

55-ft-diameter radome shown in Fig. 7.29 is designed so that the plastic flanges between 
the panels take the load while the plastic panels act as thin diaphragms which merely transmit 
wind-pressure loads to  the framework to  which they are attached. The supporting framework 
can also be of steel or  aluminum members rather than plastic. Metal space-frame radomes can 
be of large size, 150-ft diameter being quite practical. Designs up to 500-ft diameter have been 
considered. The cross section of metallic members can be smaller than that of dielectric 
members of equivalent strength; hence, the effect of aperture blocking is less. Metal members 
are not only superior in electrical performance to the equivalent dielectric members but metal 
space-frame radomes are generally cheaper and easier to  fabricate, transport, and assemble, 
and can be used for larger diameter configurations. 

Aluminum structural members, which might be larger than steel of equivalent strength, 
are of light weight, noncorrosive, and require no maintenance. The load-bearing framework is 
covered with low-loss fiberglass-reinforced plastic panels. The panels should be non-erosive, 
water repellent, and designed to reject much of the incident solar radiation. I n  somc radomes, 
the exterior surface is coated with a white radar-transparent paint, such as Hypalon, to reduce 
the interior temperature rise caused by solar radiation. 

A rnctal space-frame radsme might consist OF individual triangular panels ~nacic tap of a 
frame of aluminum extrusions encapsulating a low-loss dielectric reinforced plastics laminate 
membrane. Instead of the uniform panel sizes of Fig. 7.29, the space-frame radome can use a 
quasi-random selection of different panel sizes to minimize periodic errors in the aperture 
distribution which can give rise to spurious sidelobes. It also tends to  make the radome 
insensitive to polarization. A typical metal space-frame radome of this type might have 
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Figure 7.29 Rigid radome for ground-based antenna. (From Davis and Cohen,! B courtes}' Electronics wul
MIT Lincoln Laboratory.) .

55-ft-diameter radome shown in Fig. 7.29 is designed so that the plastic flanges between
the panels take the load while the plastic panels act as thin diaphragms which merely transmit
wind~pressureloads to the framework to which they are attached. The supporting framework
can also be of steel or aluminum members rather than plastic. Metal space-frame radomes can
be of large size, 150-ft diameter being quite practical. Designs up to 500-ft diameter have been
considered. The cross section of metallic members can be smaller than that of dielectric
members of equivalent strength; hence, t~e effect of aperture blocking is less. Metal members
are not only superior in electrical performance to the equivalent dielectric members but metal
space-frame radomes are generally cheaper and easier to fabricate, transport, and assemble,
and can be used for larger diameter configurations.

Aluminum structural members, which might be larger than steel of equivalent strength,
are of light weight, noncorrosive, and require no maintenance. The load-bearing framework is
covered with low-loss fiberglass-reinforced plastic panels. The panels should be non-erosive,
water repellent, and designed to reject much of the incident solar radiation. In some radomes,
the exterior surface is coated with a white radar-transparent paint, such as Hypalon, to reduce
the interior temperature rise caused by solar radiation.

A metal space-frame radome might consist of individual triangular pands made.: up of a
frame of aluminum extrusions encapsulating a low-loss dielectric reinforced plastics laminate
membrane. Instead of the uniform panel sizes of Fig. 7.29, the space-frame radome can use a
quasi-random selection of different panel sizes to minimize periodic errors in the aperture
distribution which can give rise to spurious sidelobes. It also tends to make the ~adome

insensitive to polarization. A typical metal space-frame radome of this type might have



a transmission loss of 0.5 d13 arid cause the antenna sidelobes to increase an average of 1 dB at 
the - 25 d B  level. The boresight might be shifted less than 0.1 mrad and the antenna noise 
temperature might increase less tliari 5 K . ~ ~ ~  Approximate formulas are available for predict- 
ing the electrical effects (gain. beamwidth, sidelobes, and boresight error) of a metal space- 
franie radome, assuming a uriiform or nearly uniform distribution of space-frame elements 
over the surface of the radorne.lo4 

T l ~ c  rrlhhcri7cd air-sr~pported radome is an example of a t l l i r ~  wall radome in which the 
tl~ick~lcsc of t l ~ c  wrtll is ~11la1l coit~pu~ccl to a wnvclc~igtl~. A t l~i~i-wall  radorlic c:111 itlso I,c 
constructed of plastic with low dielectric constant and low loss tangent. This type of radonie 
;ipl1rc~.uir11;1tcs ;I t t ~ i r ~  sl~cll wl~crc the loacis arid stresses are carried i r i  the sllell membrane itself. 
Ur~forti~rlately, tlrc t l ~ i r i  ski11 required for good electrical properties is not consistent with good 
rnecliar~ical ~voperties. 7'11is liniits the size arid the frequency of operation of thin-wall rigid 
rado~lics. 

(;round-based radonies rtiay utilize foam materials, such as polyester polyuretliane, of 
low dielectric constarit and low loss tangent in a relatively thick-wall construction to meet 
strtlctural requiremerits with excellent electrical performance over a wide frequency band. Tliis 
is kr~owri as a fi~artr slrell rado~ne.  The individual panels may be joined together by applicatiori 
o f  an epoxy adhesive to the panel edges or  by "welding" together with the same material to 
form a homogeneous shell.'os 

The structural limitation o f  the thin wall radome can be overcome by the haIflwave wall 
radonie whicli utilizes a homogeneous dielectric with an electrical thickness of half 
wavelength, or  a niultiple thereof, at the appropriate incidence angle. The half-wave thickness 
is norireflecting i f  ohmic losses are negligible. The bandwidth of such a radome is limited, as is 
the range of inciderice angles over which the energy is transmitted with minimal reflection. 

The A sandwich is a three-layer wall consisting of a core of low-dielectric-constant mater- 
ial with a thickness of approximately one-quarter wavelength. This inner core is sandwiched 
between two thin outer layers, o r  skins, of a high-dielectric-constant material relative to  that of 
the core. The skins might typically have a dielectric constant of about 4, and the core might 
have a value of about 1.2. The skins are thin compared to  a wavelength. The core might be a 
honeycomb o r  fluted construction. The strength-to-weight ratio of the A sandwich is greater 
than that of  a solid-wall radome. It is also capable of broader bandwidth. However, it is more 
sensitive to  variations in polarization and angle of incidence. The electrical characteristics of 
the adhesive used for bonding the skins to  the core must be taken into account in the design 
since it can make the skin look (electrically) thicker than its physical length. The structure 
must be sealed against moisture absorption. 

The B satldwiclt is the "inverse" of the A sandwich. It  is a three layer structure whose 
quarter-wave-thick skins have a dielectric constant lower than that of tne core material. The B 
sandwich is the microwave analog of matching coatings used in optical lenses. Although it is 
superior electrically to  the A sandwich, it is heavier and is not generally suited to  the environ- 
mental conditions encountered in aircraft. It is not commonly used. 

The C sa~ldwiclt can be thought of as two back-to-back A sandwiches. It consists o f  five 
layers. There are two outer skins, a center skin, and two intermediate cores. It is used when the 
ordinary A sandwich does not provide sufficient strength. 

When extreme structural rigidity o r  broad band capabilities are required with relatively 
light weight, multiple-layer sandwiches of seven, nine, eleven, or  more layers may be con- 
sidered. 

Aircraft radomes, especially those used at supersonic speeds, are subject to mechanical 
stress and aerodynamic heating so severe that the electrical requirements of radomes made of 
dielectric materials nitrst be sacrificed to obtain sufficient mecl~anical strength. The radome 
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a transmission loss of 0.5 dB and cause the antenna sidelobes to increase an average of 1 dB at
the - 25 dB level. The boresight might be shifted less than 0.1 mr-ad and the antenna noise
temperature might increase less than 5 K.'36 Approximate formulas are available for predict­
ing the electrical effects (gain. beamwidth. sidelobes, and boresight error) of a metal space­
frame radome. assuming a uniform or nearly uniform distribution of space-frame elements
over the surface of the radome.'o4

The ruhhcri7(~d air-suprorted radome is an example of a t1li" wall radome in which the
thicknt:ss of tilt: wall is small compart:d to a wavelength. !\ thill-wall radollle can also he
constructed of plastic with low dielectric constant and low loss tangent. This type of radome
arproximales a thin shell wllerc the loads and stresses are carried in the shell membrane itself.
Unfortunately, the thin skin required for good electrical properties is not consistent with good
mechanical properlies. This limits the size and the frequency of operation of thin-wall rigid
radolllcs.

Ground-based radomes lIlay utilize foam materials, such as polyester polyurethane. of
low dielectric constant and low loss tangent in a relatively thick-wall construction to meet
structural requirements with excellent electrical performance over a wide frequency band. This
is known as a{cwm shell radome. The individual panels may be joined together by application
of an epoxy adhesive to the panel edges or by .. welding" together with the same material to
form a homogeneous shell.' 05

The structural limitation of the thin wall radome can be overcome by the halFwave wall
radome which utilizes a homogeneous dielectric with an electrical thickness of half
wavelength. or a multiple thereof, at the appropriate incidence angle. The half-wave thickness
is nonref1ecting if ohmic losses are negligible. The bandwidth of such a radome is limited, as is
the range of incidence angles over which the energy is transmitted with minimal reflection.

The A sandwich is a three-layer wall consisting of a core oflow-dielectric-constant mater­
ial with a thickness of approximately one-quarter wavelength. This inner core is sandwiched
between two thin outer layers, or skins, of a high-dielectric-constant material relative to that of
the core. The skins might typically have a dielectric constant of about 4, and the core might
have a value of about 1.2. The skins are thin compared to a wavelength. The core might be a
honeycomb or fluted construction. The strength-to-weight ratio of the A sandwich is greater
than that of a solid-wall radome. It is also capable of broader bandwidth. However, it is more
sensitive to variations in polarization and angle of incidence. The electrical characteristics of
the adhesive used for bonding the skins to the core must be taken into account in the design
since it can make the skin look (electrically) thicker than its physical length. The structure
must be prolJerly sealed against moisture absorption.

The B sandwic1t is the" inverse" of the A sandwich. It is a three layer structure whose
quarter-wave-thick skins have a dielectric constant lower than that of the core material. The B
sandwich is the microwave analog of matc;hing coatings used in optical lenses. Although it is
su perior electrically to the A sandwich, it is heavier and is not generally suited to the environ­
mental conditions encountered in aircraft. It is not commonly used.

The C sandwic11 can be thought of as two back-to-back A sandwiches. It consists of five
layers. There are two outer skins, a center skin, and two intermediate cores. It is used when the
ordinary A sandwich does not provide sufficient strength.

When extreme structural rigidity or broadband capabilities are required with relatively
light weight, multiple-layer sandwiches of seven, nine, eleven, or more layers may be con­
sidered.

Aircraft radames, especially those used at supersonic speeds, are subject to mechanical
stress and aerodynamic heating so severe that the electrical requirements of radomes made of
dielectric materials must he sacrificed to ohtain sufficient mechanical strength. The radome



wall configt~rations described above arc applicahlc to aisbor~ie radars, bill anotllcl. approacl~ is 
based on the fact that a metal sheet with periodically spaced slots exhibits a bandpass charac- 
teristic. Thus thin metallic radomes, pierced with many openings (slots) to makeit transparent 
to microwaves, offer the possibility of overcoming the mecl~anical limitations of dielectric 
radomes, yet result in good eiectrical properties.'06 lo* A metallic structure not only has the 
potential for greater mechanical strength than dielectric radomes and to better dis[ribtrtc: 
frictionally-induced heating, bir t i t  sliould be able to better withstand the stresses caused by 
rain, hail, dust, and lightning. Static buildt~p of charge and subseqi~ent discllarge to tlle 
airframe, encountered with dielectric radomes, can be eliminated with nletallic radon~es. I n  
one experimental design of'a conical-shape radome, periodic resonant slots were cut illto tht: 
metallic surface so that approximately 90 percent o f  tlie radome surface was metal. Within its 
design band (8.8-9.0 GHz) the transmission properties were nearly ideal and accornmodatt.ti 
scanning antennas transmitting arbitrary polarized signals. Tllc reduced respotlse outsidz tlic 
design band reduces the effects of out-of-band interference and can rcducl: the nose-on riid:t~. 
cross section of the aircraft at frequencies other than tliat for wliicl~ the antenna is designed. 

I n  conventional application, the radome is fixed and the antenna is scanned. I t  is sometimes 
of  advantage to constr~tct the antenna and radome to rotate together as a unit. This ib  

called a rorodomr. They have been used in ground-based systems as well as in airborne 
aircraft-surveillance radars such as the 24-ft-diameter I-adomt: in the U.S. Navy's t!-3(' 
(Fig. 7.30) or  the 30-ft-diameter radome of AWACS. Tlie E-2C radome weighs just over 
2000 1b. The entire unit rotates at a 6 rpm rate. I t  houses a broadside array of Yagi-type 
endfire elements. 

I t '  1 .  

Figure 7.30 E-2C AEW aircraft with rotodorne antenna. 
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wall contlgurations d-:scrib-:d ahov-: arc applicable to airborn-: radars, bUI anotlJ-:f approach is
based on the fact that a metal sheet with periodically spaced slots exhibits a bandpass charac­
teristic. Thus thin metallic radomes, pierced with many openings (slots) to makeit transpar-:nt
to microwaves, offer the possibility of overcoming the mechanical limitations of dielectric
radomes, yet result in good electrical properties. 106

lOll A metallic structure not only has th~

potential for greater mechanical strength than dielectric radomes and to bettcr distribute
frictionally-induced heating, but it should be able to betler withstand the stresses caused by
rain, hail, dust, and lightning. Static buildup of charge and subsequent discharg-: to th~

airframe, encountered with dielectric radomes, can be eliminated with metallic radomes. In
one experimental design of a conical-shape radome, periodic resonant slots were cut into the
metallic surface so that approximately 90 percent of the radome surface was metal. Within ib
design band (8.8-9.0 GHz) the transmission properties were nearly ideal and accommodakd
scanning antennas transmitting arbitrary polarized signals. The reduced respotlse outside the
design band reduces the effects of out-of-band interference and can reduce the nose-on radar
cross section of the aircraft at frequencies other than that for which the antenna is designed

In conventional application, the radome is fixed and the antenna is scanned. It is samet imes
of advantage to construct the antenna and radome to rotate together as a unit. This is
called a rotodome. They have been used in ground-based systems as well as in airhorne
aircraft-surveillance radars such as the 24-ft-diameter radome in the U.S. Navy's E-2C
(Fig. 7.30) or the 30-ft-diameter radome of AWACS. The E-2C radome weighs just over
2000 lb. The entire unit rotates at a 6 rpm rate. It houses a broadside array of Vagi-type
endfire elements.

Figure 7.30 E-2C AEW aircrart with rotodome antenna.



Weather eflhcts. A ground-based radar that operates without benefit of a radorne must be 
designed to withstand wind loads.'09 ' l 3  Surveillance radars must not only be able to operate 
in strong winds, but must rotate uniformly. Rotating antennas outside of radomes cannot be 
operated at winds that are too great. They sometimes have to beshut down and securely fastened 
in strong gale winds. Even ifextreme winds are not encountered, a radome-enclosed antenna has 
the advantage that i t  car1 be rotated wit11 a much smaller motor than if it were outside the 
radorne exposed to even normal winds. 

Solid reflector surfaces require more drive power in wind than d o  lattice or  tubular 
surfaces I f  tlie exposed antenna is subject to icing that can close the holes of a mesh reflector, 
the mectlanical design rliigtit have to be made on the basis of a solid surface anyway. Since the 
torque on ari antetitla depends 011 tlie wind direction, i t  will vary as the antenna rotates. I t  is 
ofteri possible to reduce the wind torques by selecting the optimum position for tlie axis of  
rotatioil and by adding fins to the structure.' l 4  The torque on the fins can be made to be in the 
opposite direction to tlie torque on the antenna so as to cause a net reduction. 

One  of tlie attractions of the rigid radome is its ability to  withstand the rigors of severe 
climate. Kitlie ice, tlic prevale~it type of icing found in the Arctic region, has little or  no effect 
on most radomes. Although it tends to collect on many types of structures and can obtain large 
thickriesses. both theory and experinlent show a lack of rime-ice formation on  a spherical 
radome.' ' "The trajectories of water droplets in the air stream flowing around large spheres d o  
not result in much impingement. Collection efficiencies might be only a few percent. The 
droplet sizes of freezirig rain, however, are large and the collection efficiency can approach 100 
percent. Dry snow does not stick to cold surfaces and is generally no problem. Snow might 
collect on the top portio~i of the radome but will be quickly removed by any following wind. 
Also, the effect of snow on electromagnetic propagation is less than with water. Wet snow can 
stick to the radome and its high liquid-water content can adversely affect propagation. The 
rernoval of snow by thermal means (heaters) is generally quite expensive. In some of the 
smaller rigid radornes, snow can be removed mechanically by tying a rope at the top and 
having someone walk the rope around the radome t o  knock off the snow. 

Liquid water can collect on a radome due to condensation o r  rainfall. In some cases, the 
impirigement of rain on a radome can have a more serious effect on the system performance 
than the rainfall along tlie propagation path. The losses due to  water layers on radomes have 
been calculated by Blevis." 6 q 1  l 7  

Theory predicts that a w / h - ~ a i n  will produce a layer of water 0.142 mm thick on  a 
55-ft diameter radorne. The theoretical loss through such a water layer is 1.5 d B  at 4.2 GHz 
and 4.4 dH af'9.36 (;Hz. Ruze'" confirmed Blevis's calculations and noted that a nonuni- 
forrrily wet radome can cause significant phase perturbations in the aperture illumination, as 
well as a transmissio~i loss. 

I f  the radome surface absorbs moisture it can seriously degrade its performance in rain. 
Colien and Smolskil l 9  attribute most of the measured loss in the Bell Telephone air-inflated 
radome at Andover, Maine to this effect. In immersion tests, the Hypalon-coated Dacron 
fabric of the Andover air-inflated radome was found to  absorb 13.2 percent water while the 
fibrous glass-reinforced laminate of rigid radomes absorbed less than 0.5 percent. Furthermore 
tlie fibrous-glass-reinforced laminate took about two minutes to  dry but the air-inflated 
radome material required about 30 to 45 min. 

The losses due to rain can be reduced significantly by treating the radome surface to  make 
i t  notiwetting. or  water repellent."9 I * '  Experiments at  4.2 GHz with a 5 5 4  rigid metal 
space-frame radome at a simulated rain rate of 40 mm/h (a very high rate) had a measured loss 
of from 1.0 to 1.7 dB.' l 9  When treated to  decrease its wettability the loss was less than 0.3 dB. 
The theoretical loss calculated by the method described by Blevis was 3.4 dB. The experimen- 

RADAR ANTENNAS 269

Weather effects. A grouIH.l-based radar that operates without benefit of a radome must be
designed to withstand wind loads. 1o9i 13 Surveillance radars must not only be able to operate
in strong winds, but must rotate uniformly. Rotating antennas outside of radomes cannot be
operated at winds that are too great. They sometimes have to be shut down and securely fastened
in strong gale winds. Even ifextreme winds are not encountered, a radome-enclosed antenna has
the advantage that it can be rotated with a much smaller motor than if it were outside the
radome exposed to even normal winds.

Solid reflector surfaces require more drive power in wind than do lattice or tubular
surfaces. If the exposed antenna is subject to icing that can close the holes of a mesh reflector,
the mechanical design might have to be made on the basis of a solid surface anyway. Since the
tort~ue on an antenna depends on the wind direction, it will vary as the antenna rotates. It is
often possible to reduce the wind torques by selecting the optimum position for the axis of
rotation and by adding fins to the structure. 1 14 The torque on the fins can be made to be in the
opposite direction to the torque on the antenna so as to cause a net reduction.

One of the attractions of the rigid radome is its ability to withstand the rigors of severe
climate. Rime icc, I.he prevalent type of icing found in the Arctic region, has little or no effect
on most radomes. Although it tends to collect on many types of structures and can obtain large
thicknesses. both theory and ex'periment show a lack of rime-ice formation on a spherical
radome. 1

1 5 The trajectories of water droplets in the air stre~m flowing around large spheres do
not result in much impingement. Collection efficiencies might be only a few percent. The
droplet sizes of freezing rain, however, are large and the collection efficiency can approach 100
percent. Dry snow does not stick to cold surfaces and is generally no problem. Snow might
collect on the top portion of the radome but will be quickly removed by any following wind.
Also. the effect of snow 011 electromagnetic propagation is less than with water. Wet snow can
stick to the radome and its high liquid-water content can adversely afTect propagation. The
removal of snow by thermal means (heaters) is generally quite expensive; In some of the
smaller rigid radomes. snow can be removed mechanically by tying a rope at the top and
having someone walk the rope around the radome to knock ofT the snow.

Liquid water can collect on a radome due to condensation or rainfall. In some cases, the
impingement of rain on a radome can have a more serious efTect on the system performance
than the rainfall along the propagation path. The losses due to water layers on radomes have
been calculated by Blevis. 1 16.1 17

Theory predicts that a ~lh--Fain will produce a layer of water 0.142 mm thick on a
55-ft diameter radame. The theoretical loss through such a water layer is 1.5 dB at 4.2 GHz
and 4.4 dB at 9.36 GHz. Ruze l18 confirmed Blevis's calculations and noted that a nonuni­
fortnly wet radome can cause significant phase perturbations in the aperture illumination, as
well as a transmission loss.

If the radome surface absorbs moisture it can seriously degrade its performance in rain.
Cohen and Smolski 119 attribute most of the measured loss in the Bell Telephone air-inflated
radome at Andover, Maine to this effect. In immersion tests, the Hypalon-coated Dacron
fabric of the Andover air-inflated radome was found to absorb 13.2 percent water while the
fibrous glass-reinforced laminate of rigid radomes absorbed less than 0.5 percent. Furthermore
the fibrous-glass-reinforced laminate took about two minutes to dry but the air-inflated
radome material required about 30 to 45 min.

The losses due to rain can be reduced significantly by treating the radome surface to make
it non wetting. or water repellent. 119 121 Experiments at 4.2 G Hz with a 55-ft rigid metal
space-frame radome at a simulated rain rate of 40 mm/h (a very high rate) had a measured loss
of from 1.0 to 1.7 dB.! 19 When treated to decrease its wettability the loss was less than 0.3 dB.
The theoretical loss calculated by the method described by B1evis was 3.4 dB. The experimen-



tal values were less than predicted by theory since the water was not a uniform film, but 
formed many small streaks that rapidly ran off the radome in narrow rivulets. 

The performance of a reflector without the protection of a radome can also bc degraded 
by rain. The effect is small, however, a t  frequencies below X band. Water impinging on  the 
antenna feed can have serious effects. The wetting of surfaces through which signals are 
transmitted should be avoided. Also, adequate drainage should be provided to prevent the 
accumulation of water in the reflector. Ice coating a reflector surface does not usually cause a 
problem. When ice is in the process of melting, however, the water surface can distort the 
pattern and in some instances can completely destroy the main beam. 

7.10 STABILIZATION OF ANTENNASI4 
.Z 

If the radar platform is unsteady, as when it is located on a ship or  an aircraft, the antenna 
pointing must be properly compensated for this undesired motion. Stabilization is the use of a 
servomechanism to  control the angular position of an  antenna so  as to compensate automati- 
cally for changes in the angular position of the vehicle carrying the antenna. An antenna not 
compensated for the angular motion of the platform will have degraded coverage. O n  a ship, 
for example, an unstabilized antenna with its beam parallel to the deck plane will have its 
coverage shortened for surface targets since the beam will be looking into the water or  up in 
the air as the ship rolls o r  pitches. In addition to degraded coverage, the measurement of the 
angular position with an  unstabilized antenna can be in error unless the tilting of the platform 
is properly taken into account. 

Stabilization of the antenna adds to the weight and size of the radar, but it is necessary in 
many applications of radar on ships and aircraft. The requirements for stabilization depend in 
part on the nature of the application. Requirements differ whether the radar is used for surface 
search, air search, tracking, or  height finding. 

There are three kinds of platform motion that can affect the location of the antenna beam. 
Roll is the side-to-side angular motion around the longitudinal (fore-and-aft) axis of the ship or 
aircraft. Pitch is the alternating motion of the fore and aft (bow and stern) parts of the vehicle. 
Yaw is the motion of the platform around the vertical axis. 

Stabilization requires that the vehicle be equipped with a device, such as gyroscope, which 
is sensitive to directions in space and which measures the deviation of the platform from its 
level position. The gyroscope device used as the reference from which to stabilize the antenna 
is called a stable element o r  a stable vertical. 

The direct approach t o  stabilization would be to provide a stable base that maintains the 
level no  matter what the tilt of the ship o r  aircraft. The stable base compensates for roll and 
pitch. Yaw can usually be taken into account by a correction to  the angle read-out. 

In some applications, the pitch is small so  ,that little harm results from omitting the 
stabilization of the pitch axis, leaving only the roll axis stabilized. This results in a simpler 
system compared to  providing a stable base. This is called roll stabilization. 

A different approach to  the problem is line-of-sight, or  tilt, stabilization. Instead of mount- 
ing the antenna on a level platform, the antenna is tilted about the elevation axis so as 
to automatically maintain the beam pointed at the horizontal. (The beam direction can also be 
maintained constant at whatever angle above or  below the horizon is desired.) The line of sight 
is thereby stabilized. 

The  unsteady motions of the platform can cause errors in the angular measurement' and 
distortion of the data on indicators like the PPI.  Corrections can be applied in some cases to 
account for these distortions. This is called data stabilization. Correction of the data may still 
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tal values were l~ss than predicted by theQry since tile water was not a uniform film, but
formed many small streaks that rapidly ran off the radome in narrow rivulets.

The performance of a reflector without the protection of a radome can also be degraded
by rain. The effect is small, however, at frequencies below X band. Water impinging on the
antenna feed can have serious effects. The wetting of surfaces through which signals are
transmitted should be avoided. Also, adequate drainage should be provided to prevent the
accumulation of water in the reflector. Ice coating a reflector surface does not usually cause a
problem. When ice is in the process of melting, however, the water surface can distort the
pattern and in some instances can completely destroy the main beam.

7.10 STABILIZATION OF ANTENNAS 14

••
If the radar platform is unsteady, as when it is located on a ship or an aircraft, the antenna
pointing must be properly compensated for this undesired motion. Stabilization is the use of a
servomechanism to control the angular position of an antenna so as to compensate automati­
cally for changes in the angular position of the vehicle carrying the antenna. An antenna not
compensated for the angular motion of the platform will have degraded coverage. On a ship,
for example, an unstabilized antenna with its beam parallel to the deck plane will have its
coverage shortened for surface targets since the beam will be looking into the water or up in
the air as the ship rolls or pitches. In addition to degraded coverage, the measurement of the

.angular position with an unstabilized antenna can be in error unless the tilting of the platform
is properly taken into account.

Stabilization of the antenna adds to the weight and size of the radar, but it is necessary in
many applications of radar on ships and aircraft. The requirements for stabilization depend in
part on the nature of the application. Requirements differ whether the radar is used for surface
search, air search, tracking, or height finding.

There are three kinds of platform motion that can affect the location of the antenna beam.
Roll is the side-to-side angular motion around the longitudinal (fore-and-aft) axis of the ship or
aircraft. Pitch is the alternating motion of the fore and aft (bow and stern) parts of the vehicle.
Yaw is the motion of the platform around the vertical axis.

Stabilization requires that the vehicle be equipped with a device, such as gyroscope, which
is sensitive to directions in space and which measures the deviation of the platform from its
level position. The gyroscope device used as the reference from which to stabilize the antenna
is called a stable element or a stable vertical.

The direct approach to stabilization would be to provide a stable base that maintains the
level no matter what the tilt of the ship or aircraft. The stable base compensates for roll and
pitch. Yaw can usually be taken into account by a correction to the angle read-out.

In some applications, the pitch is small so ,that little harm results from omitting the
stabilization of the pitch axis, leaving only the roll axis stabilized. This results in a simpler
system compared to providing a stable base. This is called roll stabilization.

A different approach to the problem is line-oj-sight, or tilt, stabilization. Instead of mount­
ing the antenna on a level platform, the antenna is tilted about the elevation axis so as
to automatically maintain the beam pointed at the horizontal. (The beam direction can also be
maintained constant at whatever angle above or below the horizon is desired.) The line of sight
is thereby stabilized. .

The unsteady motions of the platform can cause errors in the angular measurement and
distortion of the data on indicators like the PPI. Corrections can be applied in some cases to
account for these distortions. This is called data stabilization. Correction of the data may still



be required even with some for111 of r~~echanically stabilized mounts. Data stabilizatioli is 
usually used with pencil-beam tracking antennas. A computer can readily calculate the angu- 
lar corrections to the output data to account for platform tilt. 

An example of the data stabilization is t l ~ e  correction applied for yaw. If a PPI were to 
display relative bearing (azimuth) the apparent bearing would change as the platform yawed. 
With the aid of a horizontal gyroscope to provide a north reference, a correction signal can be 
ohtailled which cat1 be ;~pplicd to tlic indicator to pertilit the display of the target in its true 
bearing rather than the bearing relative to the platform heading. Generally the top of the 
display correspolids to north. This true bearing display eliminates the blurring of a persistent 
screeri display caused by the natural random clianges in heading of the vehicle. It also elimirt- 
ates the confusion sometimes found in a relative-bearing display caused by the entire display 
rotating as the course of the veliicle is altered. 

Correction of the data is also needed with line-of-sight stabilization using a two-axis 
mount. Data stabilization is not necessary if a three-axis mount is used, such as e or f of 
Fig. 7.31. 

Nine possible arrangements for mounting antennas are shown in Fig. 7.31. The one-axis 
mount is the simplest. Most commercial marine shipboard radars used for navigation employ 
such a mount. The elevation beamwidth is made broad enough (typically 20") so  that the 
surface of the sea remains illuminated during the roll of the ship. A correction can be applied 
to the indicator (data stabilization) to account for the error. 

7'1ie two-axis rnount of Fig. 7.31h, sometimes called an  az-el mount, enables the beam to 
he rnairitairied at the horizontal or at any angle above o r  below the horizon (line-of-sight 
stabili7ation). The beam can be directed to any point by the proper combination of azimutli 
(train) and elevation angles. For targets overhead, the angular accelerations required are quite 
high. It is not practical to use such a mount, therefore, for tracking targets through the zenith, 
as in the tracking of satellites. The rearrangement of the two axes as in (c) takes care of this 
problem. Tracking through the zenith is possible without encountering impractical drive 
accelerations. Such a mount, however, transfers the problem of excessive accelerations to some 
other direction; in this case, in the direction of the elevation axis. A three-axis mount avoids 
the problem of excessive acceleration. 

The two-axis mount of (d) is similar to  (c) except that it is arranged to  provide roll 
stabilization. The roll data from a stable vertical can be applied to the basic roll axis without 
the need for computer orders as required in the other two-axis mounts. The antenna is then 
stabilized about the azimuth axis i f  the pitch angle is small. 

The three-axis mount of (e) can provide full hemispheric coverage. The mount in ( f )  
might be desired where antenna elevation is not required. The arrangement in (g) can be 
trained on target with minimum rate or acceleration requirements on all axes, irrespective of 
the position of the target or  motion of the platform. In the three-axis arrangement of (h)  a 
stable base is provided in which a roll axis lies in a fixed position parallel to the fore-and-aft 
line of the vehicle. This axis carries the pitch axis that supports the train axis. Pitch and roll 
signals from a stable vertical are applied as inputs to the corresponding axes. The result is that 
the azimuth (or train) axis is stabilized in the vertical and may receive a direct order of relative 
azimuth. Computations are not required as in other mounts. The antenna may be rotated at 
constant rates higher than would be practical with other mounts requiring application of a 
correction for a variable platform-tilt. This three-axis stable base antenna has n o  elevation 
angle and is limited to applications which scan the horizon o r  a fixed angle of elevation with 
respect to  the horizon. If elevation scanning at high rates is required, as in height finders o r  
3-D radar, a fourth axis can be supplied as  in (i). This configuration, although it requires no 
computer. is relatively massive and heavy because it has four servo systems for controlling 
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be required even with some form of mechanically stabilized mounts. Data stabilization is
usually used with pencil-beam tracking antennas. A computer can readily calculate the angu­
lar corrections to the output data to account for platform tilt.

An example of the data stabilization is the correction applied for yaw. If a PPI were to
display relative bearing (azimuth) the apparent bearing would change as the platform yawed.
With the aid of a horizontal gyroscope to provide a north reference. a correction signal can be
ohtained which can be applied to the indicator to permit the display of the target in its true
bearing rather than the bearing relative to the platform heading. Generally the top of the
display corresponds to north. This true bearing display eliminates the blurring of a persistent
screen display caused by the natural random changes in heading of the vehicle. It also elimin­
ates the confusion sometimes found in a relative-bearing display caused by the entire display
rotating as the course of the vehicle is altered.

Correction of the data is also needed with line-of-sight stabilization using a two-axis
mount. Data stabilization is not necessary if a three-axis mount is used. such as e or f of
Fig. 7.31.

Nine possible arrangements for mounting antennas are shown in Fig. 7.31. The one-axis
mount is the simplest. Most commercial marine shipboard radars used for navigation employ
such a mount. The elevation beamwidth is made broad enough (typically 20°) so that the
surface of the sea remains illuminated during the roll of the ship. A correction can be applied
to the indicator (data stabilization) to account for the error.

The two-axis mount of Fig. 7.3th. sometimes called an az-el mount, enables the beam to
be maintained at the horizontal or at any angle above or below the horizon (line-of-sight
stabilization). The beam can be directed to any point by the proper combination of azimuth
(train) and elevation angles. For targets overhead, the angular accelerations required are quite
high. It is not practical to use such a mount, therefore, for tracking targets through the zenith,
as in the tracking of satellites. The rearrangement of the two axes as in (c) takes care of this
problem. Tracking through the zenith is possible without encountering impractical drive
accelerations. Such a mount, however. transfers the problem of excessive accelerations to some
other direction; in this case, in the direction of the elevation axis. A three-axis mount avoids
the problem of excessive acceleration.

The two-axis mount of (d) is similar to (c) except that it is arranged to provide roll
stabilization. The roll data from a stable vertical can be applied to the basic roll axis without
the need for computer orders as required in the other two-axis mounts. The antenna is then
stabilized about the azimuth axis if the pitch angle is small.

The three-axis mount of (e) can provide full hemispheric coverage. The mount in (I)
might be desired where antenna elevation is not required. The arrangement in (g) can be
trained on target with minimum rate or acceleration requirements on all axes, irrespective of
the position of the target or motion of the platform. In the three-axis arrangement of (h) a
stable base is provided in which a roll axis lies in a fixed position parallel to the fore-and-aft
line of the vehicle. This axis carries the pitch axis that supports the train axis. Pitch and roll
signals from a stable vertical are applied as inputs to the corresponding axes. The result is that
the azimuth (or train) axis is stabilized in the vertical and may receive a direct order of relative
azimuth. Computations are not required as in other mounts. The antenna may be rotated at
constant rates higher than would be practical with other mounts requiring application of a
correction for a variable platform-tilt. This three-axis stable base antenna has no elevation
angle and is limited to applications which scan the horizon or a fixed angle of elevation with
respect to the horizon. If elevation scanning at high rates is required, as in height finders or
3-D radar, a fourth axis can be supplied as in (i). This configuration, although it requires no
computer. is relatively massive and heavy because it has four servo systems for controlling
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rotation about each of the four axes. The three-axis mount of ( h )  is simpler, bill also 11as similar 
disadvantages because of weight and size. 

In the above, the stabilization of the mount was assumed to be by some form of mechanical 
compensation. Radars which electronically scan a beam in elevation (usually a pencil beam) 
by either phase shifters o r  frequency scan can stabilize the beam in elevation as a correction to 
the elevation scan orders, thus permitting a reduction in the size of the mount. The stabiliza- 
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rotation about each of the four axes. The three-axis mount of (h) is simpler, but also has similar
disadvantages because of weight and size.

In the above, the stabilization of the mount was assumed to be by some form of mechanical
compensation. Radars which electronically scan a beam in elevation (usually a pencil beam)
by either phase shifters or frequency scan can stabilize the beam in elevation as a correction to
the elevation scan orders, thus permitting a reduction in the size or the mount. The stabiliza-
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tion of a phascd array antcnna capablc of elcctronically scanning the beam is accomplished in
the computer that generates the steering orders.

Sometimes the terms {cI'd and cross l('l'c{ are used to refcr to the angles in a stabilized
system. 14 The lcre{ allyle is the angle between the horizontal plane and the deck plane,

measured in the vertical plane through the line of sight. The cross-level allgle is the angle.
measured ahout the line of sight. hetwcen the vertical plane through the line of sight and the
plane perpcndicular to the deck through l.hc line of sight.

AIltmll9 drhl'S.llh.t 11 Mechanical tracking radars and nodding-beam height finders require
variahle drivc power. Thc choicc has hccn hctwcen electrical and hydraulic systems. Electrical
drivcs arc Ihe Wanl Lconard type or thyrislor hridges driving dc motors. Hydraulic drives are
(lnen cheaper than electric drives and in the larger sizes (above 50 hp) thcy are more compact
and ortcn lighter. II has heen said that hydraulics are less trouble to maintain. However, thcy
ll'nd to exhibil a slow but predictable deterioration with respect to internal leakage as a resull
of mechanical wear.

Both electric and hydraulic drives are used in surveillance radars. Surveillance antcnnas
operate at constanl rOlation rate, but some variation can be tolerated so long as it is not
sufficient to produce uneven illumination of the cathode-ray tube display or degradation of the
MTI.
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CHAPTER 

EIGHT 
THE ELECTRONICALLY STEERED 
PHASED ARRAY ANTENNA IN RADAR 

8.1 INTRODUCTION 

The phased array is a directive antenna made up of individual radiating antennas, or eleri~znts, 
wh~ch generate a radiation pattern whose shape and direction is determined by the relativr: 
phases and amplitudes of the currents at  the individual elements. By properly varying the 
relative p it is possible to steer the direction of the radiation. The radiating elements 
might b dipoles pen-ended waveguides, slots cut in waveguide, or any other type of antenna. n 
The inherent flexibility offered by the phased-array antenna in steering the beam by means of 
electronic control is what has made it of interest for radar. I t  has been considered in those 
radar applications where it is necessary to  shift the beam rapidly from one position in space to 
another, or where it is required to obtain information about many targets at a flexible, rapid 
data rate. The full potential of a phased-array antenna requires the use of a conlpiltcr that can 
determine in real time, on the basis of the actual operational situation, how bcst to ~ s c  ttlc 
capabilities offered by the array. 

The concept of directive radiation from fixed (nonsteered) phased-array antennas wah 

known during World War I. '  The first use of the phased-array antenna in commercial broad- 
casting transmission was in the early thirtiesZ and the first large steered directive array for the 
reception of transatlantic short-wave communication was developed and installed by the Bell 
Telephone Laboratories in the late thirties.' In World War 11, the United States, Great 
Britain, and Germany all used radar with fixed phased-array antennas in which the beam 
was scanned by mechanically actuated phase shifters. In the United States, this was an azimuth 
scanning S-band fire control radar, the Mark 8, that was widely used on cruisers and 
 battleship^,^ and the AN/APQ-7 ( ~ a g l e )  high-resolution navigation and bombing radar at 
X band that scanned a 0.5" fan beam over a 60" sector in 14  second^.^ The British used the 
phased array in two height-finder radars, one at V H F  and the other a t  S band.6 The Germans 
employed V H F  radars with fixed planar phased arrays in significant numbers.' One  of these, 
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8.1 INTRODUCTION

The phased array is a directive antenna made up of individual radiating antennas, or elements.
which generate a radiation pattern whose shape and direction is determined by the relativ~

phases and amplitudes of the currents at the individual elements. By properly varying the
relative p it is possible to steer the direction of the radiation. The radiating elements
might b ~ipoles pen-ended waveguides, slots cut in waveguide, or any other type of antenna.
The inherent flexibility olTered by the phased-array antenna in steering the beam by means of
electronic control is what has made it of interest for radar. It has been considered in those
radar applications where it is necessary to shift the beam rapidly from one position in space 10

another, or where it is required to obtain information about many targets at a flexible, rapid
data rate, The full potential of a phased-array antenna requires the usc of a computer that can
determine in real time, on the basis of the actual operational situation, how best to use the
capabilities olTered by the array.

The concept of directive radiation from fixed (nonsteered) phased-array antennas was
known during World War I.' The first use of the phased-array antenna in commercial broad­
casting transmission was in the early thirties 2 and the first large steered directive array for the
reception of transatlantic short-wave communication was developed and installed by the Bell
Telephone Laboratories in the late thirties. J In World War II, the United States, Great
Britain, and Germany all used radar with fixed phased-array antennas in which the beam
was scanned by mechanically actuated phase shifters. In the United States, this was an azimuth
scanning S-band fire control radar,' the Mark 8, that was widely used on cruisers and
battleships,4 and the AN/APQ-7 (Eagle) high-resolution navigation and bombing radar at
X band that scanned a 0.5 0 fan beam over a 600 sector in It seconds. s The British used the
phased array in two height-finder radars, one at VHF and the other at S band. 6 The Germans
employed VHF radars with fixed planar phased arrays in significant numbers. 7 One of these,
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called [tic Murii~iiut. was lo() f t  wide :tr~cl  30 f t  high and scanned a 10" beam over a 120" sector. 
A 11i;tjor ;icIv;iricc ir i  ~di:tsecl-;irrwy tecli~iology was rnade in the early 1950s with the 

rcplacetlienr of riiechariically :tc~uated phase shifters by electrorlic phase shifters. Frequency 
scanriirig in one angular- coordirlate was the first successful electronic scanning technique to bc 
applied. I11 terms of riuriibcrs of operatiollal radars, frequency scanning has probably seen 
riiore ;ipplicatiori that1 ariy other electronic scanning method. The first major electronically 
scanned phased arrays that perforrned beam steering without frequency scan employed the 
f luggins pilase shifter (Sec. 8.4) which. in a sense, used the principle of frequency scan without 
tlie necessity of ctiarigi~lg the radiated frequerlcy. The introduction of digitally switched phase 
stlifters employing either ferrites or diodes in the early 1960s made a significant improvenient 
i r ~  [lie ~,r;icticality of l>li;tscd arrays t1i:it could be clcctroriically stccrcd in two orthogon;tl 
iirigular coordi~lates. 

8.2 BASIC CONCEP'TS 

,411 array atlterlna corisists of a nuniber of i~idividual radiating elen~ents suitably s p a c ~ d  witti 
rcqpcct lo one i~nollier. . l ~ m p l i t u d e F F ~ n d  phase of tksignaIs.applied to each of the 
eleriie~~ts are co~ltrolled to obtai~i the desired radiation pattern from the conibined action of all 
the eleriients. Two common geometrical forms of array antennas of interest in radar are the 
liticar array arld the planar array. A litlcur trrruj1 consists of elements arranged in a straight line 
in one dimensiot~. A plcrr~or. ~II.I.LIY is a two-dimensional configuration of elements arranged to 
lie it1 a plane. The planar array may be thought of as a linear array of linear arrays. A broatlside 
irrrii!. is one in which the direction of maximum radiation is perpendicular, or almost perpen- 
dicular. to the line (or plane) of the array. An endfire array has its maximum radiation parallel 
to the array. 

The linear array generates a fan beam when the phase relationships are such that the 
radiation is perpendicular to the array. When the radiartion is at some angle other than 
broadside. the radiation pattern is a conical-shaped beam. The broadside linear-array antenna 
rnay be used where broad coverage in one plane and narrow beamwidth in the orthogonal 
plane are desired. The linear array can also act as a feed for a parabolic-cylinder antenna. The 
colnbinatiotl of the linear-array feed and the parabolic cylinder generates a more controlled 
fan  beani than is possible with either a simple linear array or with a section of a parabola. 
The corribiri~tion of a linear array arid parabolic cylinder can also generate a pencil beam. 

-Plie eridfire array is ;I special case of tlie linear or the planar array when the beam is 
cfirected alorig the array. Eridlire linear arrays have not been widely used in radar applications. 
~l'licy are usi~ally li~nired to low or riicclirrrn gains since an endfire linear antenna of high gain 
reqr~irc.; a11 exccssivcly long array. S~iiall etidfire arrays are sornetirnes used as the radiating 
cle~iierlts of i1 broadsiclc array i f  directive elements are required. Linear arrays of endfire 
cleriie~its are also e~nployed as low-silhouette antennas. 

The two-dinie~isional planar array is probably the array of most interest in radar applica- 
tions since i t  is fundamentally the most versatile of all radar antennas. A rectangular aperture 
can produce a fan-shaped beani. A square or a circular aperture produces a pencil beam. The 
array can be triade to siriiultaneously generate many search and/or tracking beams with the 
sarne aperture. 

Other types of array antennas are possible than the linear or the planar arrangements. 
For example, the elements niigttt be arranged on the surface of a cylinder to obtain 360" 
coverage (360" coverage may also be obtained with a number of planar arrays). The radiating 
elements rriight also be mounted on the surface of a sphere, or indeed on an object of  any 
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. called the Manllllut. was JOO·ft wiJe and 36 ft high and scanned a 100 beam over a 1200 sector.
A major advance in phased-array technology was made in the early 1950s with the

replacement of mcchanically actuated phase shifters by electronic phase shifters. Frequency
scanning in one angular coordinate was the first successful electronic scanning technique to be
applied. In terllls of numbers of operational radars, frequency scanning has probably seen
more application than any other electronic scanning method. The first major electronically
scanned phased arrays that performed beam steering without frequency scan employed the
Iluggins phase shifter (Sec. R.4) which. in a sense, used the principle of frequency scan without
the necessity of changing the radiated frequency. The introduction of digitally switched phase
shifters employing either fcrrites or diodes in the early 1960s made a significant improvement
in the practicality of phased arrays that could he electronically steered in two orthogonal
angular coordinates.

8.2 BASIC CONCEPTS

An array antenna consists of a number of individual radiating elements suitably spac,,:d with
respect to onc another. ·l~alllpljtud~_l:l:!!~e-~l-1he-.signals..app.Jiedto each of the
elements arc controlled to obtain the desired radiation pattern from the combined action of all
the elements. Two common geometrical forms of array antennas of interest in radar are the
linear array and thc planar array. A lil/('ar array consists of elements arranged in a straight line
in one dimension. A pill/w" array is a two-dimensional configuration of elements arranged to
lie in a plane. The planar array may be thought of as a linear array of linear arrays. A broadside
arrar is one in which the direction of maximum radiation is perpendicular, or almost perpen­
dicular. to the line (or plane) of the array. An endfire array has its maximum radiation parallel
to the array.

The linear array generates a fan beam when the phase relationships are such that the
radiation is perpendicular to the array. When the radiation is at some angle other than,.
broadside. the radiation pattern is a conical-shaped beam. The broadside linear-array antenna
may be used where broad coverage in one plane and narrow beamwidth in the orthogonal
plane are desired. The linear array can also act as a feed for a parabolic-cylinder antenna. The
combination of the lincar-array feed and the parabolic cylinder generates a more controlled
fan beam than is possible with either a simple linear array or with a section of a parabola.
The combin1.tion of a linear array and parabolic cylinder can also generate a pencil beam.

The endfire array is a spccial case of the linear or the planar array when the beam is
directed along thc array. End/irc linear arrays have not been widely used in radar applications.
They arc lIsually limitcd to low or medium gains since an endfire linear antenna of high gain
rCt.Juires an excessively long array. Small endflre arrays are sometimes uscd as the radiating
elcmcnts of a broadsidc array if directive elements are required. Linear arrays of end fire
clements are also cmployed as low-silhouette antennas.

The two-dimensional planar array is probably the array of most interest in radar applica­
tions since it is fundamentally the most versatile of all radar antennas. A rectangular aperture
can produce a fan-shaped beam. A square or a circular aperture produces a pencil beam. The
array can be made to simultaneously generate many search and/or tracking beams with the
same apert ure.

Other types of array antennas are possible than the linear or the planar arrangements.
For example, the elements might be arranged on the surface of a cylinder to obtain 3600

coverage (360° coverage may also be obtained with a number of planar arrays). The radiating
elements might also be mounted on the surface of a sphere, or indeed on an object of any



shape, provided the phase at  each element is that needed to give a plane wave when the 
radiation from all the. elements is summed in space. An array whose elements are distributed 
on a nonplanar surface is called a conjorn~al arra),. 

An array in which the relative phase shift between elements is controlled by electronic 
devices is called an electronically scanned array. In an electronically scanned array the antenna 
elements, the transmitters, the receivers, and the data-processing portions of the radar are 
often designed as a unit. A given radar might work equally well with a mechanically positioned 
array, a lens, or a reflector antenna if they each had the same radiation pattern, but such a 
radar could not be converted efficiently to an electronically scanned array by simple replace- 
ment of the antenna alone because of the interdependence of the array and the other 
portions of the radar. 

Radiation pattern.' " Consider a linear array made up of N elements eqhaIIy spaced a 
distance r l  apart (Fig. 8.1). The elements are assumed to be isotropic point sources radiating 
uniformly in all directions with equal amplitude and phase. Although isotropic elements are 
not realizable in practice, they are a useful concept in array theory, especially for the coniputa- 
tion of radiation patterns. The effect of practical elements with nonisotropic patterns will be 
considered later. The array is shown as a receiving antenna for convenience, but because o f  the 
reciprocity principle, the results obtained apply equally well to a transmitting antenna. The 
outputs of all the elements are summed via lines of equal length to give a sum output voltage 
E,. Element 1 will be taken as the reference signal with zero phase. The difference in the phase 
of the signals in adjacent elements is \I/ = 2n(d/A) sin 0, where 0 is the direction of the incoming 
radiation. It is further assumed that the amplitudes and phases of the signals at each element 
are weighted uniformly. Therefore the amplitudes of the voltages in each element are the same 
and, for convenience, will be taken to  be unity. The sum of all the voltages from the individiral 
elements, when the phase difference between adjacent elements is $, can be written 

E ,  = sin w t  + sin ( w t  + \I/) + sin ( w t  + 2$)  + . . .  + sin [cot + ( N  - I ) $ ]  (8.1) 

where w is the angular frequency of the signal. The sum can be written 

sin ( N $ / 2 )  

Incoming siqnol 

Figure 8.1 N-element linear array. 
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shape, provided the phase at each element jsthatneeded to give a plane wave when the
radiation from all the. elements is summed in space. An array whose dements are distributed
on a nonplanar surface is called a conformal array.

An array in which the relative phase shift between elements is controlled by electronic
devices is called an electronically scanned array. In an electronically scanned array the antenna
elements, the transmitters, the receivers, and the data-processing portions of the radar are
orten designed as a unit. A given radar might work equally well with a mechanically positioned
array, a lens, or a reflector antenna if they each had the same radiation pattern, but such a
radar could not be converted efficiently to an electronically scanned array by simple replace­
ment of the antenna alone because of the interdependence of the array and the other
portions of the radar.

Radiation pattern. 8
11 Consider a linear array made up of N elements eqllally spaced a

distance d apart (Fig. 8.1). The elements are assumed to be isotropic point sources radiating
uniformly in all directions with equal amplitude and phase. Although isotropic elements are
not realizable in practice, they are a useful concept in array theory, especially for the computa­
tion of radiation patterns. The effect of practical elements with nonisotropic patterns will be
considered later. The array is shown as a receiving antenna for convenience, but because of the
reciprocity principle, the results obtained apply equally well to a transmitting antenna. The
outputs of all the elements are summed via lines of equal length to give a sum output voltage
Ea. Element 1 will be taken as the reference signal with zero phase. The difference in the phase
of the signals in adjacent elements is t/J = 2n(dj,.l) sin 0, where 0 is the direction of the incoming
radiation. It is further assumed that the amplitudes and phases of the signals at each element
are weighted uniformly. Therefore the amplitudes of the voltages in each element are the same
and, for convenience, will be taken to be unity. The sum of all the voltages from the individual
elements, when the phase difference between adjacent elements is t/J, can be written

Ea = sin rot + sin (wt + t/J) + sin (rot + 2t/J) + ... + sin [wt + (N - I)t/J] (H.I)

where ro is the angular frequency of the signal. The sum can be written

. [ . t/JIsin (Nt/Jj2)
Ea = Sin wt + (N - 1) 2 siri'(t/J)2)'

Incoming signal

(8.2 )

-d~~-d-~-d

E1

Ea

Figure 8.1 N-element linear array.
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The first factor is a sine wave of frequency w with a phase shift (N  - l)rC//2 (if the phase 
reference were taken at the center of the array, the phase shift would be zero), while the second 
terrll represents ; ~ r i  :iniplil uclc f:ictor of the form sin (N$/2)/sin ($12). The field in tensity pat- 
tern is the r~iagrii t~~tle of I J q .  (X.2), or 

-ilie plttterri 11;1s r i~~l l s  ( ~ c r o c )  wlien the ~~urilerator is zero. The latter occurs wlieii 
Nn(t1lJ.) sin O = 0, _t n, f 2n, . . . , 2 ~ln ,  where 11 = integer. The denominator, however, is zero 
when n(tl/A) sin 0,  = 0, f n, + 2rr, . . . . f 11n. Note that when the denominator is zero, the 
numerator is also zero. The value of  the field intensity pattern is indeterminate when both the 
denorniriator and nutlierator are zero. However, by applying L'Hopital's rule (differentiating 
tiulnerator and denon~inator separately) it is found that 1 E,I is a rnaxirnum whenever sin 0 = 

+ rl/l/tl. These rliaxinia all have the same value and are equal to N. The tnaximuni at sin 0 = 0 
defiles ttie r l ~ i i i ~ l  heccrll. The other maxima are called grati~lg lobes. They are generally undesir- 
able and are to be avoided. I f  the spacing between elements is a half-wavelength ((!/A = 0.5). 
the first grating lobe ( r l  = fI I )  does not appear in real space since sin 0 > I ,  which cannot be. 
Grating lobes appear at +90° when ti = 1. For a nonscanning array (which is what is con- 
sidered here) this condition (rl = A) is usually satisfactory for the prevention of grating lobes. 
Equation 8.3 applies to isotropic radiating elements, but practical antenna elements that are 
designed to maximize the radiation at 0 = 0°, generally have negligible radiation in the direc- 
tiori 0 = _+ 90". Thus the effect of a realistic elernent pattern is to suppress the grating lobes at 
+YO'. I t  is for tliis reason that an element spacing equal co one wavelength can be tolerated for 
a tionqcanning array. 

Frorri Eq. (8.3), E,(O) = E,(n - 0). Therefore an antenna of isotropic elements has a 
siniilar pattern in the rear of the antenna as in the front. The same would be true for an array of 
tiipoles. T o  avoid ambiguities, the backward radiation is usually eliminated by placing a 
reflecting screen behind the array. Thus only the radiation oyer the forward half of the antenna 
( - 90" 5 O 5 90") need be considered. 

The radiation pattern is equal to the norn~alized square of the amplitude, or 

1 ; 1 = 

/ E, l 2  sin2 [Nn(ii/A) sin 81 G,(O) = - - - -  - = 
N2 N2 sin2 [n(d/A) sin 01 

sill [Nn(tl/A) sin ( I ]  
. -. 

sin [n(rl/A) sin 01 

I f  tlie spacinQ between antenna elements is A12 and i f  the sine in the denominator of Eq. (8.4) 
is replaced by its argument, the half-power beamwidth is approximately equal to 

The first sidelobe, for N sufficiently large, is 13.2 dB be1o.w the main beam. The pattern of a 
uniformly illuminated array with elements spaced A12 apart is similar to the pattern produced 
by ;I contirtuously il1urniri;tted urliforrii aperture [Eq. (7.16)J. 

When directive elenlents are used, the resultant array antenna radiation pattern is 

sillZ [Nn(tl/A) sin 01 ( )  = ( )  - - - - - 
N sin2 [n(ii/A) sin 01 = Ge(O)Ga(u) 

where G', (O)  is the radiation pattern of an jtldividuhl element. The resultant radiation pattern 
is the product of the elemertt factor G,(O) and the array factor Ga(0), the latter being the pattern 
of an array corli~osed of isotropic elements. The array factor has also been called the space 

(R..1)

(8.4)
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The first factor is a sine wave. of frequency w with a phase shift (N - I )l/J12 (if the phase
reference were taken at the center of the array, the phase shift would be zero), while the second
term represents an amplitude factor of the form sin (Nl/J12)/sin (t/112). The field intensity pat­
tcrn is the magnitude of Eq. (X.2), or

Ir (0) I = Isin [~~!(/~~2_~in_O] I
'0 sin [rr(dIA) sin 0]

The paltern has nulls (zeros) whcn the numerator is zcro. The latter occurs whcn
Nn(dl).) sin 0 = 0, ± rr, ± 2n, ... , ± lin, where 11 = integer. The denominator, however, is zero
when n(dIA) sin 0, = 0, ± n, ± 2rr, ... , ± IIrr. Note that when the denominator is zero, the
numerator is also zero. The value of the field intensity pattern is indeterminate when both the
denominator and numerator are zero. However, by applying L'Hopital's rule (difTerentiating
numerator and denominator separately) it is found that IEa I is a maximum whenever sin 0 =
± IIAId. These maxima all have the same value and are equal to N. The maximum at sin 0 = a
defines the maill heam. The other maxima are called grating lobes. They are generally undesir-
able and are to be avoided. If the spacing between elements is a half-wavelength (diA = 0.5),
the first grating lobe (II = ± I) does not appear in real space since sin 0 > I, which cannot be.
Grating lobes appear at ± 90° when d = A. For a nonscanning array (which is what is con­
sidered here) this condition (d = A) is usually satisfactory for the prevention of grating lobes.
Equation 8.3 applies to isotropic radiating elements, but practical antenna elements that are
dcsignedto maximize the radiation at 0 = 0°, generally have negligible radiation in the direc­
tion (1 = ± 90°. Thus the efTect of a realistic element patt~rn is to suppress the grating lobes at
±90°. It is for this reason that an element spacing equal to one wavelength can be tolerated for
a nonscanning array.

From Eq. (8.3), Ea(O) = Ea(rr - 0). Therefore an antenna of isotropic elements has a
similar pattern in the rear of the antenna as in the front. The same would be true for an array of
dipoles. To avoid ambiguities, the backward radiation is usually eliminated by placing a
renecting screen behind the array. Thus only the radiation O'ler the forward halfofthe antenna
( - 900 :::; (} :::; 90°) need be considered.

The radiation pattern is equal to the normalized square of the amplitude, or

G (0) = J~_aJ~ = sin
2

[Nrr(dIA) sin 0]
a N2 N2 sin 2 [rr(dIA) sin 0]

If the spacink' between antenna elements is AI2 and if the sine in the denominator of Eq. (8.4)
is rcplaced by its argument, the half-power beamwidth is approximately equal to

102
OB = -- --­

N
(8.5)

(8.6)

The first side lobe, for N sufficiently large, is 13.2 dB below the main beam. The pattern of a
uniformly illuminated array with elements spaced AI2 apart is similar to the pattern produced
hy a continuously illuminated uniform aperture [Eq.. (7.16)].

When directive elcments are used, the resultant array antenna radiation pattern is

G(O) = G (0)Si!.12 (1}'~(d~~L~i_~_qL = G (O)G (0)
e N2 sin2 [rr(c/IA) sin 0] e a

where Ge(O) is the radiation pattern of an individual element. The resultant radiation pattern
is the product of the element factor Ge(O) and the array factor Ga(O), the latter being the pattern
of an array composed of isotropic elements. The array factor has also been called the space
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fucror. Grating lobes caused by a widely spaced array may therefore be eliniinated wit11 
directive elements which radiafe little or no energy in the directions of the undesired lobes. For 
example, when the element spacing ti = 24, grating lobes occur at U = -30" and &'H)" In 
addition to the main beam at 0 = 0". If  the individual elements have a beamwidth somewhat 
less than 60°, the grating lobes of the array factor will be suppressed. 

Equation (8.6) is only an approximation, which rnay be seriously inadequate for many 
problems of array design. It should be used with caution. I t  ignores mutual coupling, and i t  
does not take account of the scattering or diffraction of radiation by the adjacent array 
elements or of the outward-traveling-wave coupling.12 l 4  These effects cause the element 
radiation pattern to be different w h e ~  located within the array in the presence of the other 
elements than when isolated in free space. 

In order to obtain an exact computation of the array radiation pattern, the pattern of each 
element must be measured in the presence of all the others. The array pattern may be found by 
suniming the contributions of each element, taking into account the proper amplitude and 
phase. 

In a two-dimensional, rectangular planar array, the radiation pattern may sometimes be 
written as the product of the radiation patterns in the two planes which contain the principal 
axes of the antenna. If the radiation patterns in the two principal planes are G,(O,) and G,(O,) ,  
the t wn-dimensional antenna pattern is 

Note that the angles 0, and 0, are not necessarily the elevation and azimuth angles nor~nally 
associated with radar.".16 The normalized radiation pattern of a uniforn~ly illunlinateti rec- 
tangular array is 

sin2 [Nn(d/A) sin 0,] sin2 [Mn(tl/A) sin O,.] 
G(*e' O0) = N2 sin2 [n((l/A) sin 0,] M 2  sin2 [n(O/4) sin 0.1 

where N = number of radiating elements in 0, dimension with spacing tl and h.l - nunlber in 
0,. dimension. 

Bean1 steering. The beam of an array antenna may be steered rapitfly in space without moving 
large mechanical masses by properly varying the phase of the signals applied to each element. ' 

Consider an array of equally spaced elements. The spacing between adjacent elements is ti, and 
the signals at each element are assumed of equal amplitude. I f  the same phase is applied to all 
elements, the relatire phase difference between adjacent elements is zero and the position of the 
main beam will be broadside to the array at an angle 0 = 0. The main beam will point in a 
direction other than broadside if the relative phase difference between elelnents is other than 
zero. The direction of the main beam is at an angle 0, when the pllase tlifference i b  

4 = 2n(tl/l) sin 0,. The phase at each element is therefore 9, + t ~ 4 ,  where ttr = 0, I ,  2,  . . . , 
(N  - I), and 4, is any constant phase applied to all elements. The norrnalizetl radiation 
pattern of the array when the phase difference between adjacent elements is 9 is given by 

sin2 [Nn(tl/l)(sin O - sin no)] 
G(B) = 

N~ sin2 [n(rl/l)(sin O - sin 0 0 1  
The maximum of the radiation pattern occurs when sin 0 = sin O O .  

Equation (8.9) states that the main beam of the antenna pattern may be positioned to an 
angle 8, by the insertion of the proper phase shift Q, at each element of the array. If variable, 
rather than fixed, phase shifters are used, the beam may be steered as  the relative phase 
between elements is changed (Fig. 8.2). 
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facror. Grating lobes caused by a widely spaced array may therefore be eliminated with
. directive elements which radiateJinleornoenergy inthe directions of the undesired lobes. For

example, when the element spacing d = 2,.1" grating lobes occur at 0 = ± 30° and ±900 in
addition to the main beam at 0 = 0°. If the individual elements have a beamwidth somewhat
less than 600, the grating lobes of the array factor will be suppressed.

Equation (8.6) is only an approximation, which may be seriously inadequate for many
problems of array design. It should be used with caution. It ignores mutual coupling, and it
does not take account of the scattering or diffraction of radiation by the adjacent array
elements or of the outward-traveling-wave coupling. 12

14 These effects cause the element
radiation pattern to be different when located within the array in the presence of the other
elements than when isolated in free space.

In order to obtain an exact computation of the array radiation pattern, the pattern of each
element must be measured in the presence of all the others. The array pattern may be found by
summing the contributions of each element, taking into account the proper amplitude and
phase.

In a two-dimensional, rectangular planar array, the radiation pattern may sometimes be
written as the product of the radiation patterns in the two planes which contain the principal
axes of the antenna. If the radiation patterns in the two principal planes are G I (O~) and G 2({).,),

the two-dimensional antenna pattern is

(8.7)

Note that the angles O~ and Oa are not necessarily the elevation and azimuth angles normally
associated with radar. 15

.
16 The normalized radiation pattern of a uniformly illuminated rec­

tangular array is

G(O 0) = sin 2 [Nn(dj),) sin Oa] sin 2 [Mn(dj),) sin O,·t
~'a N 2 sin 2 [n(dj),) sin Oa] M 2 sin 2 [n(dj),) sin 0,.]

(8.8 )

where N = number of radiating elements in Va dimension with spacing d and M = numher in
0,. dimension.

Beam steering. The beam of an array antenna may be steered rapidly in space without moving
large mechanical masses by properly varying the phase of the signals applied to each element.
Consider an array of equally spaced elements. The spacing between adjacent elemen ts is d, and
the signals at each element are assumed of equal amplitude. If the same phase is applied to all
elements, the relatil'e phase difference between adjacent elements is zero and the position of the
main beam will be broadside to the array at an angle 0 = O. The main beam will point in a
direction other than broadside if the relative phase difference between elements is other than
zero. The direction of the main beam is at an angle 00 when the phase difference is
¢ = 2n(djA) sin 00 , The phase at each element is therefore <Pc + m<p, where m = 0, I, 2, ... ,
(N - I), and <Pc is any constant phase applied to all elements. The normalized radiation
pattern of the array when the phase difference between adjacent elements is <p is given by

G(O) = sin
2 [Nn(d/l)(sin {) - sin 00 )]

N 2 sin 2 [n(djA)(sin 0 - sin 00 )]

The maximum of the radiation pattern occurs when sin 0 = sin 00 ,

Equation (8.9) states that the main beam of the antenna pattern may be positioned to an
angle 00 by the insertion of the proper phase shift <p at each element of the array. I f variable,
rather than fixed, phase shifters are used, the beam may be steered as the relative phase

between elements is changed (Fig. 8.2).
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-_.-2 
Figure 8.2 Steering of an antenna beam with 
variable phase shifters (parallel-fed array).  

IJsing an arpunlent similar to the nonscanning array described previously, grating lobes 
;tl1l'cilr ;it  a11 ;111glc 0, wlic~lcvcr rllc dcllor~lirlator is zero, or wile11 

li a grating lobe is perrliitted to appear at -90" when the main beam is steered to +90°, i t  is 
found from the above that (1 = 112. Thus the element spacing must not be larger than a 
half wavelerlgth i f  the beam is to be steered over a wide angle without having undesirable 
graling lobes appear. Practical array antennas d o  not scan +90°. If the scan is limited to 
-!: 60". Eq. (8.10) states that the element spacing should be less than 0.54A. Note that antenna 
elernetlts used in arrays are gelierally comparable to  a half wavelength in physical size. 

Change of beamwidth with steering angle. The half-power beamwidth in the plane of scan 
increases as the beam is scanned off the broadside direction. The beamwidth is approximately 
inversely proportional to cos 00 ,  where 80 is the angle measured from the normal to the 
anterlna. This may be proved by assuming that the sine in the denominator of Eq. (8.9) can be 
replaced by its argument, so that the radiation pattern is of the form (sin2 u ) / u 2 ,  where 
11 = Nn(ri/A)(sin 0 - sin O o )  The (sin2 u) /u2  antenna pattern is reduced to  half its maximum 
value when rc = Lt_ 0 . 4 4 3 ~ .  Denote by O + the angle corresponding to  the half-power point when 
0 > ( I , ,  and 0 -  , the arlgle corresponding to the half-power point when 0 < Oo; that is, 0 .  
corresponds to r c  = -1-0 .443~ and 0 -  to 11 = - 0 . 4 4 3 ~  The sin 0 - sin 11, term in the expres- 
sion for 11 car1 be writtetll ' 

sin 0 - sin Uo = sin (0 - 00) cos Oo - El - cos (0 - i)o)] sin Oo (8.11) 

'Pllc second terrn on the right-hand side of  Eq. (8.1 1) can be neglected when Oo is small (beam 
is near broadside), so that 

sin 0 - sin O0 = sin (0 - 00) cos O0 (8.12) 

Using the above approximatioi~, the two angles corresponding to the 3-dB points of the 
arltenrla pattern are 

0.4431 
hl 

0.443A 0,  - 0 - s i n - "  - 
0 - NdcosOO NdcosOO 

- 0.4431 - 0.443A 0- - Oo = sin - ' .- .- --- - - ... - 
Nri cos O0 Nti cos O0 
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Figure 8.2 Sleering of an antenna beam with
variable phase sh ifters (parallel-fed array).

Using an argument similar to the nonscanning array described previously, grating lobes
a ppear at an angle Oq whcnever thc dcnominator is zero, or when

n: ~ (sin Og - sin Ou) = ± lin: (H. lOa)

Isin Og - sin 00 I =
A

(R.IOh)or +11- d

II a grating lobe is permitted to appear at - 90° when the main beam is steered to + 90°, it is
found frolll the above that d = A/2. Thus the element spacing must not be larger than a
half wavelength if the beam is to be steered over a wide angle without having undesirable
grating lobes appear. Practical array antennas do not scan ±90°. If the scan is limited to

-1.: 60°. Eq. (H.IO) states that the element spacing should be less than 0.54,t Note that antenna
elements used in arrays are generally comparable to a half wavelength in physical size.

Change of beamwidth with steering angle. The half-power beamwidth in the plane of scan
increases as the beam is scanned off the broadside direction. The beamwidth is approximately
inversely proportional to cos 00 , where 00 is the angle measured from the normal to the
antenna. This may be proved by assuming that the sine in tile denominator of Eq. (8.9) can be
replaced by its argument, so that the radiation pattern is of the form (sin 1 u)/u1

, where
Ii = Nrr(d/A)(sin 0 - sin ( 0 ), The (sin 2 u)/u 2 antenna pattern is reduced to half its maximum
value when Ii = :+~ 0.443rr. Denote by 0 + the angle corresponding to the half-power point when
(} > 0u. and 0 _ , thc angle corresponding to the half-power point when 0 < 00 ; that is, O.
corresponds to /I = +0.443rr and 0 _ to II = - 0.4431£. The sin 0 - sin 00 term in the expres­
sion for II can be written 17

sin 0 - sin 00 = sin (0 - 00 ) cos 00 - [1 - cos (0 - 00)) sin 00 (8.11 )

The second tcrm on the right-hand side of Eq. (8.11) can be neglected when 00 is small (beam
is ncar broadside), so that

sin 0 - sin 00 ~ sin (0 - ( 0 ) cos 00 (8.12 )

Using the above approximation, the two angles corresponding to the 3-dB points of the
antenna pattern are

-0.443..1.0_ - 00 = sin - I .. - .----
Nd cos 00

-0.443..1.
~ - ----_._-,._--

Nd cos 00
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The half-power beamwidth is 

0.8862 
0 , = 0 +  - 0 -  z - -  

Nrl cos 6 
Therefore, when the beam is positioned an  angle O0 off broadside, the beamwidth in the plane 
of scan increases as (cos Bo)- I. The change in beamwidth with angle 0, as derived above is not 
valid when the antenna beam is too far removed from broadside. I t  certainly does not apply 
when the energy is radiated in the endfire direction. 

Equation 8.13 applies for a uniform aperture illumination. With a cosine-on-a-pedestal 
aperture illumination of the form A, = a. + 2al  cos 2nn/N,  the beamwidth is1' 

og 0'886c - [ I  + 0.636(2a lo,)'] 
Nrl cos O0 

The parameter t~ in the aperture illumination represents the position of the element. Since the 
illumination is assumed symmetrical about the center element, the parameter t~ takes on values 
of 1 1  = 0 ,  + 1, + 2, . . . , +_ ( N  - 1 )/2. The range of interest is 0 I 2 u ,  I uo which covers the span 
from uniform iliuminations to a taper so severe that the illumination drops to zero at the ends 
of  the array. (The array is assumed to extend a distance dl2 beyond each end element.) 

The above applies to a linear array. Similar results apply to a planar aperture;"." that is, 
the beamwidth in the plane of the scan varies approximately inversely as cos 00, provided 
certain assumptions are fulfilled. 

An interesting technique for graphically portraying the variation of the beam shape with 
scan angle has been described by Von A u l o ~ k , ' ~  an example of which is shown in Fig. 8.3. The 
antenna radiation pattern is plotted in spherical coordinates as a function of the two direction 
cosines, cos a, and cos a,, of the radius vector specifying the point of observation. The angle 4 
is measured from the cos a, axis, and 0 is measured from the axis perpendicular to the cos a, 
and cos a, axes. I n  Fig. 8 . 3 , 4  is taken to  be a constant value of 90" and the beam is scanned in 

Figure 8.3 Beamwidth and eccentricity of the scanned beam. (From Von ~ u l o c k ' ~ ,  Co~irtesy Proc. I R E . )  

(8.13 )
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The half-power beamwidth is

O - 0 - 0 "- ~.~86A -
B - + - "-

Nt/ cos Do

Therefore, when the beam is positioned an angle Do otT broadside, the beamwidth in the plane
of scan increases as (cos Oor I. The change in beamwidth with angle 00 as derived above is not
valid when the antenna beam is too far removed from broadside. It certainly does not apply
when the energy is radiated in the endfire direction.

Equation 8.13 applies for a uniform aperture- illumination. With a cosine-on-a-pedcstal
aperture illumination of the form An = ao + 2al cos 2rrnlN, the beamwidth is 111

0.886A [ ( )2]0B :::::: ------ - - 1 + 0.636 la I lao
Nt! cos 00

(8.14 )

The parameter n in the aperture illumination represents the position of the element. Since the
illumination is assumed symmetrical about the center element, the parameter II takes on values
of II = O. ± 1, ±2, ... , ±(N - 1)/2. The range of interest is 0 ::; 2a I ::; ao which covers the span
from uniform illuminations to a taper so severe that the illumination drops to zero at the ends
of the array. (The array is assumed to extend a distance d/2 beyond each end element.)

The above applies to a linear array. Similar results apply to a planar aperture; 17,111 that is,
the beamwidth in the plane of the scan varies approximately inversely as cos 00 , provided
certain assumptions are fulfilled.

An interesting technique for graphically portraying the variation of the beam shape with
scan angle has been described by Von Aulock, 15 an example of which is shown in Fig. 8.3. The
antenna radiation pattern is plotted in spherical coordinates as a function of the two direction
cosines, cos ax and cos a}., of the radius vector specifying the point of observation. The angle 4>
is measured from the cos ax axis, and 0 is measured from the axis perpendicular to the cos ax
a:1d cos ayaxes. In Fig. 8.3,4> is taken to be a constant value of 900 and the beam is scanned in

Figure 8.3 Beamwidth and eccentricity of the scanned beam. (From Von AuJock 1S
, Courtesy Proc. IRE.)



tltc 0 coorililt;t~c. At 0 7 0 (bc ; t~ l~  I)rooclside to lllc array) a syrl~~ttctrical pcticil I)c:trtt of 
lialf-power width 11" is assumed. The shape of the beam at the other angular positions is the 
prc!jection o f  tlic circular I,earr~ shape ott the surface of the unit sphere. I t  call be seer1 that as 
the hcarn is scarlrled in tlie O direction, i t  broadens in that direction, but is constant in the 4 
direction. For 0 # 0, the bear11 shape is not symmetrical about the center of the beam, but is 
eccentric. I'hus the bean1 direction is slightly different from that computed by standard for- 
r~ttllas. In addition to the changes in ttie shape of the main beam, the sidelobes also change in 
appearance arlci positiori. 

Series vs. parallel feeds. ?'he relative phase shift between adjacent elements of the array must 
be d, = 2n(tl/A) sin 0, in order to position the main beam of the radiation pattern at an angle 
0,. The necessary phase relationships between the elements may be obtained with either a 
series-fetl or  a pnrczllel-fetl arrangement. In the series-fed arrangement, the energy may be 
transmitted froni one end of the line (Fig. 8.4a), or i t  may be fed from the center out to each 
end (Fig. 8.4h). The adjacent elements are connected by a phase shifter with phase shift 4 .  All 
the phase shifters are identical and introduce the same amount of phase shift, which is less than 
Z T ~  radians. In the series arrangement of Fig. 8 . 4 ~  where the signal is fed from one end, the 
position of the beam will vary with frequency (Sec. 8.4). Thus it will be more limited in 
handwidtli than [nost array feeds. The center-fed feed of Fig. 8.4h does not have this problem. 

11.1 the parallel-fed array of Fig. 8.2, the energy to be radiated is divided between the 
elements by a power splitter. When a series of power splitters are used to create a tree-like 
str~lcture, as in Fig. 8.2, i t  is called a corporate feed, since it resembles (when turned upside 
down) the organization chart of a corporation. Equal lengths of line transmit the energy to 
each element so  that no unwanted phase differences are introduced by the lines themselves. ( I f  
the lines are not of equal length, a con~pensation in the phase shift must be made.) The proper 
phase change for beat11 steering is introduced by the phase shifters in each of the lines feeding 
the elements. When the phase of the first element is taken as the reference, the phase shifts 
required in the succeeding elements are 4 ,  24, 34, . . . , ( N  5 I)$. 

The maximum phase change required of each phase shifter in the parallel-fed array is 
many times 2n radians. Since phase shift is periodic with period 2n, it is possible in many 
applications to use a phase shifter with a maximum of 2n radians. However, if the pulse width 
is short compared with the antenna response time (if the signal bandwidth is large compared 
with the antenna bandwidth), the system response may be degraded. For example, if the energy 

Figure 8.4 Series arrangements for 
applying phase relationships in an 
array. (a) fed from one end; 
( b )  center-fed. 
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the () coordinale. At () = 0 (bealll hroadsitlc to Iltc array) a symlllctrical pcncil bCallI of
half-power width lJo is assumed. The shape of the beam at the other angular positions is the
projection of the circular beam shape on the surface of the unit sphere. It can be seen that as
the hcarn is scanned in the V direction, it broadens in that direction, but is constant in the 1>
direction. For () ¥- O. the beam shape is not symmetrical about the center of the beam, but is
eccentric. Thus the beam direction is slightly different from that computed by standard for­
lIIulas. In addition to the changes in the shape of the main beam. the side lobes also change in
appearance and position.

S{'ries l's. parallel feeds. The relative phase shift between adjacent elements of the array must
he 1> = 2rr(cljA) sin 00 in order to position the main beam of the radiation pattern at an angle
(/0' The necessary phase relationships between the elements may be obtained with either a
series~recl or a parallel-fed arrangement. In the series-fed arrangement, the energy may be
transmitted from one end of the line (Fig. 8.4a), or it may be fed from the center out to each
end (Fig. 8.4h). The adjac~nt elements are connected by a phase shifter with phase shift 1>. All
the phase shifters are identical and introduce the same amount of phase shift, which is less than
2rr raJians. In the series arrangement of Fig. 8.4a where the signal is fed from one end, the
position of the beam will vary with frequency (Sec. 8.4). Thus it wiIl be more limited in
handwiJth than most array feeJs. The center-fed feed of Fig. 8.4b does not have this problem.

In the parallel-fed array of Fig. 8.2. the energy to be radiated is divided between the
elements by a power splitter. When a series of power splitters are used to create a tree-like
structure. as in Fig. 8.2. it is called a corporate feed, since it resembles (when turned upside
down) the organization chart of a corporation. Equal lengths of line transmit the energy to
each element so that no unwanted phase differences are introduced by the lines themselves. (If
the lines are not of equal length. a compensation in the phase shift must be made.) The proper
phase change for beam steering is introduced by the phase shifters in each of the lines feeding
the elements. When the phase of the first element is taken as the reference, the phase shifts
required in the succeeding elements are 1>, 21>, 31>, ... , (N ~ I )¢.

The maximum phase change required of each phase shifter in the parallel-fed array is
many times 2rr radians. Since phase shift is periodic with period 2rr, it is possible in many
applications to use a phase shifter with a maximum of 2rr radians. However, if the pulse width
is short compared with the antenna response time (if the signal bandwidth is large compared
with the antenna bandwidth). the system response may be degraded. For example, irthe energy

(al

(b)

Figure 8.4 Series arrangements for
applying phase relationships in an
array. (0) fed from one end:
(b) center-fed.



were to arrive in a direction other than broadside, the entire array would not be excited 
simultaneously. The combined outputs from the parallel-fed elements will fail to coincide or 
overlap, and the received pulse will be smeared. This situation may be relieved by replacing the 
2n modulo phase shifters with delay lines. 

A similar phenomenon occurs in the series-fed array when the energy is radiated or 
received at or near the broadside direction. If a short pulse is applied at one end of a series-fed 
transmitting array, radiation of energy by the first element might be completed before the 
remainder of the energy reaches the last element. On  reception, the effect is to smear or  distort 
the echo pulse. I t  is possible to compensate for the delay in the series-fed array and avoid 
distortion of the main beam when the signal spectrum is wide by the insertion of individual 
delay lines of the proper length in series with the radiating e l e r n e n t ~ . ' ~  

In a series-fed array containing N phase shifters, the signal suffers the insertion loss of a 
single phase shifter N times. In a parallel-fed array the insertion loss of the p h s e  shifter is 
introduced effectively but once. Hence the phase shifter in a series-fed array must be of lower 
loss compared with that in a parallel-fed array. If the series phase shifters are too lossy, 
anlplifiers can be inserted in each element to  compensate for the signal attenuation. 

Since each phase shifter in the series-fed linear array of Fig. 8 . 4 ~  has the same value of 
phase shift, only a single control signal is needed to steer the beam. The N-element parallel-fed 
linear array similar to that of Fig. 8.2 requires a separate control signal for each phase shifter 
or N - 1 total (one phase shifter is always zero). A two-dimensional parallel-fed array of hl N 
elements requires M + N - 2 separate control signals. The two-dimensional series-feci array 
requires but two control signals. 

8.3 PHASE SHIFTERS 

The difference in phase 4 experienced by an electromagnetic wave of frequency f propagating 
with a velocity r through a transmission line of length I is 

4 = 27t f ' l l~  (8.15) 

The velocity 1: of an electromagnetic wave is a function of the permeability 1, ancl the dielectric 
constant ( of the medium in which it propagates. Therefore, a change in phase can be had by a 
change in the frequency;length of line, velocity of propagation, permeability, or dielectric 
constant. The use of frequency to effect a change of phase is a relatively simple technique for 
electronically scanning a beam. I t  was one of the first practical exatnples of electronic scanning 
and has been widely employed. It is discussed separately in the next section. One of ttte nlore 
popular forms of phase shifters is one that varies the physical length of line to obtain a change 
in phase, especially when the lengths of line are quantized digitally. Varying the velocity o f  
propagation by varying the permeability is the basis of ferrite phase shifters. Gas discharge and 
ferroelectric phase shifters are examples of devices that depend on changes in dielectric con- 
stant to  vary the velocity of propagation, and hence the phase. The velocity of propagation 
may also be varied in a more direct manner as in the Eagle, or delta-a, scanner where the 
narrow wall of a waveguide is moved mechanically to produce a change in phase and a 
scanning beam.20 

Many phase-shifting devicesare reciprocal in that the phase change does not depend on 
the direction of propagation. Some important phase shifters, however, are nonreciprocal. These 
must have different control settings for reception and transmission. A phase shifter should he 
able to change its phase rapidly, be capable of handling high power, require control signals of 
little power, be of low loss, light weight, small size, have long life, and be of reasonable cost. 
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were to arrive in a direction other than broadside, the entire array would not be excited
simultaneously. The combined outputs from the parallel-fed elements will fail to coincide or
overlap, and the received pulse will be smeared. This situation may he relieved hy replacing the
2rr modulo phase shifters with delay lines.

A similar phenomenon occurs in the series-fed array when the energy is radiated or
received at or near the broadside direction. If a short pulse is applied at one end of a series-fed
transmitting array, radiation of energy by the first element might be completed before the
remainder of the energy reaches the last element. On reception, the elTect is to smear or distort
the echo pulse. It is possible to compensate for the delay in the series-fed array and avoid
distortion of the main beam when the signal spectrum is wide by the insertion of individual
delay lines of the proper length in series with the radiating elements. 19

In a series-fed array containing N phase shifters, the signal sulTers the insertion loss of a
single phase shifter N times. In a parallel-fed array the insertion loss of the pltdse shifter is
introduced elTectively but once. Hence the phase shifter in a series-fed array must be of lower
loss compared with that in a parallel-fed array. If the series prase shifters are too lossy,
amplifiers can be inserted in each element to compensate for the signal attenuation.

Since each phase shifter in the series-fed linear array of Fig. 8.4a has the same value of
phase shift, only a single control signal is needed to steer the beam. The N-element parallel-fed
linear array similar to that of Fig. 8.2 requires a separate control signal for each phase shifter
or N - 1 total (one phase shifter is always zero). A two-dimensional parallel-fed array of AI N
elements requires M + N - 2 separate control signals. The two-dimensional series-fed array
requires but two control signals.

8.3 PHASE SHIFTERS

The dilTerence in phase ¢ experienced by an electromagnetic wave of frequency f propagating
with a velocity 1" through a transmission line of length I is

¢ = lrr/lll' (8.15)

The velocity l' of an electromagnetic wave is a function of the permeability )1 and the dielectric
constant ( of the medium in which it propagates. Therefore, a change in phase can be had by a
change in the frequency, . length of line, velocity of propagation, permeability, or dielectric
constant. The use of frequency to elTect a change of phase is a relatively simple technique for
electronically scanning a beam. It was one of the first practical examples of electronic scanning
and has heen widely employed. It is discussed separately in the next section. One of the more
popular forms of phase shifters is one that varies the physical length of line to obtain a change
in phase, especially when the lengths of line are quantized digitally. Varying the velocity of
propagation by varying the permeability is the basis of ferrite phase shifters. Gas discharge and
ferroelectric phase shifters are examples of devices that depend on changes in dielectric con­
stant to vary the velocity of propagation, and hence the phase. The velocity of propagation
may ~lso be varied in a more direct manner as in the Eagle, or delta-a, scanner where the
narrow wall of a waveguide is moved mechanically to produce a change in phase and a

scanning beam. 20

Many phase-shifting devices are reciprocal in that the phase change does not depend on
the direction of propagation. Some important phase shifters, however, are nonreciprocal. These
must have dilTerent control settings for reception and transmission. A phase shifter should he
able to change its phase rapidly, be capable of handling high power, require control signals of
little power, be of low loss, light weight, small size, have long life, and be of reasonable cost.



The various phase sliifting tecliniques possess these properties in varying degree. No one 
device seems to be sufficieritly uriiversal to meet the requirements of all applications. 

I r i  this text n device for obtaitiing ;t change of phase is called a pllase sl~ifier, but they have 
also been kriowri ;IS l~/~r~\clr..\. 

I ~ i g i t a l l y  switc11etI p l ~ a s c  sl~if tcrs.  A chaligc it1 pliase car1 be obtained by utilizirig one of a 
titrrtiI>er of lengtlis of tratisrriissioti lirie to approxirnate tlie desired value of phase. ?'he vario~is 
Ictigtlis of liric 31-c iriscrtccl arid 1-etnovcd b y  Iiigli-speed electroriic switching. Semiconductor 
diodes arid ferrites are the devices coriirnonly employed in digital phase shifters. 

There are at least two methods for switching lengths of transmission lines. In one, the 
proper line lerigtli is selected from among many available lengths. This has been called a 
put.trllel-litie configuration. I n  the other, the proper length of line is made up of the series 
conibiriation of a relatively few selected lengths of line. This is a series-line, or a casc.citlrt1. 
configuration. Although the discrete nature of the digitally switched phase shifter means that 
the exact value of required phase shift cannot be achieved without a quantization error, the 
error can be made as small as desired. (Even analog phase sliifters, which are continuously 
i~ariahle. cannot be corivetiietitly set to a precise value of phase without special care in calibra- 
tion over the desired range of temperature and frequency.) 

Figure 8.5 illustrates the parallel-line configuration of the digitally switched phase shifter 
in which the desired length is obtained by means of a pair of one-by-N switches. Each of tlie 
boxes labeled S represents a SPST switch. The N ports ofeach one-by-N switch are connected 
to N lines of different lengths I ,, I* ,  . . . , I,,,. The number of lines depends on the degree of phase 
quaritization that can be tolerated. The number is limited by the quality of the switches, as 
riieastlred by the diuerence between their impedance in the "off" and "on " positions. With 
many switches it1 parallel, the "off"  impedance of each must be high if the combined im- 
pedance is to be large corripared to tlie "on"  impedance of a single switch. A parallel-line 
configuration with 16 lengths of line provides a phase quantization of 22.5" ( + 1 1.25"), assum- 
ing the rrth line is of length tt,I/16. A suitable form of switch is the semiconductor diode. The 
diodes attached to the ends of  the particular line selected are operated with forward bias to 
present a low impedance. The remaining diodes attached to the unwanted lines are operated 
with hack-bias to present a high impedance. The switched lines can be any standard RF 
tratisrriission line. Stripline has been used successfully, especially at the lower microwave 
frequencies. An advantage of the parallel-line configuration is that the signal passes through 
but two switches and, in principle, sliould have a lower insertion loss than the cascaded 
digitally swltclied phase sliifter described below. A disadvantage is the relatively large number 

One-by-N switch 

Figure 8.5 Digitally switched parallel-line phase shifter with N switchable lines. 
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The various phase shifting lechniquespossess lhese properties in varying degree. No one
device seems to be sufficiently universal to meet the requirements of all applications.

In this text a device for onlaining a change of phase is called a phasesh(fier, but they have
a Iso been known as l"lllscrs.

f)i~ilall~' switchro phase shifters. ;\ change in phase can be obtained by utilizing one of a
number of lengths of transmission line to approximate the desired value of phase. The various
lengths of line are inserted and rellloved by high-speed electronic switching. Semiconductor
diodes and ferrites arc the devices comlllonly employed in digital phase shifters.

There are at least two methods for switching lengths of transmission lines. In one, the
proper line length is selected from among many available lengths. This has been called a
parallel-li1Je configuration. In the other, the proper length of line is made up of the series
combination of a relatively few selected lengths of line. This is a series-li1Je, or a cascaded,
configuration. Although the discrete nature of the digitally switched phase shifter means that
the exact value of required phase shift cannot be achieved without a quantization error, the
error can be made as small as desired. (Even analog phase shifters, which are continuously
variable. cannot be conveniently set to a precise value of phase without special care in calibra­
tion over the desired range of temperature and frequency.)

Figure 8.5 illustrates the parallel-line configuration of the digitally switched phase shifter
in which the desired length is obtained by means of a pair of one-by-N switches. Each of the
boxes labeled S represents a SPST switch. The N ports of each one-by-N switch are connected
toN Iines of d irferen t lengt hs I" 12 , ... , IN . The n umber of Iines depends on the degree of phase
quantization that can be tolerated. The number is limited by the quality of the switches, as
measured by the difference between their impedance in the H off" and" on" positions. With
many switches in parallel, the" off" impedance of each must be high if the combined im­
pedance is to be large compared to the" on" impedance of a single switch. A parallel-line
configuration with 16 lengths of line provides a phase quantization of 22.5° (± 11.25°), assum­
ing the 11th line is of length 1J.A./16. A suitable form of switch is the semiconductor diode. The
diodes attached to the ends of the particular line selected are operated with forward bias to
present a low impedance. The remaining diodes attached to the unwanted lines are operated
with hack-hias to present a high impedance. The switched lines can be any standard RF
transmission line. Stripline has been used successfully, ~specially at the lower microwave
frequencies. An advantage of the parallel-line configuration is that the signal passes through
but two switches and, in principle, should have a lower insertion loss than the cascaded
digitally swHched phase shifter described below. A disadvantage is the relatively large number

Une-by-N SWitch One-by-N switch
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Figure 8.5 Digitally switched parallel-line phase shifter with N switchable lines.
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Figurc 8.6 Cascadcd four-hit tligitally 
switched phase shifter with A/ 16 quant i~a-  
tion. Particular arrangement shown gives 
135" of phase shift (i wavelength). 

of lines and switches required when i t  is necessary to ininimize the quant i~at ion error. The 
parallel-line configuration has also been used when phase shifts greater than 2n radians are 
needed, as in broadband devices which require true time delays rather than phase shift whictl is 
limited to 21c radians. . J 

The cascaded digitally switched phase shifter (Fig. 8.6) has seen more application than the 
parallel-line configuration. A cascaded digitally switched phase shifter with four phase bits 
capable of switching in or  out lengths of line equal to 1/16, 1/8, A/4, and 112 yields a phase shift 
with a quantization of 1/16, just as the parallel line shifter with 16 lengths of line described 
above. The binary quantization of  line lengths makes it convenient to apply digital techniqiies 
for actuating the shifter. 

Figure 8.6 shows the schematic of a four-bit digital phase shifter consisting of four 
cascaded modules. Each module contains a switch that inserts either "zero" phase change o r  a 
phase change of  36012" degrees, where n = 1,2,3,4.  When the upper two switches are open, the 
lower two are closed, and vice versa. Note that in the "zero" phase state, the phase shift is 
generally not zero, but is some residual amount & .  Thus the two states provide a phase of  9, 
and 4, + A$. The difference A 4  between the two states is the desired phase shift required of 
the module. 

The arrangements of  Figs. 8.5 and 8.6 lend then~selves to the use of semicondi~ctor diodes. 
Ferrite phase shifters are also operated digitally, but in a slightly different manner, as described 
later. 

Diode phase shifters." 26. '55 The property of a semiconductor diode that is of interest in 
microwave phase shifters is that its impedance can be varied with a change in bias control 
voltage. This allows the diode to act as a switch. Phase shifters based on diode devices can be 
of relatively high power and low loss, and can be switched rapidly from one phase state to 
another. They are relatively insensitive to changes in temperature, they can operate with low 
control power, and are compact in size. They lend themselves well to microwave integrated 
circuit construction, and are capable of being used over the entire range of frequencies of 
interest to radar although their losses are generally less and their power handling is generally 
higher at the lower frequencies. 

There are three basic methods for employing semiconductor diodes in digital phase 
shifters, depending on the circuit used t o  obtain an individual phase bit. These are: ( I )  the 
switched-line, (2) the hybrid-coupled, and (3) the loaded-line. The switched line was shown in 
Fig. 8.6. Each phase bit consists of two lengths of line that provide the differential phase shift, 
and two single-pole, double-throw switches utilizing four diodes. 

The hybrid-coupled phase bit, as shown in Fig. 8.7, uses a 3-dB hybrid junction with 
balanced reflecting terminations connected t o  the coupled arms. Two switches (diodes) control 
the phase change. The 3-dB hybrid has the property that a signal input at  port 1 is divided 
equally in power between ports 2 and 3. N o  energy appears at  port 4. The diodes act to either 
pass or  reflect the signals. When the impedance of the diodes is such as to pass the signals, 
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Figure 8.6 Cascadt:d four-hit digitally
switched phase shifter with A/16 quantiza­
tion. Particular arrangement shown gives
135° of phase shift (~ wavelength).

of lines and switches required when it is necessary to minimize the quantization error. The
parallel-line configuration has also been used when phase shifts greater than 2n radians are
needed, as in broadband devices which require true time delays rather than phase shift which is
limited to 2n radians. "

The cascaded digitally switched phase shifter (Fig. 8.6) has seen more application than the
parallel-line configuration. A cascaded digitally switched phase shifter with four phase bits
capable of switching in or out lengths of line equal to ),/16, )./g, ),/4, and )./2 yields a phase shift
with a quantization of )'/16, just as the parallel line shifter with 16 lengths of line described
above. The binary quantization of line lengths makes it convenient to apply digital techniques
for actuating the shifter.

Figure 8.6 shows the schematic of a four-bit digital phase shifter consisting of four
cascaded modules. Each module contains a switch that inserts either" zero" phase change or a
phase change of 360/2" degrees, where n = 1,2,3,4. When the upper two switches are open, the
lower two are closed, and vice versa. Note that in the" zero" phase state, the phase shift is
generally not zero, but is some residual amount ¢o. Thus the two states provide a phase of ¢o
and ¢o + tl¢. The difference tl¢ between the two states is the desired phase shift required of
the module.

The arrangements of Figs. 8.5 and 8.6 lend themselves to the use of semiconductor diodes.
Ferrite phase shifters are also operated digitally, but in a slightly different manner, as descrihed
later.

Diode phase shifters. 22
26.155 The property of a semiconductor diode that is of interest in

microwave phase shifters is that its impedance can be varied with a change in bias control
voltage. This allows the diode to act as a switch. Phase shifters based on diode devices can be
of relatively high power and low loss, and can be switched rapidly from one phase state to
another. They are relatively insensitive to changes in temperature, they can operate with low
control power, and are compact in size. They lend themselves well to microwave integrated
circuit construction, and are capable of being used over the entire range of frequenl:ies of
interest to radar although their losses are generally less and their power hand ling is generally
higher at the lower frequencies.

There are three basic methods for employing semiconductor diodes in digital phase
shifters, depending on the circuit used to obtain an individual phase bit. These are: (I) the
switched-line, (2) the hybrid-coupled, and (3) the loaded-line. The switched line was shown in
Fig. 8.6. Each phase bit consists of two lengths of line that provide the differential phase shift,
and two single-pole, double-throw switches utilizing four diodes.

The hybrid-coupled phase bit, as shown in Fig. 8.7, uses a 3-dB hybrid junction with
balanced reflecting terminations connected to the coupled arms. Two switches (diodes) control
the phase change. The 3-dB hybrid has the property that a signal input at port 1 is divided
equally in power between ports 2 and 3. No energy appears at port 4. The diodes act to either
pass or reflect the signals. When the impedance of the diodes is such as to pass the signals,
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1 S I I O ~ I  c~rcuits Figure 8.7 Hybrid-coupled phase bit. 

tile sign:ils will be reflected by the short circuits located farther down the transmission lines. 
'I'llc sigrlals at ports 2 and 3, after reflection from either tlie diode switches or tlie s1101.t 
circuits. corrlbine at port 4. None of the reflected energy appears at port 1. The difference in 
patti lerigtll with ttte diode switches open and closed is 61. The two-way path dl is chosen to 
corresporid to the desired increment of digitized phase shift. An N-bit phase shifter can be 
obtained by cascading N such hybrids. 

The loaded-line phase shifter, Fig. 8.8, consists of a transmission line periodically loaded 
with spaced, switched impedances, or susceptances. Diodes are used to switch between the two 
states of susceptarlce. The spacing between diodes is approximately one-quarter wavelength at 
the operating frequency. Adjacent quarter-wavelength-spaced loading-susceptances are equal 
and take either of two values. I f  the magnitude of the normalized susceptance is small, the 
reflection from any pair of symmetrical susceptances can be made to cancel so  that matched 
transrnissiorl will result for either of the two susceptance conditions. Each pair of diodes 
spaced a quarter-wavelength apart produces an increment of the desired phase. The number of 
pairs that are cascaded determines the value of the transmission phase shift. T o  achieve 
tligh-power capacity, many such sections with small phase increments can be used so that 
there are many diodes' to share the power. The ability to  operate with high power is the 
advantage clairned for this type of diode phase shifter. If the largest practical phase shift per 
diode pair is 1/16, or  22.5", 32 diodes are required to shift the phase 360". 

1'he hybrid-coupled phase shifter generally has less loss than the other two, and uses the 
Icast rluttihcr of diodcs. I t  call \,c rnade to operate over a wide band. The switched-line pllase 
shifter uses rriore diodes than the other types and has an undesirable phase-frequency response 
which can k corrected at the expense of a higher insertion loss. This configuration is generally 
restricted to true-time-delay circuits and to low-power, miniaturized phase shifters where loss 
is not a rrlajor curlsideration. For a four-bit phase shifter, covering 360°, the minimum number 
of diodes needed in the periodically loaded line is 32, the switched line requires 16, and the 
hybrid-coupled circuit needs only 8. The theoretical peak power capability of the switched line 
is twice that of the hybrid-coupled circuit since voltage doubling is produced by the reflection 
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Figure 8.8 Periodically loaded-line phase shifter. 
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Figure 8.7 Hybrid-coupled phase bit.

the signals will be reflected by the short circuits located farther down the transmission lines.
The signals at ports 2 and 3, after reflection from either the diode switches or the short
circuits. combine at port 4. None of the reflected energy appears at port 1. The difference in
palh length with the diode switches open and closed is D./. The two-way path D./ is chosen 10

correspond to the desired increment of digitized phase shift. An N-bit phase shifter can be
obtained by cascading N such hybrids.

The loaded-line phase shifter, Fig. 8.8, consists of a transmission line periodically loaded
with spaced. switched impedances, or susceptances. Diodes are used to switch between the two
stales of susceptance. The spacing between diodes is approximately one-quarter wavelength at
the operating frequency. Adjacent quarter-wavelength-spaced loading-susceptances are equal
and lake either of two values. If the magnitude of the normalized susceptance is small, the
reflection from any pair of symmetrical susceptances can be made to cancel so that matched
transmission will result for either of the two susceptance conditions. Each pair of diodes
spaced a quarter-wavelength apart produces an increment of the desired phase. The number of
pairs that are cascaded determines the value of the transmission phase shift. To achieve
high-power capacity, many such sections with small phase increments can be used so that
there are many diodes' to share the power. The ability to operate with high power is the
advantage claimed for this type of diode phase shifter. If the largest practical phase shift per
diode pair is )/16, or 22.5°, 32 diodes are required to shift the phase 360°.

The hybrid-coupled phase shifter generally has less loss than the other two, and uses the
least number of diodes. It can be made to operate over a wide band. The switched-line phase
shifler uses more diodes than the other types and has an undesirable phase-frequency response
which can tre corrected at the expense of a higher insertion loss. This configuration is generally
restricted to true-time-delay circuits and to low-power, miniaturized phase shifters where loss
is not a major consideration. For a four-bit phase shifter, covering 360°, the minimum number
of diodes needed in the periodically loaded line is 32, the switched line requires 16, and the
hybrid-coupled circuit needs only 8. The theoretical peak power capability of the switched line
is twice that of the hybrid-coupled circuit since voltage doubling is produced by the reflection
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in the hybrid circuit. The switched-line phase shifter has the greatest insertion loss, but its loss 
does not vary with the amount of phase shift as i t  does in the other two types of circuits. 

Diode phase shifters have been built in practically all transmission line media, including 
waveguide, coax and stripline. Microstrip is useful for medium-power devices because of the 
ease of manufacture, circuit reproducibility and its reduced size, weight, and production costs. 
The diode chips may be mounted directly on the substrate without the parasitic reactances of 
the diode packages. A multiple-bit diode phase shifter need not be constructed with all of the 
same types of phase bits. The loaded-line circuit is often preferred for small phase increments 
because of its compact size. It is not as suitable for large phase steps because i t  is difficult to 
match in both states under this condition. For example, in one particular design of a four-bit 
microstrip X-band phase shifter, using a sapphire substrate, i t  proved expedient to use the 
loaded-line construction for the 22.5 and 45" bits, and to use the hybrid coupled circuit for the 
90 and 180" bits to obtain minimum insertion loss with reasonable bandwidtjl and power 
handling ~apabil i ty.~ '  The switching times of phase shifters utilizing PIN diodes can be as low 
as 50 ns. Typically, switching of the order of one microsecond is suitable for most applications. 

The PIN diode, Fig. 8.9, has been frequently used in high-power digital phase shifters. I t  
consists of a thin slice of high-resistivity intrinsic semiconductor material sandwiched between 
heavily doped low-resistivity P+ and N+ regions. The intrinsic region acts as a slightly lossy 
dielectric at microwave frequencies and the heavily doped regions are good conductors. 
When biased in the reverse (nonconducting) state, the PIN diode resembles a low-loss capaci- 
tor. I t  is essentially an insulator situated between two conductors and exhibits the paratlel- 
plate capacitance determined by the dielectric of the intrinsic region. At  microwaves, the 
small-signal equivalent circuit of the PIN diode may be represented as a series RC circuit with 
the capacitance determined by the area, thickness, and dielectric constant of the intrinsic 
region. The capacitance is independent of the reverse-bias voltage. The series resistance is 
determined by the resistivity and geometry of the metallic-like P and N regions. In the 
forward-bias (conducting) state, when appreciable current is passed, the injection of holes and 
electrons from the P and N regions respectively, creates an electron-hole plasma in what was 
formerly the dielectric region. The slightly lossy dielectric is changed to a fairly good condlic- 
tor with the application of forward bias. The capacitive component of the circuit disappears 
and the equivalent circuit becomes a small resistance which decreases in value with increasing 
forward current. The resistance can vary from thousands of ohms at zero bias to a fraction of 
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in the hybrid circuit. The switched-line phase shifter has the greatest insertion loss, but its loss
does not vary with the amount of phase shift as it does in the other two types of circuits.

Diode phase shifters have been built in practically all transmission line media, including
waveguide, coax and strip line. Microstrip is useful for medium-power devices because of the
ease of manufacture, circuit reproducibility and its reduced size, weight, and production costs.
The diode chips may be mounted directly on the substrate without the parasitic reactances of
the diode packages. A multiple-bit diode phase shifter need not be constructed with all of the
same types of phase bits. The loaded-line circuit is often preferred for small phase increments
because of its compact size. It is not as suitable for large phase steps because it is difficult to
match in both states under this condition. For example, in one particular design of a four-bit
microstrip X-band phase shifter, using a sapphire substrate, it proved expedient to use the
loaded-line construction for the 22.5 and 45 0 bits, and to use the hybrid coupled circuit for the
90 and 1800 bits to obtain minimum insertion loss with reasonable bandwid~p and power
handling capability.21 The switching times of phase shifters utilizing PI N diodes can be as low
as 50 ns. Typically, switching of the order of one microsecond is suitable for most applications.

The PIN diode, Fig. 8.9, has been frequently used in high-power digital phase shifters. It
consists of a thin slice of high-resistivity intrinsic semiconductor material sandwiched between
heavily doped low-resistivity P+ and N+ regions. The intrinsic region acts as a slightly lossy
dielectric at microwave frequencies and the heavily doped regions are good conductors.
When biased in the reverse (nonconducting) state, the PIN diode resembles a low-loss capaci­
tor. It is essentially an insulator situated between two conductors and exhibits the parallel­
plate capacitance determined by the dielectric of the intrinsic region. At microwaves, the
small-signal equivalent circuit of the PIN diode may be represented as a series RC circuit with
the capacitance determined by the area, thickness, and dielectric constant of the intrinsic
region. The capacitance is independent of the reverse-bias voltage. The series resistance is
determined by the resistivity and geometry of the metallic-like P and N regions. In the
forward-bias (conducting) state, when appreciable current is passed, the injection of holes and
electrons from the P and N regions respectively, creates an electron-hole plasma in what was
formerly the dielectric region. The slightly lossy dielectric is changed to a fairly good conduc­
tor with the application of forward bias. The capacitive component of the circuit disappears
and the equivalent circuit becomes a small resistance which decreases in value with increasing
forward current. The resistance can vary from thousands of ohms at zero bias to a fraction of
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at1 ohm with tetis of triilliatnperes bias currerlt. 1-llus with forward bias the diode resembles a 
low-value resistor. I f  the diode is housed in a package, the parasitic elements introduced by the 
package degrade the switching action and influence the voltage breakdown and thermal 
characteristics. 

The variable capacitance senliconductor element, or  rlaracror diode, also can be used as 
the switch in a diode phase shifter. It is capable of very rapid switching, of the order of a 
nanosecond, but can handle only low power. Since the capacitance of a varactor varies with 
the applied negative bias voltage, it may be employed as an analog (continuously variable) 
phase shifter using either the loaded line or  the hybrid coupled configurations. Power levels 
are limited to a few nlilliwatts by the generation of harmonics and other nonlinear effects. 

Ferrimagnetic phase shifters. Aferrite is a magnetizable metal-oxide insulator which contains 
magnetic ions arranged to produce spontaneous magnetization while maintaining good dielec- 
tric proper tie^.^' - 2 9  In contrast to ferromagnetic metals, ferrites are insulators and have a high 
resistivity which allows electronlagtietic waves t o  penetrate the material so that the magnetic 
field component of the wave can interact with the magnetic moment of the ferrite. This 
iriteractior~ results in a change of the microwave permeability of the ferrite. The term ferrirttag- 
r~erisru was introduced to describe the novel magnetic properties of these materials that are 
now known as ferrites. 

Ferrites have been derived principally from two basic metal-oxide families: the ferrimag- 
netic spinels and the garnets. Both have been used for microwave phase shifters. A typical 
spinel ferrite is NiFe,O, . In addition to nickel, compositions of magnesium-manganese and 
lithiurn have been used. A common garnet is Y 3 F e 5 0 1 2 ,  yttrium iron garnet (YIG). The 
characteristics of materials suitable for microwave devices are given by Ince and Te~nrne .~ '  

The physics of propagation of electromagnetic energy in ferrites is not easy to  describe in 
simple The magnetic permeability of a ferrite is anisotropic (that is, it depends on the 
direction), and must be represented by a complex tensor rather than a scalar. For present 
purposes, i t  suffices to state that a change in the applied d-c magnetic field produces a change 
in the propagation properties because of a change in permeability, which results in a phase 
shift. 

A ferrite phase shifter is a two-port device that permits variation of the phase shift between 
input and output by changing the magnetic properties of the ferrite. They may be analog or 
digital with either reciprocal or nonreciprocal characteristics. Several types of ferrite phase 
shifters have been developed, but those that have been of interest in applications are the 
Reggia-Speficer, toroidal latching, flux drive, and dual-mode phase shifters. 

Reggia-Spencer phase shifter. This was one of the first ferrite phase shifters to be applied 
successfully to radar. It consists of a rod or  a bar of ferrimagnetic material located a t  the center 
o f  a section of waveguide. A solenoid is wound around the waveguide to provide a longitudinal 
magnetic field. A change in phase is obtained by a change of the applied magnetic field that 
results from a change of the current passing through the coil. This is called an  analog phase 
shifter since a continuous phase change is obtained as a function of the current through the 
solenoid. I t  is a reciprocal device in that the phase shift is the same for both directions of 
propagation. When it was introduced, the Reggia-Spencer phase shifter had a higher figure of 
rnerit (defined as the degrees of phase shift per dB  of loss) than previous analog ferrite phase 
shifters, and was more compact. Since the rod of ferrite is located a t  the center of the guide out 
of contact with the walls, there is no  means for dissipation of heat other than by radiation. This 
lack of a convenient thermal path to dissipate heat limits its power handling capability. 
However, in one d e ~ i g n , ~ ' - ~ *  the heat transfer problem was overcome by having the axially 
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an ohm with tens of milliamperes bias current. Thus with forward bias the diode resembles a
low-value resistor. If the diode is housed in a package, the parasitic elements introduced by the
package degrade the switching action and influence the voltage breakdown and thermal
characteristics.

The variable capacitance semiconductor element, or ('aractor diode, also can be used as
the switch in a diode phase shifter. It is capable of very rapid switching, of the order of a
nanosecond, but can handle only low power. Since the capacitance of a varactor varies with
the applied negative bias voltage, it may be employed as an analog (continuously variable)
phase shifter using either the loaded line or the hybrid coupled configurations. Power levels
are limited to a few milliwatts by the generation of harmonics and other nonlinear effects.

Ferrimagnetic phase shifters. A ferrite is a magnetizable metal-oxide insulator which contains
magnetic ions arranged to produce spontaneous magnetization while maintaining good dielec­
tric properties. 27 -29 In contrast to ferromagnetic metals, ferrites are insulators and have a high
resistivity which allows electromagnetic waves to penetrate the material so that the magnetic
field component of the wave can interact with the magnetic moment of the ferrite. This
in teract ion results in a change of the microwave permeability of the ferrite. The termJerrimag­
netism was introduced to describe the novel magnetic properties of these materials that are
now known as ferrites.

Ferrites have been derived principally from two basic metal-oxide families: the ferrimag­
netic spinels and the garnets. Both have been used for microwave phase shifters. A typical
spinel ferrite is NiFe204' In addition to nickel, compositions of magnesium-manganese and
lithium have been used. A common garnet is Y3FeSOI2' yttrium iron garnet (YIG). The
characteristics of materials suitable for microwave devices are given by Ince and Temme. 3o

The physics of propagation of electromagnetic energy in ferriles is not easy to describe in
si mple terms. 31 The magnetic permeability of a ferrite is anisotropic (that is, it depends on the
direction), and must be represented by a complex tensor rather than a scalar. For present
purposes, it suffices to state that a change in the applied doc magnetic field produces a change
in the propagation properties because of a change in permeability, which results in a phase
shift.

A ferrite phase shifter is a two-port device that permits variation of the phase shift between
input and output by changing the magnetic properties of the ferrite. They may be analog or
digital with either reciprocal or nonreciprocal characteristics. Several types of ferrite pha:;e
shifters have been developed, but those that have been of interest in applications are the
Reggia-Speftcer, toroidal latching, flux drive, and dual-mode phase shifters.

Re~gia-Spencer phase shifter. This was one of the first ferrite phase shifters to be applied
successfully to radar. It consists of a rod or a bar offerrimagnetic material located at the center
of a section of waveguide. A solenoid is wound around the waveguide to provide a longitudinal
magnetic field. A change in phase is obtained by a change of the applied magnetic field that
results from a change of the current passing through the coil. This is called an analog phase
shifter since a continuous phase change is obtained as a function of the current through the
solenoid. It is a reciprocal device in that the phase shift is the same for both directions of
propagation. When it was introduced, the Reggia-Spencer phase shifter had a higher figure of
merit (defined as the degrees of phase shift per dB ofloss) than previous analog ferrite phase
shifters, and was more compact. Since the rod of ferrite is located at the center of the guide out
of contact with the walls, there is no means for dissipation of heat other than by radiation. This
lack of a convenient thermal path to dissipate heat limits its power handling capability.
However, in one design,31.32 the heat transfer problem was overcome by having the axially
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located garnet bar directly cooled by a low-loss liquid dielectric that was allowed lo flow alotlg 
the surface of the garnet material. The flow was confined by completely encapsulating the 
garnet in a teflon jacket. Thus the cooling liquid was in direct contact with the garnet for 
efficient transfer of dissipated heat. Some of the highest power phase shifters have been 
obtained with this design. For example, a C-band phase shifter, operating over an 8 percent 
bandwidth was capable of handling 100 kW of  peak power at an average power of 600 W. The 
insertion loss was 0.9 d B  with a maximum VSWR of 1.25. However, i t  required 125 /rs to 
switch the phase. At a 300-Hz switching rate, 16 W of switching power was needed. The phase 
shifter was 2.4 by 2.1 by 8.2 inches in size and weighed less than 1.5 Ib. 

The relatively long time to switch the phase of the Reggia-Spencer phase shlfter from one 
value to another has limited its application. Switching times are measiired in hundreds of 
n~icroseconds rather than a few microseconds as is common with other microwave phase 
shifters. The long time is due to the large inductance of the solenoid and by th%v fact that the 
waveguide around which the solenoid is wrapped acts as a shorted turn. The resulting eddy 
currents generated by the shorted turn limit the speed with which the magnetic field can be 
changed. The shorted-turn effect may be minimized by a waveguide made of plastic which is 
coated with a thin copper plating. Sometimes a slit is cut in the side wall of the waveguide to 
reduce the eddy currents. Another factor that complicates operation is hysteresis which causcs 
the value of permeability to differ for increasing and decreasing current. T o  eliminate hyster- 
esis errors a current pulse must be applied to the phase shifter solenoid to drive the ferrite to 

(Drive wire) 

(b )  

Figure 8.10 (a) Single bit of a latching ferrite phase-shifter mounted in waveguide; ( h )  sketch of five-bit 
latching ferrite phase-shifter. (From Whicker and Jone.~,"~ corrrtrsy 1 EEE.)  
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located garnet bar directly cooled by a low-loss liquid dielectric that was allowed to flow along
the surface of the garnet material. The flow was confined by completely encapsulating the
garnet in a teflon jacket. Thus the cooling liquid was in direct contact with the garnet for
efficient transfer of dissipated heat. Some of the highest power phase shifters have been
obtained with this design. For example, a C-band phase shifter, operating over an S percent
bandwidth was capable of handling 100 kW of peak power at an average power of600 W. The
insertion loss was 0.9 dB with a maximum VSWR of 1.25. However, it required 125 JIS to
switch the phase. At a 300-Hz switching rate, 16 W of switching power was needed. The phase
shifter was 2.4 by 2.1 by 8.2 inches in size and weighed less than 1.5 lb.

The relatively long time to switch the phase of the Reggia-Spencer phase shifter from one
value to another has limited its application. Switching times are measured in hundreds of
microseconds rather than a few microseconds as is common with other microwave phase
shifters. The long time is due to the large inductance of the solenoid and by th.~ fact that the
waveguide around which the solenoid is wrapped acts as a shorted turn. The resulting eddy
currents generated by the shorted turn limit the speed with which the magnetic field can be
changed. The shorted-turn effect may be minimized by a waveguide made of plastic which is
coated with a thin copper plating. Sometimes a slit is cut in the side wall of the waveguide to
reduce the eddy currents. Another factor that complicates operation is hysteresis which causes
the value of permeability to differ for increasing and decreasing current. To eliminate hyster­
esis errors a current pulse must be applied to the phase shifter solenoid to drive the ferrite 10

Ferrite
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Dielectric Dielectric
matching spacers
transformer

Latching Ferrite
conductor toroid
(Drive wire)
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Figure 8.10 (a) Single bit of a latching ferrite phase-shifter mounted in waveguide; (b) skelch of five-bit
latching ferrite phase-shifter. (From Whicker and Jones, 156 courtesy 1EEE.)
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saturatiorl before a new value of phase shift can be applied. The phase shift of a ferrite device is 
especially sensitive to temperature. A change of 1°C might result in a 1" phase change. Hence, 
they usually must be operated in a temperature-controlled environment. Although the Reggia- 
Sperlcer phase stlifter tias beer1 successfully applied in operational radar and was one of the 
first practical pli:~se stlifters sl~itilble for radar, in its present form i t  has been largely superseded 
by other devices. 

1,atching ferrite phase ~hi f ters .~ ' ."  The use of a ferrite in the form of a toroid centered withill a 
waveguide as iri Fig. 8.10, results i l l  a phase sliifter with a fast switching time and with less 
drive power than required of a Reggia-Spencer device. Furthermore, i t  is not as temperature 
sensitive, and there is less of a problem caused by hysteresis in the ferrite. The toroid ferrite 
phase shifter. although not perfect by any means, has been in the past a popular choice for 
phased array application. 

Consider the hysteresis loop, or B-H curve, of Fig. 8.11. This is a plot of the magnetization 
(gauss) as a function of the applied magnetic field (oersted) for a toroid-shaped section of 
ferrirnagnetic material. The applied magnetic field is proportional to the current in the drive 
wire which can be considered a solenoid with one turn. When a sufficiently large current is 
passed through the drive wire threading the center of the toroid, the magnetization is driven to 
saturation. When the current is reduced to zero, there exists a remanent magnetization B,. I f  a 
current of opposite polarity is passed through the drive wire, the ferrite is saturated with the 
opposite polarity of rernanent magnetization. Thus a toroidal ferrite may take on two values of 
rnagneti7atior1, f B,, obtained by pulsing the drive wire with either a positive or negative 
current pulse. The difference in the two states of magnetization produces the differential phase 

Figure 8.1 1 Hysteresis loop, or B-H curve, of a ferrite toroid. 
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saturation before a new value of phase shift can be applied. The phase shift of a ferrite device is
especially sensitive to temperature. A change of IOC might result in a 1° phase change. Hence,
they usually must be operated in a temperature-controlled environment. Although the Reggia­
Spencer phase shifter has been successfully applied in operational radar and was one of the
first practical phase shifters suitable for rauar, in its present form it has been largely superseded
by other devices,

Latchin~ ferrite phase shifters,'''·.o The use of a ferrite in the form of a toroid centered within a
waveguide as in Fig. X.l0. results in a phase shifter with a fast switching time and with less
drive power than required of a Reggia-Spencer device. Furthermore, it is not as temperature
sensitive, and there is less of a problem caused by hysteresis in the ferrite. The toroid ferrite
phase shifter. although not perfect by any means, has been in the past a popular choice for
phased array application.

Consider the hysteresis loop, or B-H curve, of Fig. 8.11. This is a plot of the magnetization
(gauss) as a function of the applied magnetic field (oersted) for a toroid-shaped section of
ferrimagnetic material. The applied magnetic field is proportional to the current in the drive
wire which can be considered a solenoid with one turn. When a sufficiently large current is
passed through the drive wire threading the center of the toroid, the magnetization is driven to
saturation. When the current is reduced to zero. there exists a remanent magnetization B~.lfa

current of opposite polarity is passed through the drive wire, the ferrite is saturated with the
opposite polarity of remanent magnetization. Thus a toroidal ferrite may take on two values of
magnetization, ± B~, obtained by pulsing the drive wire with either a positive or negative
current pulse. The difference in the two states of magnetization produces the differential phase
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Figure 8.11 Hysteresis loop, or B-H curve. of a ferrite toroid.
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shift. This is called a Irrrc-l~itl!j plicrse slrjfier. T h i ~ s  a single, short-clurat ion cirrrent pulse sets the 
phase. Continuous application of drive power is not neecled as in  otllcr pllusc sllifters. A 
"square" hysteresis loop is desired for silch a phase shifter. The scluareiicss is ~ileitsure~l by tlie 
ratio of the remanent magnetization to the saturation magnetization, which with practical 
ferrite materials might typically be about 0.7. 

The amount of differential phase shift depends on the ferrite material and the length of the 
toroid. A digital latching phase shifter is obtaineci by placing in cascade a niirnber of separate 
toroids of varying length. The lengths of each toroid are selected to provide a differential phase 
shift of 180". 90". 45". 22.5". and so forth. depending on the number of bits reqi~ired. A separate 
pair of drive wires is used for each section of toroid. Impedance matching is providecl at the 
input and output toroids. By filling the center slot of the toroid with high dielectric-constant 
material a better figure of merit and lower switching power are obtained, but the peak power 
capability is decreased. The individual toroids are usually separated by thin ciielqctric spacers 
to avoid magnetic interaction (Fig. 8:IOh). The drive wire is oriented for minimum R F  
coupling. I t  is also important to have proper mechanical contact between the toroid and the 
waveguide wall since an air gap can give rise to the generation of higher-orcier rnodes that cirri 

result i l l  relatively large narrow-freqtrency-band, insertion-loss spikes. C'areful a ~ t e i ~ t i o n  rnilst 
be paid to eliminating these gaps without excessive mechanical pressure that could cause 
magnetostrict ion which changes the magnetic properties of the n~aterial, especially i f  garnets 
are used. This type of latching phase shifter is also called a r~3irr-sltr0 ror~itlt l l  pl~risc. .\lrj/icr since 
the n~a jo r  action is due to the two vertical branches of the toroids. The function of the 
horizontal branches is to complete the magnetic circuit. 

By introducing the applied magnetic field from within the waveguide via the single-turn 
drive wire. the shorted-turn efTect that limits the switching speed of 1111' Reggia-SPL'IICC~ PII;ISC 
shifter is eliminated. This permits switching times of the order of microsecollds. Wticreas 
hysteresis was a nuisance to be tolerated in the Reggia-Spencer device, the latching phase 
shifter takes advantage of the hysteresis loop to produce the two discrete values of phase shift 
without the need for continuoi~s drive power. 

The toroid phase shifter is tiotirc~ciproc.rr1 in that the phase shift depends on the direction o f  
propagation. In most applications this inconvenience is usually accepted in order to achieve 
the other advantages offered by the latching ferrite phase shifter. When used for both transmit 
and receive, the phase shift must be changed between the two modes of operation. With 
switchingspeeds of the order of microseconds, i t  is practical to reset the phase stlifters just after 
transmission in order to  receive. They are then reset just before transmitting the next pulse. 
The phase shift for proper operation when propagating in the reverse direction is obtained by 
simply reversing the polarity of the drive pulses. This reverses the direction of magnetization of 
the ferrite toroicl, which is eqiiiviilent to reversing Ihc direction of propi~gi~l io i~ .  Nc)11rcci1)roci~I 
phase shifters cannot be t~.cd in reflectarrays (Sec. 8.6). since the electromagnetic energy must 
travel in both directions. Their use is also not practical in short-range radar or with high-duty 
cycle wavefor~ns like those used in some pulse-doppler radars, since the switcltiiig h e t ~ c c ~ i  tile 
two states is too slow. 

The value of remanent magnetization is aflectect by temperature. Telnperati~rc clla~igcs 
may be due to  microwave dissipation in the ferrite as well as ambient-temperati~re variations. 
Some materials are more temperature-sensitive than others, but the material cannot always be 
selected on this basis alone. Garnets are generally more temperature-stable and can handle 
higher power than other ferrimagnetic materials. A reduction in temperature sensitivity can 
be obtained with a composite magnetic c i r ~ u i t ~ ~ , ~ '  in which the microwave ferrimagnetic 
material is internal to  the waveguide, but a temperature-insensitive, magnetic-flux-limiting 
ferrimagnetic material is external to the waveguide. The latter limits and maintains the mag- 
netic flux, and hence the phase shift, at an almost constant level over the stabilization range. 
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shift. This is called a la/chillY pl/lls£> shift£>/". Thus a single, short-duration current pulse sets the
phase. Continuous application of drive power is not needed as in other phase shifters. A
., square" hysteresis loop is desired for such a phase shifter. The squareness is measured hy the
ratio of the remanent magnetization to the saturation magnetization, which with practical
ferrite materials might typically be about 0.7.

The amount of differential phase shift depends on the ferrite material and the length of the
toroid. A digital latching phase shifter is obtained by placing in cascade a nuinber of separate
toroids of varying length. The lengths of each toroid are selected to provide a differential phase
shift of Igoo, 90°, 45°, 22.5°, and so forth, depending on the number of bit" required. A separate
pair of drive wires is used for each section of toroid. Impedance matching is provided at the
input and output toroids. By filling the center slot of the toroid with high dielectric-constant
material a better figure of merit and lower switching power are obtained, but the peak power
capability is decreased. The individualtoroids are usually separated by thin diet~ctric spacers
to avoid magnetic interaction (Fig. 8:IOh). The drive wire is oriented for minimum RF
coupling. It is also important to have proper mechanical contact hetween the toroid and the
waveguide wall since an air gap can give rise to the generation of higher-order modes that can
result in relatively large narrow-frequency-band, insertion-loss spikes. ('urdul attention musl
be paid to eliminating these gaps without excessive mechanical pressure Ihat could cause
magnetostriction which changes the magnetic properties of the material, especially if garnets
are used. This type of latching phase shifter is also called a /will-sla" /owit/all'hasL' shifier since
the major action is due to the two vertical branches of the toroids. The function of the
horizontal branches is to complete the magnetic circuit.

By introducing the applied magnetic field from within the waveguide via the single-turn
drive wire. the shorted-turn effect that limits the switching speed of the Reggia-Spenca phase
shifter is eliminated. This permits switching times of the order of microseconds. Whereas
hysteresis was a nuisance to be tolerated in the Reggia-Spencer device, the latching phase
shifter takes advantage of the hysteresis loop to produce the two discrete values of phase shift
without the need for continuous drive power.

The toroid phase shifter is lIollreciprocal in that the phase shift depends on the direction of
propagation. In most applications this inconvenience is usually accepted in order to achieve
the other advantages offered by the latching ferrite phase shifter. When used for both transmit
and receive, the phase shift must be changed between the two modes of operation. With
switching speeds of the order of microseconds, it is practical to reset the phase shifters just after
transmission in order to receive. They are then reset just before transmitting the next pulse.
The phase shift for proper operation when propagating in the reverse direction is obtained by
simply reversing the polarity of the drive pulses. This reverses the direction of magnetization of
the fcrrite toroid, which is equivalent to reversing the dircction ofpropagalion. NOIlrl:ciprocal
phase shifters cannot be ll-;~d in reflectarrays (Sec. g.6), since the electromagnetic energy ll1ust
travel in both directions. Their use is also not practical in short-range radar or with high-duty
cycle waveforms like those used in some pulse-doppler radars, sincc the switching hetwecn the
two states is too slow.

The value of remanent magnetization is affected by temperature. Tempcrature changes
may be due to microwave dissipation in the ferrite as well as ambient-temperature variations.
Some materials are more temperature-sensitive than others, but the material cannot always be
selected on this basis alone. Garnets are generally more temperature-stable and can handle
higher power than other ferrimagnetic materials. A reduction in temperature sensitivity can
be obtained with a composite magnetic circuit 3o

.
31 in which the microwave ferrimagnetic

material is internal to the waveguide, but a temperature-insensitive, magnetic-flux-limiting
ferrimagnetic material is external to the waveguide. The latter limits and maintains the mag­
netic flux, and hence the phase shift, at an almost constant level over the stabilization range.
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Flux driveJ4 The toroid, or twin-slab. ferrite phase shifter may be operated in an analog 
fasliiori t ~ y  varying tlic crirrcnt of tlic drive pulse so as to provide different values of remanerit 
rnagneti;l.atio~i. .l'liis is called ,fltr.u dr.ir-c~. I t  lias the further advantage of having reduced 
temperature sensitivity. Instead of using a number of individual toroids of different lengths in 
cascade. a single long section o f  toroid is used that is capable of providing the total differential 
phase shift of 360". The required digital phase increment is obtained by operating on a minor 
hysteresis loop. :is ill Fig. 8.12. I f  R,(I), for example, were the rernanent magnetization needed 
to produce a phase change of I 80" relative to the rernanent magnetization - B, ,  the aniplitude 
and ~vidth of the driving pulse would be selected so as to rise up to point 1 on the hysteresis 
curve. When the current pulse decays to zero, the magnetization falls back to the remanent 
valtre /?,(I)  along tlie indicated curve. The difference in phase between - B,(l) and the value 
! I , (  I )  tlctcr~iii~ics tlic pliasc iticreriient. Witli :I different value of current pulse, a different value 
of rclii:ilictit 1ii;igrieti7.:ttio1i car1 be obtained and therefore a different phase shift. In this 
tri:iliricr. t l ~ e  ferrite toroici is basically ari analog device that can provide any phase increment. 
I t  acts as a digital pllase sliifter i f  the drive currents are digital. A digital-to-analog conversion 
is rcrlrlircd to transliite the digital control-signal generated by the array computer to a form 
that car1 set tlic I1u.u-drive pliase sliifter. *I'lic lengtli of the toroid is generally 111ade 15 to 20 
percent greater thari normal to allow for some shrinkage of the total available increment of 
rnagtietizatio~i due to telnperature changes. Analysis shows that when the drive output irn- 
pedance is srnall, the effect of temperature-caused variations in the increment of magnetization 
will l>c s111:1Il. 

Ilual-niode ferrite phase shifters, There are sorne applications which require a reciprocal pliase 
sliifter. Ac t~leritioned previously the Reggia-Spencer phase shifter is reciprocal but has limita- 
tions such as slow switching speed. ternperattlre sensitivity, and a not particularly good figure 

Figure 8.12 Hysteresis loop showing the 
principle of flux drive. where a single 
ferrite toroid is excited by discrete 
current pulses to produce digital phase- 
shift increments from what is basically 
an  analog device. 

IIII' I'I.ITIRON1CAI.IY SIITRH) I'IIASI'D ARRAY ANTI'NNA IN RADAR 295

Flux drin>. .'4 The toroid. or twin-slab, ferritc phase shifter may be Gperated in an analog
fashion by varying thc currcnt of the drive pulse so as to provide different values of remanent
magnetization. This is called (l/lx dril'(,. It has the further advantage of having rcduced
temperature sensitivity. Insfead of using a number of individual toroids of different lengths in
cascade. a single long section of toroid is used that is capable of providing the total differential
phase shift of 360°. The required digital phase increment is obtained by operating on a minor
hysteresis loop. as in Fig. R.12. If Br ( I). for example, were the remancnt magnetization needed
to produce a phase changc of 180 0 relative to the remanent magnetization - Br , the amplitude
and \.... idth of the driving pulse would be selected so as to rise up to point I on the hysteresis
curve. When the current pulse decays to zero, the magnetization falls back to the remanent
value Br ( I) along the indicated curve. The difference in phase between - Br ( I) and the value
nr ( I) determines the phase incrcment. With a diffcrcnt value of currcnt pulse, a different valuc
of rcma nen t magnet iza tion can bc obta ined and therefore a d ifferen t phase sh ift. In this
manncr. the ferrite toroid is hasically an analog device that can provide any phase increment.
It aels as a digital phase shifter if thc drive currents are digital. A digital-to-analog conversion
is required to translate thc digital control-signal generated by the array computer to a form
that can set the nux-drive phase shifter. The length of the toroid is gencrally madc 15 to 20
pcrcent greater than normal to allow for some shrinkage of the total available increment of
magnetization due to tcmperature changes. Analysis shows that when the drive output im­
pedancc is small, the efTect of temperature-caused variations in the increment of magnetization
will be small.

Dual-mode ferrite phase shifters. There are some applications which require a reciprocal phase
shifter. As mentioned previously the Rcggia-Spencer phase shifter is reciprocal but has limita­
tiollssuch as slow switching speed. temperature sensitivity, and a not particularly good figurc
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Figure 8.12 Hysteresis loop showing the
principle of flux drive. where a single
ferrite toroid is excited by discrete
current pulses to produce digital phase­
shift increments from what is basically
an analog device.
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of merit. A more suitable reciprocal device that overcomes the limitations of previous recipro- 
cal ferrite phase shifters in the dual-n~ode phase shifter based on the principle of the Faraday 
rOtor.2s.33.3s-37 It is competitive with the toroid phase shifter, especially at the higher niicro- 

wave frequencies. d 

In the dual-mode phase shifter the linearly polarized signal in rectangular waveguide at 
the left-hand port in Fig. 8.13 is converted to circi~lar polarization by a nonreciprocal circt~lar 
polarizer (a ferrite quarter-wave plate). In the Faraday rotator portion, the applied longitu- 
dinal magnetic field rotates the circular polarization, imparting the desired phase shift. The 
circular polarization is converted to linear by a second nonreciprocal polarizer. A signal 
incident from the right is converted to circular polarization of the opposite sense by the 
nonreciprocal quarter-wave plate. However, since both the sense of polarization and 
the direction of propagation are reversed, the phase shift for a signal traveling from right to  left 
is the same as that from left to  right. The ferrite rod of the Faraday rotator is rnetallizeci to  
form a fully loaded waveguide and is accessible for heat sinking. The magnetic circuit is 
completed externally with a temperature-stable ferrite yoke. Flux drive is generally used to 
control the remanent magnetization. 

Thedual-mode phase shifter is of  light weight and is capable of high average power. I t  also 
has a good figure ofmerit. Its chief limitation relative to the nonreciprocal toroid phase shifter is 
its longer switching time, being of the order of 10 to 20 i t s .  The switching speed is limited by the 
shorted-turn effect of the thin metallic filni covering the ferrite roc!. 

Other ferrite phase shifters. There have been other kincis of ferrite phase shiftcrs tlevelopetl 
over the years based on different principles or on variations of those describctl above. 1 
Althoilgh the above phase shifters were discussed primarily as waveguide devices, some of 
tllern may he implenientect in coax, helical line, i~ncl stripline." 

The ferrite Faraday rotator, which was mentioned above as being a part of the dual-mode 
phase shifter, also has been applied as an electronic phase ~ h i f t e r . ~ ~ . ~ '  I t  is the equivalent of the 
mechanical Fox phase shiftere3' Other examples of phase shifters are a helical slow-wave 
structure either surrounded by or surrounding a ferrite t ~ r o i d , ~ ~ . ~ '  a transversely magnetized 
slab of ferrite in rectangular ~ a v e g u i d e , ~ ~ . ~ ~  a bucking rotator phase s l ~ i f t e r , ~ ~  circular polari- 
zation between quarter-wave plates,44 a reciprocal, polarization-insensitive phase shifter for 
reflect array^,^^ wideband phase ~hi f te rs , "~  and phase shifters that operate at UHF." Ferrites 
have also been used in continuous aperture scanning where a phase change is provided across 
an aperture without subdividing it  into separate elements. In one experimental design," ten 
discrete phase-shifter elements were replaced with a single ferrite-loaded aperture whose 
properties were externally controlled t o  scan the beam radiated by a five-wavelength, X-band 
antenna. 

Other electronic phase shifters. In addition to the ferrite and diode devices, there have been 
other techniques suggested for electronically varying the phase shift. The traveling-wave tube 
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of merit. A more suitable reciprocal device that overcomes the limitations of previous recipro­
cal ferrite phase shifters in the dllal-mode phase shifter based on the principle of the Faraday
rotor.25.33.35-37 It is competitive with the toroid phase shifter, especially at the higher micro-
wave frequencies. ,~

In the dual-mode phase shifter the linearly polarized signal in rectangular waveguide at
the left-hand port in Fig. 8.13 is converted to circular polarization by a nonreciprocal circular
polarizer (a ferrite quarter-wave plate). In the Faraday rotator portion, the applied longitu­
dinal magnetic field rotates the circular polarization, imparting the desired phase shift. The
circular polarization is converted to linear by a second nonreciprocal polarizer. A signal
incident from the right is converted to circular polarization of the opposite sense by the
nonreciprocal quarter-wave plate. However, since both the sense of polarization and
the direction of propagation are reversed, the phase shift for a signal traveling from right to left
is the same as that from left to right. The ferrite rod of the Faraday rotator is metallized to
form a fully loaded waveguide and is accessible for heat sinking. The magnetic circuit is
completed externally with a temperature-stable ferrite yoke. Flux drive is generally used to
control the remanent magnetization.

Thedual-mode phase shifter is of light weight and is capable of high average powa. It also
has a good figure of merit. Its chief limitation relative to the nonreciprocal toroid phase shifter is
its longer switching time, being of the order of IO to 20 liS. The switching speed is limited by the
shorted-turn effect of the thin metallic film covering the ferrite rod.

Other ferrite phase shifters. There have been other kinds of ferrite phase shifters dcvelopt.:d
over the years based on different principles or on variations of those descriht.:d ahove.
Although the above phase shifters were discussed primarily as waveguidc devices, somc of
thcm may he implemented in coax, helical line, and striplinc. JJ

The ferrite Faraday rotator, which was mentioned above as being a part of the dual-modc
phase shifter, also has been applied as an electronic phase shifter.33 .3M It is the equivalent of the
mechanical Fox phase shifter. 39 Other examples of phase shifters are a helical slow-wave
structure either surrounded by or surrounding a ferrite toroid,40.41 a transversely magnetized
slah of ferrite in rectangular waveguide,42.43 a bucking rotator phase shifter,"" circular polari­
zation between quarter-wave plates,44 a reciprocal, polarization-insensitive phase shifter for
reftectarrays,45 wideband phase shifters,46 and phase shifters that operate at UHF:n Ferritcs
have also been used in continuous aperture scanning where a phase change is provided across
an aperture without subdividing it into separate elements. In one experimental design,4M ten
discrete phase-shifter elements were replaced with a single ferrite-loaded aperture whose
properties were externally controlled to scan the beam radiated by a five-wavelength, X-band
antenna.

Other electronic phase shifters. In addition to the ferrite and diode devices, there have been
other techniques suggested for electronically varying the phase shift. The traveling-wave tube



1111: 1:1 F<'l RONl( 'Al  I Y ST1:I:RFI) Pf1ASED A R R A Y  A N T E N N A  IN R A D A R  297 

cat1 provitle a fast. elcctroriicnlly co~itrollecl pliase shift by variation of tlie lielix voltage.50 The 
phase shift is large enough to allow several taps on a single tube to control the phase of several 
antenria elerncnts s i r ~ ~ ~ ~ l t a r ~ e o i r s l y . ~ '  Gaseous discharge, or  plasma, phase shifters are based on 
the variation o f  the dielectric constant of the gaseous trlediurn as a function of the number of 
free electrons, which depends on the current through the d e ~ i c e . ~ '  53  Although they can 
liandle about I k W of power and cat1 be adapted to a wide range of frequencies, i t  is difficult to 
obtain stable operating characteristics with long life in sealed-off tubes. The switching proper- 
ties of a ferrite circulator can also be used for constructing a digitally switched, nonreciprocal 
pliase ~ l i i f t e r . ' ~  I t  is not often used, however, because of its higher loss, lower peak power, and 
liigtier cost as compared with digitally switched diode phase shifters. Ferroelectric phase 
shifters. in which the dielectric of a ferroelectric material is a function of the applied electric 
field. are also possible.49 They seem better suited for VHF and U H F  than for higher frequencies. 

F~lectroniechanical phase-shifting devices. I n  addition to electronic phase shifters, electronie- 
clianical devices for changing phase have been used in pliased-array radars, especially in the 
early models. Although electroniechanical shifters are not now widely used, they are described 
here to illustrate the variety of devices that might be employed in array antennas. 

One of the earliest and simplest forms of electromechanical phase shifters is a transmis- 
sion line whose length is varied n~echanically, as with a telescopic section. This is called a litle 
.$rretclrcr. The telescoping section might be in the form of a " U", and the length of the line 
changed in a manlier siniilar to that of a slide trombone. The line stretcher is often imple- 
niented it1 coaxial line. A tnecliatiical line stretcher that gives niore phase shift for a given 
arnoitnt of motion that1 a conventional line stretcher is the helical-line phase shifter due to 
Stark.5'." The phase velocity on the helical transmission line is considerably less than tlie 
velocity of light. For this reason a given mechanical motion produces more phase change than 
would a line stretcher in conventional transmission line. Thus a shorter phase shifter can be 
had. which is especially advantageous at V H F  or U H F  frequencies. The reduction in length is 
essentially equal to the wind-up factor of the helix, which is the ratio of the circumference to 
the pitch. Wind-up factors niay range from 10 to  20 in practical designs. 

Both the coax and the helical line-stretchers are not well suited for the higher microwave 
frequencies. A waveguide device, suitable for the higher frequencies, that is analogous to the 
line stretcher is the hybrid junction such as the magic T, short-slot hybrid coupler (sometimes 
called the short-slot trombone phase shifter), o r  the equivalent in s t r i ~ l i n e . ~ '  A change in line 
length, with a corresponding change in phase, is obtained in the magic T with adjustable short 
circuits in thk' collinear The use of adjustable short circuits in the short-slot - hybrid is 
somewhat more convenient to configure mechanically. 

Another electro~neclianical phase shifter which has been used in array radar is the 
rotatitig-arm nieclianical phase s I i i ~ t e r . " . ~ ~ + ~ ~  I t  consists of a number of concentric transmis- 
siori lilies. E;icli line is a tliree-sided squiire trough with an insulated conductor passing down 
the middle. A moving arrrl makes contact with each circular assembly. The arms are rotated to  
prodilce a cotitiriuous arid utiiforni variation of phase across the elements of the array. Wlien 
the phase at one end of tlie concentric line is increasing, the phase at the other end is 
decreasing. Hence one line car1 supply the necessary phase variation to two elements, one on 
either side of array center. A total of  N / 2  concentric rings are required for a linear array of 
N i- I elements. 

There are several methods for generating phase shift that utilize the properties of circular 
polarization. One  of  the first devices to employ circularly polarized waves propagating in 
round waveguide was tlie Fox pliase sl~ifter. '~ This rotary-waveguide phase shifter was applied 
in World War I 1  by the Bell Telephone Laboratories in the FH MUSA, or  Mk 8, scanning 
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can provide a fast. electronically conlrolled phase shift by variation of the helix vollage. 5o The
phase shift is large enough to allow several taps on a single tube to control the phase of several
<lnlenna clements simultancously. 51 Gaseous discharge. or plasma. phase shifters are based on
the variation of the dielcctric constant of the gaseous medium as a function of the number of
free electrons, which depends on the current through the device. 5l 53 Although they can
handle about I k W of power and can be adapted to a wide range offrequcncies. it is difficult to
obtain stable operating characteristics with long life in sealed-off tubes. The switching proper­
ties of a ferrite circulator can also be used for constructing a digitally switched, nonreciprocal
phase shifter. 54 It is not often used, however, because of its higher loss, lower peak power, and
higher cost as compared with digitally switched diode phase shifters. Ferroelectric phase
shifters. in which the dielectric of a ferroelectric material is a function of the applied electric
field. are also possihle. 49 They seem better suited for VHF and UHF than for higher frequencies.

Electromechanical phase-shifting delices. In addition to electronic phase shifters, electrome­
chanical devices for changing phase have been used in phased-array radars, especially in thc
early models. Although electromechanical shifters are not now widely used, they are described
here to illustrate the variety of devices that might be employed in array antennas.

Onc of the earliest and simplest forms of electromechanical phase shifters is a transmis­
sion line whose length is varied mechanically, as with a telescopic section. This is called a line
stretcher. The telescoping section might be in the form of a "U ", and the length of the line
changed in a manner similar to that of a slide trombone. The line stretcher is often imple­
mcnted in coaxial line. A mcchanical line stretcher that gives more phase shift for a given
amount of motion than a conventional line stretcher is the helical-line phase shifter due to
Stark.SU5 The phase velocity on the helical transmission line is considerably less than the
velocity of light. For this reason a given mechanical motion produces more phase change than
would a line stretcher in conventional transmission line. Thus a shorter phase shifter can be
had. which is especially advantageous at VHF or UHF frequencies. The reduction in length is
essentially equal to the wind-up factor of the helix, which is the ratio of the circumference to
the pitch. Wind-up factors may range from 10 to 20 in practical designs.

Both the coax and the helical line-stretchers are not well suited for the higher microwave
frequencies. A waveguide device, suitable for the higher frequencies, that is analogous to the
line stretcher is the hybrid junction such as the magic T, short-slot hybrid coupler (sometimes
ca lied the short-slot trombone phase shifter), or the equivalent in stripline. 51 A change in line
length, with a corresponding change in phase, is obtained in the magic T with adjustable short
circuits in the' collinear arms. S6 The use of adjustable short circuits in the short~lot hybrid is
somewhat more convenient to configure mechanically.

Another electromechanical phase shifter which has been used in array radar is the
rotating-arm mechanical phase shifter. I 1.5 7.58 It consists of a number of concentric transmis­
sion lines. Each line is a three-sided square trough with an insulated conductor passing down
the middle. A moving arm makes contact with each circular assembly. The arms are rotated to
produce a continuous and uniform variation of phase across the elements of the array. When
the phase at one end of the concentric line is increasing, the phase at the other end is
decreasing. Hence one line can supply the necessary phase variation to two elements, one on
either side of array center. A total of NI2 concentric rings are required for a linear array of
N + 1 elements.

There are several methods for generating phase shift that utilize the properties of circular
polarization. One or the first devices to employ circularly polarized waves propagating in
round waveguide was the Fox phase shifter. 39 This rotary-waveguide phase shifter was applied
in World War II by the Bell Telephone Laboratories in the FH MUSA, or Mk 8, scanning



radar.4.59 This was the first US radar to use a phased-array antenna with phase shifters to  steer 
the beam. The 42-element S-band array scanned a + 9 degree sector at  a rate of 10 per second. 
Related devices that obtain phase change by relative rotation of crossed dipoles in a circular 
guide or cavity are described by Kummer.'' 

A different form of mechanical beam steering is used in an array with spiral antenna 
 element^.^^.^' The linearly polarized beam radiated by a flat, two-dimensional array of spirals 
may be scanned by rotating the individual spiral antenna elements. One  degree of mechanical 
rotation corresponds to a phase change of one electrical degree. No additional phase-shifting 
devices are required. An array of spiral elements makes a simple scanning antenna. It is 
primarily useful in those applications where a broadband element is required and the power is 
not too high. The entire assembly, including the spiral radiators and feed networks, but 
possibly excluding the rotary joint, can be manufactured with printed circuit techniques. 
Helical radiating elements have also been used in arrays to  obtain phase shift$ by rotat ion of 
the elements.62 

A change in phase in the waveguide transmission may be obtained by mechanically 
changing the dimensions of the g ~ i d e . ~ ' . ~ ~  One  such device that has been applied to  practical 
radars is the Eagle scanner, or delta-a scanner. The latter term is descriptive of the fact that the 
velocity of propagation, and therefore the phase, of a signal propagated through a waveguide 
depends on the width of the guide, or its "a"  dimension. This phase shifting technique has 
been used for GCA (ground control approach) radars to mechanically scan fan beams in 
azimuth and elevation. 

Mechanically actuated phase shifters are, of course, not capable of being actuated as 
rapidly as electronic devices, nor are they as flexible in being able to select any random value of 
phase. It is possible, however, with several electromechanical devices to  scan a beam over its 
coverage at rates as fast as 10 times per second (0.1 s switching time), which is sufficiently rapid 
for many applications. 

A change in frequency of an electromagnetic signal propagating along a transmission line 
produces a change in phase, as was indicated by Eq. (8.15). This provides a relatively simple 
means for obtaining electronic phase shift. Although parallel feeding of a frequency-scan array 
is possible, it is usually simpler to employ series feeding, as in Fig. 8.14. Since the attenuation 
in the transmission line connecting adjacent elements is small compared with that of conven- 
tional phase shifters, the series-fed arrangement can be used in frequency-scan arrays without 
excessive loss. 

Direction of 

h/mQin 
Radiating elements 

Input 

Terminot ion 

Figure 8 14 Series-fed, frequency-scan linear array. 
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radar.4
.
59 This was the first US radar to use a phased-array antenna with phase shifters to steer

the beam. The 42-element S-band array scanned a ±9 degree sector at a rate of 10 per second.
Related devices that obtain phase change by relative rotation of crossed dipoles in a circular
guide or cavity are described by Kummer. 51

A different form of mechanical beam steering is used in an array with spiral antenna
elements. 60

.
61 The linearly polarized beam radiated by a flat, two-dimensional array of spirals

may be scanned by rotating the individual spiral antenna elements. One degree of mechanical
rotation corresponds to a phase change of one electrical degree. No additional phase-shifting
devices are required. An array of spiral elements makes a simple scanning antenna. It is
primarily wieful in those applications where a broadband element is required and the power is
not too high. The entire assembly, including the spiral radiators and feed networks, but
possibly excluding the rotary joint, can be manufactured with printed circuit techniques.
Helical radiating elements have also been used in arrays to obtain phase shift~ by rotation of
the elements.62

A change in phase in the waveguide transmission may be obtained by mechanically
changing the dimensions of the guide. 2o

,59 One such device that has been applied to practical
radars is the Eagle scanner, or delta-a scanner. The latter term is descriptive of the fact that the
velocity of propagation, and therefore the phase, of a signal propagated through a waveguide
depends on the width of the guide, or its" a" dimension. This phase shifting technique has
been used for GCA (ground control approach) radars to mechanically scan fan beams in
azimuth and elevation.

Mechanically actuated phase shifters are, of course, not capable of being actuated as
rapidly as electronic devices, nor are they as flexible in being able to select any random value of
phase. It is possible, however, with several electromechanical devices to scan a beam over its
coverage at rates as fast as 10 times per second (0.1 s switching time), which is sufficiently rapid
for many applications.

\,,~~FREQUENCY-SCANARRAYS63
-

65

A change in frequency of an electromagnetic signal propagating along a transmission line
produces a change in phase, as was indicated by Eq. (8.15). This provides a relatively simple
means for obtaining electronic phase shift. Although parallel feeding of a frequency-scan array
is possible, it is usually simpler to employ series feeding, as in Fig. 8.14. Since the attenuation
in the transmission line connecting adjacent elements is small compared with that of conven­
tional phase shifters, the series-fed arrangement can be used in frequency-scan arrays without
excessive loss.

Input

Snoke feed/

elements

Figure 8.14 Series-fed, frequency-scan linear array.



The phase difference between two adjacent elements in the series fed arra) of Fig. 8.14 is 

where f = frequency of the electromagnetic signal 
1 = length of line connecting adjacent elements (generally greater than the distance 

between elenients) 
1 %  - vclocity of propng;~tioti it1 the transnlissiot~ line 
R = wavelengtli 

For coriveriience of analysis, the velocity of  propagation is taken to be equal to c, the velocity 
of light. Ttiis is applicable to coaxial lines or similar structures which propagate the T E M  mode. 

I f  [tie bean1 is to point in a direction 00 ,  the phase difference between elements should be 
2n(tl/A) sin O O .  in a frequency-scan array it is usually necessary t o  add an integral numbe~of- 
277 radians of relative phase difference. This permits a given scan angle to be obtained with a 
smaller frequency change. Denote by the integer rrt the nugber  of 21c radians added. By equating 
this ptiase difference to the phase shift obtained from a line of length I ,  as given by Eq. (8.16), 
we have 

277(1l/A) sin U0 + 2nrr1 = 21cl/A ( 8 . 1 7 ~ )  

When the beam points broadside, (00 = 0), Eq. (8.176) yields m = [/Ao, where A, is defined as 
the wavelength corresponding to the beam position at broadside. The corresponding 
frequency is denoted f o ,  and the direction of beam pointing becomes 

If the beam is steered over the limits + 0, the wavelength excursion AA is given by 

1 AA 
sin 8, = 

2d A. 

Thus there is a tradeoff between the wavelength excursion and the length of line connecting the 
elements. Figure 8.15 is a plot of the beam direction as a function of the frequency for various 
values of thef'wrap-up fador  Ud, as given by Eq. (8.18). Note that the beam position is not 
symnletrical with frequency. T o  scan the beam +45" about broadside requires a bandwidth of 
almost 30 percent with a wrap-up factor of 5, and 7 percent for a wrap-up factor of 20. 
(Percentage bandwidth = 100 Afg0 .) 

A frequency-scan radar requires a considerable portion of the available band of a radarJo 
\ - 

be devoted to beam steering. Although this is a simple method of electronic steering, it does 
not usually allow the frequency band to be used for other purposes, such as for high range- 
resolution or  for frequency agility. \ \ 

I f  too short a pulse (too wide a signal bandwidth) is used in the frequency-scan array, the 
pattern will be distorted. There are  two equivalent methods for viewing this limitation. From 
the frequency domain point of view, each spectral component of frequency corresponds to a 
different pointing direction. I f  the signal contains widely spaced frequency components the 
beam will be spread over a considerable angular region rather than confined t o  a beamwidth 
as determined from diffraction theory. Alternatively, from the time delay point of view, a 
narrow pulse impressed at the input of  the series-fed array of Fig. 8.14, requires a finite time t o  
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The phase difference between two adjacent elements in the series fed arra) of Fig. 8.14 is

cjJ = 2rcfl/u = 2rcl/A (8.16)

where f = frequency of the electromagnetic signal
i = length of line connecting adjacent elements (generally greater than the distance

between elements)
f' =-:: velocity of propagation in the transmission line
). = wavelength

For convenience of analysis, the velocity of propagation is taken to be equal to c, the velocity
of light. This is applicable to coaxial lines or similar structures which propagate the TEM mode.

If the beam is to point in a direction 00 , the phase difference between elements should be
2rc(d/A) sin 00 , In a frequency-scan array it is usually necessary to add an integr1!ln!Hl1.9.~,!:-~

2rc radians of relative phase difference. This permits a given scan angle to be obtained with a
smaller frequency change. Denote by the integer 111 the nl!!Jlber of 2n radians added. By equating
this phase difference to the phase shift obtained from a line of length i, as given by Eq. (8.16),
we have '

or

2rc{d/A) sin 00 + 2rcm = 2nl/A.

. inA. I
sm 00 = - --;r + d

(8.17a)

(8.17b)

When the beam points broadside, (Oo = 0), Eq. (8.17b) yields m = I/Ao, where A.o is defined as
the wavelength corresponding to the beam position at broadside. The corresponding
frequency is denoted fo, and the direction of beam pointing becomes

sin 00 = ~ ( 1 - t) = ~ ( 1 - ; )

If the beam is steered over the limits ±0\ the wavelength excursion ~A. is given by

(8.18 )

(8.19)

Thus there is a tradeoff between the wavelength excursion and the length of line connecting the
elements. Figure 8. I5 is a plot of the beam direction as a function of the frequency for various
values of the~'wrap-up fqcto,'l/d, as given by Eq. (8.18). Note that the beam position is not
symmetrical with frequency. To scan the beam ±45° about broadside requires a bandwidth of
almost 30 percent with a wrap-up factor of 5, and 7 percent for a wrap-up factor of 20.
(Percentage bandwidth = 100 ~f/fo.)

A frequency-scan radar requires a considerable portion of the available band of a radar t,o
~"""'~

be devoted to beam steering. Although this is a simple method of electronic steenng, it does
not usually allow the frequency band to be used for other purposes, such as for high range­
resolution or for frequency agility.\·

If too short a pulse Qoo wide a signal bandwidth)·is used in the frequency-scan array, the
pattern will be distorted. There are two equivalent methods for viewing this limitation. From
the frequency domain point of view, each spectral component of frequency corresponds to a
different pointing direction. If the signal contains widely spaced frequency components the
beam will be spread over a considerable angular region rather than confined to a beamwidth
as determined from diffraction theory. Alternatively, from the time delay point of view, a
narrow pulse impressed at the input of the series-fed array of Fig. 8.14, requires a finite time to



Figure 8.15 Scan angle 0,  versus frequency. .fo corresponds to  0, = 0. Dashed curve gives onsct of grating 
lobe for t l  = 0.5A0; dot-dash curve for d = 0.6A0. 

travel down the transmission line. The finite time implies a finite bandwidth. The greater the 
wrap-up factor, the less the frequency band required to steer the beam over a given angle; 
however, the longer i t  will take to fill  the array and the less will be the bandwidth that the array 
can support. For example, i f  the array antenna had an - aperture of 5 m and if the wrap-up - 
factor were 15, i t  would take 0.25 ~ t s  to f i l l  the array. The pulse width should be long compared 
to this time if distortion is not to result. 

A frequency-scan radar can radiate undesirable grating lobes, .just as citn a n y  other array, 
if rhc: electrical spacing between elements is too large. From Eq. (8.10h), the relationship 
between the angle 0, at which the first grating lobe appears, and the angle O,, to which th: main 
beam is steered, is given by 

Isin 0, - sin 0,)  = Alri (8.20) 

I f  we assume that the grating lobe can be tolerated if i t  is located at 90°, then 

I 1 + sin O o l  I A/d (8.2 1 ) 

The limiting scan angle for the appearance of grating lobes is shown by the dashed curves in 
Fig. 8.15 for the two cases d = 0.5A0 and 0.61,. The onset of the grating lobe can set a limit to 
the maximum angle of  scan. The appearance of grating lobes is not symmetrical about 0, = 0. 
If, for example, the element spacing were 0.5A0 and l/d = 15, the beam can be scanned from 
0, = 0 to 6 ,  = 62". (This assumes the lowest frequency is determined by the condition that the 
element spacing be not less than one-half wavelength.) With d = 0.6A0, the beam can be 
scanned from - 48" to  + 36" without the appearance of grating lobes, for l/d = 15. 
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Figure 8.15 Scan angle 00 versus frequency . .fo corresponds to 00 = 0_ Dashed curve gives onset of grating
lobe for d = 0.5Ao; dot-dash curve for d = 0.6Ao.

travel down the transmission line. The finite time implies a finite bandwidth. The greater the
wrap-up factor, the less the frequency band required to steer the beam over a given angle;
however, the longer it will take to fill the array and the less will be the bandwidth that the array
can support. For example, if the array antenna had an aperture of 5 m and if the wrap-up-factor were 15, it would take 0.25 liS to fill the array. The pulse width should be long compared
to this time if distortion is not to result.

A frequency-scan radar can radiate undesirahle grating lobes, just as can any other array.
if the electrical spacing between elements is too large. From Eq. (8.10h), the relationship
between the angle Og at which the first grating lohe appears, and the angle On to which th~ main
beam is steered, is given by

Isin Og - sin 00 I = Aid

If we assume that the grating lobe can be tolerated if it is located at ± 90°, then

11 + sin 00 I :s:; Aid

(8.20)

(8.21 )

The limiting scan angle for the appearance of grating lobes is shown by the dashed curves in
Fig. 8.15 for the two cases d = 0.5Ao and 0.6Ao. The onset of the grating lobe can sel a limit to
the maximum angle of scan. The appearance of grating lobes is not symmetrical about 00 = O.
If, for example, the element spacing were 0.5Ao and lid = 15, the beam can be scanned from
00 = 0 to 00 = 62°. (This assumes the lowest frequency is determined by the condition that the
element spacing be not less than one-half wavelength.) With d = 0.6Ao, the beam can be
scanned from - 48° to + 36° without the appearance of grating lobes, for lid = 15.
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I t  is possible for a frequericy-sca11 array to etnploy different frequericies to radiate over the 
qarne angular region, assunling that the antenna feed and elements are sufficiently 
broadband.64 This can be seen from an examination of Eq. (8.176). The factor rir in this 
equation can take on any integer value. As the frequency is changed, one beam after another 
it i l l  appear and disappear, each beam corresponding to  a different value of 111. Only one beam 
:it a time will be radiated if the grating lobe relation of Eq. (8.2 1) is satisfied; else multiple 
beams, or grating lobes, will appear. It can be shown that if an  array radiates at  a particular 
angle corresponding to a value m in Eq. (8.17b) when the frequency isf, then for some other 
\alile i t r ,  a beam will be radiated at the same angle when the frequency is f, = ( t ~ ,  /rrr)f .  
('orlsider, for example an array with spacing d = 0.6Ro and l/d = 15. This corresponds to 
I U  = Illo = 9. From Fig. 8.15 it can be seen that the array will scan over the region + 30" as the 
frequency is varied from 0.968Jo to 1.035f0, wherefo is the frequency corresponding to the 
broadside position of the beam. As the frequency is increased, the factor n1 = 10 applies and 
the same arigular region is scanned as the frequency varies from 1.075f0 to  1. 149fo. For m = 1 1, 

e correspotlding frequency range is from i.l83/b to  1.264f0. The ability to  radiate frorn tfie 
nie array over more than one frequency region is of advantage when mutual interference 

I~etweeti radars is of concern. It can also be of ilrlportance for niilitary applications in wliicli 
frequency diversity is desired. 

Eqiiatioti (8.18) assumed a transtnission line whose velocity of propagation was that of 
the velocity of light. It is more usual, however, for transmission lines in a frequency-scan array 
to have a velocity of propagation which varies with frequency; i.e., they are dispersive. A 
waveguide is an example of a dispersive line. The velocity vs. frequency characteristic of such 
transnlission lines can be used to advantage to provide' more frequency sensitivity; that is, a 
snialler wrap-up factor can be obtained for a given scan angle and frequency excursion. 
A sketch of a folded waveguide for exciting an  array of slotted waveguides is shown in 
Fig. 8.16. This type of feed is known as a snake feed, serpentine, or sinuous feed. Other 
slow-wave transmission lines can be used for the feed, including helical w a ~ e g u i d e ~ ~ . ' ~  and 
corrugated waveguide." The configuration of  Fig. 8.16 can be used to scan a pencil beam in 
elevation, with mechanical rotation providing the azimuth scan. The AN/SPS-48, Fig. 8.17, is 
such an example. I t  is a frequency-scan radar used on many U.S. Navy ships for the 
measurement of the elevation and azimuth of aircraft targets. It is sometimes called a 3 0  radar, 
*ith range being the third coordinate, in addition to the two angles. The AN/SPS-48 radiates 
multiple freqiiericies so  as to generate simultaneous multiple beams to permit a higher scan 
rate than would be possible with a single bearn. Since the range to  the target is less as  the 
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Figure 8.16 Planar-array frequency scan antenna 
consisting of a folded-wavelength delay-line feeding 
a set of linear waveguides that are so oriented 
that radiating slots in the narrow wall of the guide 
lie in the plane of the antenna.63 
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II is possiblc for a frcqucncy-scan array 10 cmploy different frequencies to radiate over the
same angular region. assuming that the antenna·feedand elements are sufficiently
broadband. 64 This can be seen from an examination of Eq. (8.17b). The factor 111 in this
equation can take on any integer value. As the frequency is changed. one beam after another
will appear and disappear. each beam corresponding to a different value of m. Only one beam
at a time will be radiated if the grating lobe relation of Eq. (8.21) is satisfied; else- multiple
beams, or grating lobes, will appear. It can be shown that if an array radiates at a particular
angle corresponding to a value m in Eq. (8.17b) when the frequency is f, then for some other
value 111 ( a beam wil.1 be radiated at the same angle when the frequency is I! = (ml/m)!
Consider. for example an array with spacing d = 0.6A.o and lid = 15. This corresponds to
m = IIAo = 9. From Fig. 8.15 it can be seen that the array will scan over the region ±300 as the
frequency is varied from 0.968/0 to 1.035/0. where 10 is the frequency corresponding to the
hroadside position of the beam. As the frequency is increased, the factor 111 = 10 applies and
Ihe same angular region is scanned as the frequency varies from 1.075/0 to 1.149/0' For m = II,
\he corresponding frequency range is from 1.183/0 to 1.264/0' The ability to radiate from the
';Hllle array over more than one frequency region is of advantage when mutual interference
bct wccn radars is of concern. It can also be of importance for military applications in which
frequency diversity is desired.

Equation (8.18) assumed a transmission line whose velocity of propagation was that of
the velocity of light. It is more usual. however, for transmission lines in a frequency-scan array
to have a velocity of propagation which varies with frequency; i.e., they are dispersive. A
waveguide is an example of a dispersive line. The velocity vs. frequency characteristic of such
transmission lines can be used to advantage to provide' more frequency sensitivity; that is, a
smaller wrap-up factor can be obtained for a given scan angle and frequency excursion.
A sketch of a folded waveguide for exciting an array of slotted waveguides is shown in
rig. 8.16. This type of feed is known as a snake feed, serpentine, or sinuous feed. Other
slow-wave transmission lines can be used for the feed, including helical waveguide69•70 and
corrugated waveguide. 71 The configuration of Fig. 8.16 can be used to scan a pencil beam in
elevation, with mechanical rotation providing the azimuth scan. The AN/SPS-48, Fig. 8.17. is
such an example. It is a frequency-scan radar used on many U.S. Navy ships for the
{lleaSUrement of the elevation and azimuth of aircraft targets. It is sometimes called a 3D radar.
with range being the third coordinate, in addition to the two angles. The AN/SPS-48 radiates
multiple frequencies so as to generate simultaneous multiple beams to permit a higher scan
rate than would be possible with a single beam. Since the range to the target is less as the
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Figure 8.16 Planar-array frequency scan antenna
consisting ofa folded-wavelength delay-line feeding
a set of linear waveguides that are so oriented
that radiating slots in the narrow wall of the guide
lie in the plane of the antenna.63
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Figure 8.17 AN/SPS-48 frequency-scan radar antenna. 

elevation angle increases, the transmitted power is decreased as the elevation angle is in- 
creased. (This is sometimes called power progruu~r,~ing.) In a shipboard application, the eleva- 
tion scanning control can be used to electronically stabilize the beam position to compensate 
for ship's motion. 

In a normal frequency-scan radar, the beam dwells at each angular resolut~on cell (beam- 
width) for one or more pulse repetition intervals. Another method for utilizing the frequency 
domain to scan an angular region is to radiate a single frequency-modulated pulse with a 
modulation-band wide enough to scan the beam over the entire angular region. Thus, over the 
duration of a single pulse, the antenna beam scans all angles. This is sometimes called ,ritl~irr- 
pulse frequency ~ c a n n i n ~ . ~ ~ . ' ~ ~  (The term within-pulse scanning has been applied to other 
methods of scanning, as described in Sec. 8.7.) The transmitted waveform is similar to the 
frequency-modulated pulse compression waveform (chirp) discussed in Sec. 11.5. The carrier 
frequencies of any echo pulses returned to the radar will be determined by the elevation angle 
of the targets. The receiver employs a bank of filters, each tuned to  a different carrier frequency 
which in turn corresponds to  a different angle. This is analogous to the output of a beam- 
fornling matrix, as in Sec. 8.7. The number of  filters depends on the antenna beamwidth and 
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Figure 8.17 AN/SPS-48 frequency-scan radar antenna.

elevation angle increases, the transmitted power is decreased as the elevation angle is in­
creased. (This is sometimes called power programming.) In a shipboard application, the eleva­
tion scanning control can be used to electronically stabilize the beam position to compensate
for ship's motion.

In a normal frequency-scan radar, the beam dwells at each angular resolution cell (beam­
width) for one or more pulse repetition intervals. Another method for utilizing the frequency
domain to scan an angular region is to radiate a single frequency-modulated pulse with a
modulation-band wide enough to scan the beam over the entire angular region. Thus, over the
duration of a single pulse, the antenna beam scans all angles. This is sometimes cal.led within­
pulse frequency scanning. 66.122 (The term within-pulse scanning has been applied to other
methods of scanning, as described in Sec. 8.7.) The transmitted waveform is similar to the
frequency-modulated pulse compression waveform (chirp) discussed in Sec. 11.5. The carrier
frequencies of any echo pulses returned to the radar will be determined by the elevation angle
of the targets. The receiver employs a bank of filters, each tuned to a different carrier frequency
which in turn corresponds to a different angle. This is analogous to the output of a beam­
forming matrix, as in Sec. 8.7. The number of filters depends on the antenna beamwidth and
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tlie tot;iI aripuliir covcr;tpc. .l'lic haridwitltli A/;, of these filters is deterrninetl by the freqirency 
c1i;irige tieeded to cciiri 111c aritcr~ria bciiril orle beariiwrdtli, tI1iit is 

t~t icre  0,  = hcar~iwiclt ti it rid 1) = ~ipertirrc cliriiension. Substituting Eq. (8.18) irito tlie itl~ove 
gives 

f cos 00 
AffJ = ,,h (l/d)(b/; j 

.Tlie tirne r,,  for the signal to transit tlie snake feed from one end to the other is equal to 
(lltl)(l)/c.). 'I'hus, in the vicinity of broadside (0,  2: O), the bandwidth available for pulse corn- 
pression is AfR 1 Ilf,). The frequency-modulated signal occupying a band equal to llr, can be 
cor~iprecsetl in a pulse cornpression filter to produce a narrow pulse at the output of the filter. 
-1'tiis theti is one nietliod for combining frequency scan with pulse compression, where the 
angular resolution depends on the antenna beamwidth and the range resolution depends on 
the group time delay r,. 

Ttie frequency-scan technique is well suited to scanning a beam or a number of beams in a 
single angle coordinate. I t  is possible to use the frequency domain to produce a TV (raster) 
type of scan in two orthogonal atigular coordinates by employing an array of slightly disper- 
sive arrays fed frorn a single highly dispersive array. (The single snake line in this case is rrluch 
loriger electrically than the snake lines feeding a linear array.) The single snake line passes 
through several modes in traversing the frequency band. It has been said that a 90 by 20" 
sector [night be possible using a 30 percent frequency band.67 One of the disadvantages of this 
form of two-dimensional frequency-scan array is that it requires a wide band and is very 
limited in signal bandwidth, triuch more so than the array which steers in one dimension only. 

Another method for eniploying frequency scan in a planar array is to use the frequency 
change to steer in one coordinate and phase shifters to steer in the other.68 This is sometimes 
called a phnse-/reqrte~tc.\. clrra\, (Fig. 8.18) in contrast to a phase-pltase array which uses phase 
stlifters to steer in both angular coordinates. The antenna may be considered as a number of  
frequency-scan arrays placed side by side. In an N by M element planar array there might be a 
separate snake feed for each of the N rows to obtain frequency steering in one coordinate, and 
one phase s h h e r  for each of the M columns to  achieve steering in the orthogonal plane. 

Changing the frequency of a signal propagating through a length of transmission line is 
a convenient method for obtaining a phase shift, but it is not always desirable to operate a 
radar with a changing frequency. A phase shifting technique that uses a frequency change, but 
which then converts back to a constant frequency, is the Huggins phase shifter shown in 
Fig. 8.19. A signal of frequency f,, whose phase is to be shifted an amount 4, is mixed with a 
sigrial from a variable frequency oscillator fc in the first mixer. The output of the variable- 
freqirency oscillator /, is also passed through a delay line with a time delay r. The output of the 
delay line is a signal of freque11cy.f~ with a phase shift 4 = 2nfc r. This phase-shifted signal and 
the output of the first ri~ixer are then heterodyned in the second mixer. If the sum frequency is 
selected froin the first tiiixer, the difference frequency is selected from the second mixer. The 
result is a signal with the same frequency as the input f,, but with the phase shift 4. Because 
mixers are employed, this type of' phase shifter operates a t  low power. It is convenient t o  
implement at IF, although i t  is also possible to  employ the principle at  RF. A tapped delay 
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the total angular coverage. The handwidth t\f~, of these filters is determined by the frequency
change needed to scan the antcnna bcam one bealllwidth, that is

. til" elf A
Nil = dOo OR = dOo D (X.22 )

\\herc (//1 = heamwidth and /) = aperture dimension. Substituting Eq. (X.18) into the above
gIves

f cos 00

t1fn = .f~ (tjd)(Djc)
(8.13 )

The time III for the signal to transit the snake feed from one end to the other is equal to
(l/d)(D/c). Thus, in the vicinity of broadside (0 0 ~ 0), the bandwidth available for pulse com­
pression is DIn ~ \/1 [). The frequency-modulated signal occupying a band equal to III D can be
compressed in a pulse compression filter to produce a narrow pulse at the output of the filter.
This then is one method for combining frequency scan with pulse compression, where the
angu lar resolution depends on the antenna beamwidth and the range resolution depends on
t he group time delay I D'

The frequency-scan technique is well suited to scanning a beam or a number of beams in a
single angle coordinate. It is possible to use the frequency domain to produce a TV (raster)
type of scan in two orthogonal angular coordinates by employing an array of slightly disper­
sive arrays fed from a single highly dispersive array. (The single snake line in this case is much
longer electrically than the snake lines feeding a linear array.) The single snake line passes
through several modes in traversing the frequency band. It has been said that a 90 by 20°
sector might be possible using a 30 percent frequency band.67 One of the disadvantages of this
form of two-dimensional frequency-scan array is that it require~ a wide band and is very
limited in signal bandwidth, much more so than the array which steers in one dimension only.

Another method for employing frequency scan in a planar array is to use the frequency
change to steer in one coordinate and phase shifters to steer in the other.68 This is sometimes
called a rhase-freqrtellcr array (Fig. 8.18) in contrast to a phase-phase array which uses phase
shifters to steer in both angular coordinates. The antenna may be considered as a number of
frequency-scan arrays placed side by side. In an N by M element planar array there might be a
separate snake feed for each of the N rows to obtain frequency steering in one coordinate, and

i'
one phase shifter for each of the M columns to achieve steering in the orthogonal plane.

Changing the frequency of a signal propagating through a length of transmission line is
a convenient method for obtaining a phase shirt, but it is not always desirable to operate a
radar with a changing frequency. A phase shifting technique that uses a frequency change, but
which then converts back to a constant frequency, is the Huggins phase shifter shown in
Fig. 8.19. A signal of frequency fa, whose phase is to be shifted an amount ¢' is mixed with a
signal from a variable frequency oscillator fe in the first mixer. The output of the variable­
frequency oscillatorfc is also passed through a delay line with a time delay r. The output of the
delay line is a signal of frequency Ie with a phase shift ¢ = 2nfe r. This phase-shifted signal and
the output of the first mixer are then heterodyned in the second mixer. Ifthe sum frequency is
selected from the first mixer, the difference frequency is selected from the second mixer. The
result is a signal with the same frequency as the inputfo, but with the phase shift ¢. Because
mixers are employed, this type of phase shifter operates at low power. It is convenient to
implement at IF, although it is also possible to employ the principle at RF. A tapped delay
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Figure 8.18 Volumetric scanning of a planar array using frequency scan in one coordinate and phase-shift 
scan in the other. 
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Figure 8.18 Volumetric scanning of a planar array using frequency scan in one coordinate and phase-shift
scan in the other.
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line, as illustrated in Fig. 8.20, can be utilized to obtain a series fed array. Two of these i n  a 
rnixer-matrix array can provide steering in two angular coordinates. One delay line at 
frequency f ,  might be used to obtain ttie elevation steering and a second line at frequency,f2 
might obtain the azimuth steering. The output ofthe mixer at each element is taken at the sun1 
frequency. J', + f 2 ,  to give the required phase shifts for two-dimensional beam steering. 

8.5 A H R A Y  ELE:ILIEN'I 'S~~.~" 

Airnost ally type of r;idiatirig a~iterinn elenierit can be considered for use in an array antenna. 
!jetailed descriptions of the various radiators used for arrays may be found in the standard 
texts on antennas and will riot be discussed here. I t  should be cautioned, however, that the 
properties of a radiating element in an array can differ significantly from its properties wt~en in 
free space. For example, the radiation resistance of an infinitely thin, half-wave dipole in free 
space is 73 ohms, but in an infinite array with lialf-wavelength element spacing and a back screen 
ofquarter-wave separation i t  is 153 ohms when the beam is broadside. The impedance will also 
vary with  scan angle. For a finite array the properties vary with location of the element within 
the array. In some arrays, dummy elements are placed on the periphery so as to provide tlie 
eleriients near the edge with an environment more like those located in the interior. 

Although there have been many different kinds of radiators used in phased arrays, the 
dipole, the open-ended waveguide, and the slotted waveguide probably have been employed 
rnore than others. In addition to the conventional dipole, the dipole with its arms bent back 
(like an arrowhead) has been used for wide-angle coverage, the thick dipole has been used for 
reducing mutual coupling arid for broad bandwidth (a dipole with a director rod also reduces 
rnutual coupling), crossed dipoles are employed for operation with dual orthogonal polariza- 
tion. arid printed-circuit dipoles for simplification of fabrication. The dipole is always used 
over a reflectirig ground plane, or its equivalent, in order to confine the main beatn'radiation to 
the forward direction. 

Slots cut into the walls of a waveguide are similar in many respects to the dipole since the 
lot is the Babinet equivalent of the dipole. A slot array is generally easier to construct at the 

tiiglier microwave frequencies than an array of dipoles. Although the slots may be in either 
the broad or the narrow wall of the waveguide, the narrow wall is generally preferred (edge 
slots) so that,ttie waveguides may be stacked sufficiently close to obtain wide-angle scan 
without grating lobes. The waveguide slot array antenna is more suited for one-dimensiorial 
scanning than scanning in two coordinates. This type of construction is also suitable for 
r~iectiariically rotating antennas. Figure 8.17 (AN/SPS-48) shows a stack of slotted waveguides 
for forming a bearn that is frequency-scanned in elevation. The slotted guides forming the rows 
of the antenna are so~netimes called sticks. The power coupled out of the guide by the slot is a 
function of the angle at which the slot is cut. When half-wavelength-spaced slots are fed in a 
series fashion, the field inside the guide changes phase by 180" between elements. The phases of 
every other slot therefore must be reversed to cause the radiated energy to be in phase. This is 
accomplished in a slotted waveguide by altering the direction of tilts of adjacent elements. In a 
dipole array, the phase is reversed by reversing every other dipole. 

Open-ended waveguides are another popular form of array radiator. They are a natural 
cxtetision of the waveguide sections in which the phase shifters are placed. Their performance 
can be calculated or measured in a simple phased-array ~ i m u l a t o r , ' ~ . ' ~  and good perforn~ance 
can be obtained with a well-designed radiator. The waveguide might be loaded with dielectric 
to reduce its physical size in order to fit  the element within the required space. Ridge-loaded 
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line, as illustrated in Fig. 8.20, can be utilized to obtain a series fed array. Two of these in a
mixer-matrix array can provide steering in two angular coordinates. One delay line at
frequency II might be used to obtain the elevation steering and a second line at frequencY/2
might obtain the azimuth steering. The output of the mixer at each element is taken at the sum
frequency. II + 12, to give the required phase shifts for two-dimensional beam steering.

R.5 ARRAY ELEl\lENTS 7R
.7'l

Almost any type of radiating antenna element can be considered for use in an array antenna.
Detailed descriptions of the various radiators used for arrays may be found in the standard
texts on antennas and will not be discussed here. It should be cautioned, however, that the
properties of a radiating element in an array can differ significantly from its properties when in
free space. For example, the radiation resistance of an infinitely thin, half-wave dipole in free
space is 73 ohms, but in an infinite array with half-wavelength element spacing and a back screen
of quarter-wave separation it is 153 ohms when the beam is broadside. The impedance will also
vary with scan angle. For a finite array the properties vary with location of the element within
the array. In some arrays, dummy elements are placed on the periphery so as to provide the
elements near the edge with an environment more like those located in the interior.

Although there have been many different kinds of radiators used in phased arrays, the
dipole, the open-ended waveguide, and the slotted waveguide probably have been employed
more than others. In addition to the conventional dipole, the dipole with its arms bent back
(like an arrowhead) has been used for wide-angle coverage, the thick dipole has been used for
reducing mutual coupling and for broad bandwidth (a dipole with a director rod also reduces
mutual coupling), crossed dipoles are employed for operation with dual orthogonal polariza­
tion. and printed-circuit dipoles for simplification of fabrication. The dipole is always used
over a renecting ground plane, or its equivalent, in order to confine the main beam' radiation to
the forward direction.

Slots cut into the walls of a waveguide are similar in many respects to the dipole since the
slot is the Babinet equivalent of the dipole. A slot array is generally easier to construct at the
higher microwave frequencies than an array of dipoles. Although the slots may be in either
the broad or the narrow wall of the wavegu'ide, the narrow wall is generally preferred (edge
slots) so that ~.the waveguides may be stacked sufficiently close to obtain wide-angle scan
without grating lobes. The waveguide slot array antenna is more suited for one-dimensional
scanning than scanning in two coordinates. This type of construction is also suitable for
mechanically rotating antennas. Figure 8.17 (ANjSPS-48) shows a stack of slotted waveguides
for forming a beam that is frequency-scanned in elevation. The slotted guides forming the rows
of the antenna are sometimes called sticks. The power coupled out of the guide by the slot is a
function of the angle at which the slot is cut. When half-wavelength-spaced slots are fed in a
series fashion, the field inside the guide changes phase by 1800 between elements. The phases of
every other slot therefore must be reversed to cause the radiated energy to be in phase. This is
accomplished in a slotted waveguide by altering the direction of tilts of adjacent elements. In a
dipole array, the phase is reversed by reversing every other dipole.

Open-ended waveguides are another popular form of array radiator. They are a natural
extension of the waveguide sections in which the phase shifters are placed. Their performance
can be calculated or measured in a simple phased-array simulator, 72. 7 3 and good performance
can be obtained with a well-designed radiator. The waveguide might be loaded with dielectric
to reduce its physical size in order to fit the element within the required space. Ridge-loaded



waveguide may be used for the same purpose. If wide-angle scan is not required, the open- 
ended waveguides may be flared to form a horn with greater directivity. An array of open- 
ended waveguides quite often will be covered with a thin, flat sheet of dielectric to  serve as a 
means for better matching the array to  free space, as well as to act as a radome to protect the 
array from the weather. 

Other radiators that have been used in phased arrays include microstrip antennas,160 
polyrods, helices, spirals, and log-periodic elements. Radiating elements are generally of low 
gain, as is consistent with the broad-beamwidth needed for wide-angle scan and the narrow 
spacing to  avoid grating lobes. More directive elements can he used when the scanning of the 
beam need not be over a wide angle. The more directive the element, the fewer that are needed 
to f i l l  a given aperture. 

Another important consideration'in the selection of an antenna element and the design of 
an array, is the mutual coupling between the radiating elements. When t h e  field intensity 
pattern of an array antenna was .considered previously [Eq. (8.3)) i t  was assumed that the 
elemental radiators were independent of one another. In practice this is only an approxima- 
r i r ) l l .  Electroniagnetic radiation doesn't always respect such an assul~lption. C'irrretlt i l l  orle 
element will affect the phase and amplitude of the currents in neighboring elements. In a 
planar array, the current at  a particular element might be influenced significantly by a rela- 
tively large number of its neighbors (perhaps from 20 to  100). Since the phases and amplitudes 
of the currents at each of the elements change with the scan angle, the effects of mutual 
coupling also change with scan angle and complicate the problem of computing and compen- 
sating coupling effects. Mutual coupling, therefore, causes the actual radiation pattern to differ 
from that which would be predicted from an array of independent radiators. Thus to achieve 
the benefits from full control of the aperture illumination of a phased array, mutual coupling 
among the elements must be properly taken into account. 

Most analyses of mutual coupling are concerned with the change in impedance at the 
input to the It is important to know how the impedance changes in order to 
properly match the impedance of the transmitter and the receiver to  the radiator. The effects 
of diffraction of energy by neighboring elements should also be considered as a mutual 
coupling problem. This is especially noted with end-fire elements (such as polyrods or log- 
periodic antennas) which are spaced close enough to  couple or diffract energy. The effect of 
mutual coupling on the input impedance with such elements is usually small. However, the 
ciistiirbance to the aperture illumination can be quite large and can result in significant 
differences from the pattern computed by ignoring such effects. 

8.6 FEEDS FOR 

I f  a single transmitter and receiver are utilized in a phased array, there must be some form of 
network to connect the single port of the transmitter and/or the single port of the receiver to 
each of the antenna elements. The power divider used to  connect the array elements to the 
single port is called an array feed. Several examples of such networks for linear arrays where 
shown in Figs. 8.2 and 8.4. For a planar array the problem is more complicated. The problem 
in combining the outputs of N ports into one port, or  vice versa, is to  d o  so  with minimum loss. 
I t  is not always appreciated that loss in the array feed is equivalent t o  a loss in antenna power 
gain. 

There are at least three basic.concepts for feeding an array. The constrained~feed utilizes 
waveguide or  other microwave transmission lines along with couplers, junctions, or other 
power distribution devices. .Thelspace feed distributes the energy to  a lens array o r  a 
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waveguide may be used for the same purpose. If wide-angle scan is not required, the open­
ended waveguides may be flared to form a horn with greater directivity. An array of open­
ended waveguides quite often will be covered with a thin, flat sheet of dielectric to serve as a
means for better matching the array to free space, as well as to act as a radome to protect the
array from the weather.

Other radiators that have been used in phased arrays include microstrip antennas,160
polyrods, helices, spirals, and log-periodic elements. Radiating elements are generally of low
gain, as is consistent with the broad-beamwidth needed for wide-angle scan and the narrow
sracing to avoid grating lobes. More directive elements can he lIsed when the scanning of the
heam need not be over a wide angle. The more directive the element, the fewer that are needed
to fill a given aperture.

Another important consideration· in the selection of an antenna element and the design of
an array, is the mutual coupling between the radiating elements. When thel field intensity
pattern of an array antenna was .considered previously [Eq. (8.3)] it was assumed that the
elemental radiators were independent of one another. In practice this is only an approxima­
tion. Electromagnetic radiation doesn't always respect sllch an assumption. Current in one
clement will affect the phase and amplitude of the currents in neighboring elements. In a
planar array. the current at a particular element might be influenced significantly by a rela­
tively large number of its neighbors (perhaps from 20 to 100). Since the phases and amplitudes
of the currents at each of the elements change with the scan angle, the effects of mutual
coupling also change with scan angle and complicate the problem of computing and compen­
sating coupling effects. Mutual coupling, therefore, causes the actual radiation pattern to differ
from that which WOUld. be predicted from an array of independent radiators. Thus to achieve
the benefits from full control of the aperture illumination of a phased array, mutual coupling
among the elements must be properly taken into account.

Most analyses of mutual coupling are concerned with the change in impedance at the
input to the element. 7

4-77 It is important to know how the impedance changes in order to
properly match the impedance of the transmitter and the receiver to the radiator. The effects
of diffraction of energy by neighboring elements should also be considered as a mutual
coupling problem. This is especially noted with end-fire elements (such as polyrods or log­
periodic antennas) which are spaced close enough to couple or diffract energy. The effect of
mutual coupling on the input impedance with such elements is usually small. However, the
disturbance to the aperture illumination can be quite large and can result in significant
differences from the pattern computed by ignoring such effects.

8.6 FEEDS FOR ARRAYS20.81-84

If a single transmitter and receiver are utilized in a phased array, there must be some form of
network to connect the single port of the transmitter and/or the single port of the receiver to
each of the antenna elements. The power divider used to connect the array elements to the
single port is called an array feed. Several examples of such networks for linear arrays where
shown in Figs. 8.2 and 8.4. For a planar array the problem is more complicated. The problem
in combining the outputs of N ports into one port, or vice versa, is to do so with minimum loss.
It is not always appreciated that loss in the array feed is equivalent to a loss in antenna power

gam.
There are at least three basic'concepts for feeding an array. The consrrainedfeed utilizes

waveguide or other microwave transmission lines along with couplers, junctions, or other
power distribution devices. 1 The I space feed distributes the energy to a lens array or a
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f;ig~rrc. 8.21 Planar array wit11 pl~nse-sllift volu~netric scan in two angular coordinates. 

reflectarray in a manner analogous to a point-feed illuminating a lens or reflector antenna. The 
rti~.c~l/c~l p l ~ r e  ,/i~etl uses the pri~lciples of microwave structures to provide efficient power 
clivisiorl. I t  is, i l l  some respects, a cross between the constrained feed and the space feed. 

Constrained feed. Figure 8.2 1 shows a two-dimensional-scanning array which is sometimes 
known as a parallel-.ieriesfeeti. Each element has its own phase shifter. A separate command 
must be computed by the beam-steering computer and distributed to each phase shifter. The 
power distribution to the columns is by parallel feed. The power in each column is shown 
being distributed by a series feed to the vertical elements. If this were a parallel feed it would be 
called a pcirailel-pa,.allel.f>ed. (Series feeds are shown here so as not to overly complicate the 
figure. Series-pnrallel or series-sereirs arrangements are also possible.) All the elements which 
lie in the same colurnn utilize the same phase shift to steer the beam in azimuth. Likewise all 
the elements which lie in the same row utilize the same phase shift to steer the beam in 
elevation. The phase shift at the rr~t~th element therefore is the sum of the phases required at the 
r?rtti colunin for steering in azimuth and at the 11th row for steering in elevation. This summa- 
tion can be m6de at the computer and distributed to the M N  elements of the array. Alterna- 
tively. A 1  + N control signals can be transmitted to the array if an adder is provided at each 
phase shifter to corrlbirie the azimuth and elevation phases. 

I n  the sct.io.5-seric.~ ,feet/ each of the M columns of an M by N array utilizes a series 
arrangenlent to produce steering in one coordinate (say elevation). A separate series-feed is 
used to provide the proper phase to each column to steer in the orthogonal coordinate 
(azimuth). A total of M + 1 series feeds are used. The computation of the phase-shifter com- 
mands is simplified since the azimuth and elevation phases are not added in the computer. 
Instead, the phase shifters of a single feed provide the azimuth steering while the M feeds at 
each colunln provide the elevation steering. In the series-series planar array all series phase 
shifters in the elevation plane take the same value and all series phase shifters in the azimuth 
plane take the same value. Thus only two control signals are required. The steering commands 
are simplified at  the expense of M - 1 additi.onal phase shifters and the added loss of a series 
arrangement. 

When separate power amplifiers are used at each element in a transmitting array or 
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Figure Ro21 Planar array with phase-shift volumetric scan in two angular coordinates.

rellectarray in a manner analogous to a point-feed illuminating a lens or reflector antenna. The
rel/'lIlIci plale feed uses the principles of microwave structures to provide efficient power
division. It is. in some respects, a cross between the constrained feed and the space feed.

Constrained feed. Figure 8.21 shows a two-dimensional-scanning array which is sometimes
known as a parallel-series feed. Each element has its own phase shifter. A separate command
must be computed by the beam-steering computer and distributed to each phase shifter. The
power distribution to the columns is by parallel feed. The power in each column is shown
being distributed by a series feed to the vertical elements. If this were a parallel feed it would be
called a parallel-parallel feed. (Series feeds are shown here so as not to overly complicate the
figure. Series-parallel or series-series arrangements are also possible.) All the elements which
lie in the same column utilize the same phase shift to steer the beam in azimuth. Likewise all
the elements which lie in the same row utilize the same phase shift to steer the beam in
elevation. The phase shift at the "'11th element therefore is the sum of the phases required at the
"'th column for steering in azimuth and at the 11th row for steering in elevation. This summa­
tion can be m~de at the computer and distributed to the M N elements of the array. Alterna­
tively, At + N control signals can be transmitted to the array if an adder is provided at each
phase shifter to combine the azimuth and elevation phases.

In the series-series feed each of the M columns of an M by N array utilizes a series
arrangement to produce sleering in one coordinate (say elevation). A separate series-feed is
lIsed to provide the proper phase to each column to steer in the orthogonal coordinate
(azimuth). A total of M + I series feeds are used. The computation of the phase-shifter com­
mands is simplified since the azimuth and elevation phases are not added in the computer.
Instead, the phase shifters of a single feed provide the azimuth steering while the M feeds at
each column provide the elevation steering. In the series-series planar array all series phase
shifters in the elevation plane take the same value and all series phase shifters in the azimuth
plane take the same value. Thus only two control signals are required. The steering commands
are simplified at the expense of M - I additi.onal phase shifters and the added loss of a series
arrangement.

When separate power amplifiers are used at each element in a transmitting array or



separate receivers are at each element in a receiving array, series-feed arrays are attractive 
since their inherent loss is at low-power levels and is made up by the amplifiers. One method 
for producing low-power-level beam steering is to use a single series-fed array at frequencyj', 
to provide the azimuth phases 4,. At each element the signal is heterodyned in a mixer with 
the signal from a single series-fed array at frequency f, to provide the elevation phase 4,. The 
sum signal at frequency f, + f2 is used as the carrier frequency. I t  has the proper phase 4, + 9, 
at each element to steer in the two directions. The mixer would be followed by a power 
amplifier if a transmitter, or i t  might be used . to  obtain the local oscillator frequency if  a 
receiver. Only M + N - 2 phase shifters are required, but the mixer and power amplifier 
required at each element adds to the complication. This is sometimes called a ~,ii .xrr-~tiurrix 
Jrrrl. 

A convenient met hod for achieving two-dimensional scanning is to use frequency scan in 
one angular coordinate and phase shifters to  scan in the orthogonal angular coordinate, as was 
diagrammed in Fig. 8.18. This is an example of a parallel-series feed. I t  may be considered as a 
number of frequency-scanned linear arrays placed side by side. 

When the power splitters are four-port hybrid junctions, or the equivalent, the feed is said 
to be r?latcherl. Theoretically there are no spurious signals generated by internal reflections in a 
matched feed. It is not always convenient, however, to use four-port junctions. Three-port tee 
junctions are sometimes used for economic reasons to provide the power splitting, but the 
network is not theoretically matched. Internal reflections due to misn~atch in the feed can 
appear as spurious sidelobes in the radiation pattern." 

Space feeds. There are two basic types of space feeds depending on whether they are analogous 
to a lens or to a reflector. The lens array, Fig. 8.22, is fed from a primary feed just as a lens 
antenna. An array of antenna elements collects the radiated energy and passes i t  through the 
phase shifters which provide a correction for the spherical wavefront, as well as a linear phast: 
shift across the aperture to steer the beam in angle. Another set of elements on the opposite 
side of the structure radiate the beam into space. The primary pattern of the feeti illuminating 
the space-fed array provides a natural amplitude taper. Spillover radiation from the feed, 
however, can result in higher sidelobes than from an array with a conventional constrained 
feed. The space-fed array can readily generate a cluster of multiple beams, as for  non no pulse 
angle measurement, by use of multiple horns or a multimode feed, rather than with a com- 
plicated feed network as in the conventional array. 

There are two sets of  radiators in the lens array requiring matching (the front and the 
back), thus increasing the matching problem and the potential for lower efficiency. The feed 
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Figure 8.22 Principle of lens array. 
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separate receivers are at each element in a receiving array, series-feed arrays are attractive
since their inherent loss is at low-power levels and is made up by the amplifiers. One method
for producing low-power-Ievel beam steering is to use a single series-fed array at frequency I,
to provide the azimuth phases cPn. At each element the signal is heterodyned in a mixer with
the signal from a single series-fed array at frequency f2 to provide the elevation phase cPm. The
sum signal at frequency f, + f2 is used as the carrier frequency. It has the proper phase cPm + ¢n
at each element to steer in the two directions. The mixer would be followed by a power
amplifier if a transmitter, or it might be used. to obtain the local oicillator frequency if a
receiver. Only M + N - 2 phase shifters are required, but the mixer and power amplitler
required at each element adds to the complication. This is sometimes called a mixer-mairix
feed.

A convenient method for achieving two-dimensional scanning is to lise frequency scan in
one angular coordinate and phase shifters to scan in the orthogonal angular coordinate, as was
diagrammed in Fig. 8.18. This is an example of a parallel-series feed. I t may be considered as a
number of frequency-scanned linear arrays placed side by side.

When the power splitters are four-port hybrid junctions, or the equivalent, the feed is said
to be matched. Theoretically there are no spurious signals generated by internal reflections in a
matched feed. It is not always convenient, however, to use four-port junctions. Three-port tee
junctions are sometimes used for economic reasons to provide the power splitting, hut the
network is not theoretically matched. Internal reflections due to mismatch in the feed can
appear as spurious sidelobes in the radiation pattern.so

Space feeds. There are two basic types of space feeds depending on whether they are analogous
to a lens or to a reflector. The lens array, fig. 8.22, is fed from a primary feed just as a lens
antenna. An array of antenna elements collects the radiated energy and passes it through the
phase shifters which provide a correction for the spherical wavefront, as well as a linear phase
shift across the aperture to steer the beam in angle. Another set of elements on the opposite
side of the structure radiate the beam into space. The primary pattern of the feed illliminating
the space-fed array provides a natural amplitude taper. Spillover radiation from the feed,
however, can result in higher side lobes than from an array with a conventional constrained
feed. The space-fed array can readily generate a cluster of multiple beams, as for monopulse
angle measurement, by use of multiple horns or a multimode feed, rather than with a com­
plicated feed network as in the conventional array.

There are two sets of radiators in the lens array requiring matching (the front and the
back), thus increasing the matching problem and the potential for lower efficiency. The feed
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Figure 8.22 Principle of lens array.



I I l f :  I:! f : ( ' I . R O N I ( ' A l . I . Y  S'I ' f~f:KI:I)  PI IASEO A R R A Y  A N T E N N A  IN  K A I ) A R  ,309 

1 I 
A r r n y  ; I Phase 
~ I P ~ I I P ~ I ~  , ( ] str~fler 

-> - & - - - I  

>---*- Figure 8.23 Reflectarray. 

[nay be placed off-axis to avoid reflections from the back face of the lens, i f  desired. I t  is 
powihle in a lens array to reduce rhe riunlber of phase shifters by "thinning" the number of 
output radiators. 7'his is acconlplished by combining pairs of input elements and feeding the 
out put of each pair to a single-phase shifter and radiating element. The thinned elements are 
near the outer portion of the antenna rather than at the center so as to produce a density taper 
(Sec. 8.10). This procedure, while reducing the number of phase shifters, generally results in 
lower gain and higher far-out sidelobes than would be produced by an amplitude taper. 

A space-fed reflectarray with an offset feed is shown in Fig. 8.23. The energy enters the 
antenna elements, passes through the phase shifters, is reflected, and again passes back 
through the phase shifters to be radiated. Like the lens array, the phase shifters apply a linear 
pllase distributioti for beam steering and a correction for the curvature of the primary wave- 
front from the horn. Because the energy passes through the phase shifters twice, they need only 
half the phase-shift capability of a lens array or a conventional array; i.e., 180" of one-way 
j>ll:~se shift is adequate, rather than 360". The pliase shifters, however, must be reciprocal. As 
~vith tl,e lens array, multiple bearns can be generated with additional feed horns. 

The lens array allows more freedom than the reflectarray in designing the feed assembly 
since there is no  aperture blocking, but the back surface of the reflectarray makes it easier to 
provide the phase shifter control and drive assemblies, structural members, and heat removal. 
Space-fed arrays are gerlerally cheaper than conventional arrays because of the omission of 
the transmission-line feed networks and the use of a single transmitter and receiver rather than 
a distributed transnlitter and receiver at each element. A space-fed array may be simpler that; 
an array with a constrained feed, but a sacrifice is made in the control of the aperture 
il1urnination"and in the maximum power capability of the array. Thus the ability to radiate 
large power by using a trans~nitter at each element is lost in this configuration. 

Parallel-plate feeds. A folded pillbox antenna (Fig. 8.24), a parallel-plate horn, or other simi- 
lar ~nicrowave device can be used to provide the power distribution to  the antenna elements. 
These are rec~ctir-e feed systems. They are basically used with a linear array and would have to 
be stacked to feed a planar array. 

Subarrays. I t  is sometimes convenient to divide an array into subarrays. For example, the 
AN/SPY-I AEGIS array utilizes 32 transmitting and 68 receiving subarrays of different 
 size^.^' One  reason for dividing the transrriitting array into subarrays is to provide a dis- 
tributed transmitter. In the AEGIS array a separate high-power amplifier feeds each of the 32 
transtnitting subarrays. I t  is also possible to  give identical phase-steering commands tosir~lilar 
ele~nents in each subarray, thus allowing simplification of the beam-steering unit and of the 
interface cabling between the array and the beam-steering unit. The term subarray has also 
been applied to the array feed networks for producing sum and difference radiation  pattern^.'^ 
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may be placed ofT-axis 10 avoid reflections from the back face of the lens, if desired. It is
possible in a lens array 10 reduce the number of phase shifters by "thinning" the number of
output radiators. This is accomplished by combining pairs of input elements and feeding the
output of each pair to a single-phase shifter and radiating element. The thinned elements are
near the outer portion of the antenna rather than at the center so as to produce a density taper
(Sec. R.10). This procedure, while reducing the number of phase shifters, generally results in
lower gain and higher far-out sidelobes than would be produced by an amplitude taper.

A space-fed reRectarray with an offset feed is shown in Fig. 8.23. The energy enters the
antenna elements, passes through the phase shifters, is reRected, and again passes back
through the phase shifters to be radiated. Like the lens array, the phase shifters apply a linear
phase distribution for beam steering and a correction for the curvature of the primary wave­
front from the hort1. Because the energy passes through the phase shifters twice, they need only
half the phase-shift capability of a lens array or a conventional array; i.e., 180° of one-way
phase shift is adequate, rather than 360°. The phase shifters, however, must be reciprocal. As
with tLe lens array, multiple beams can be generated with additional feed horns.

The lens array allows more freedom than the reRectarray in designing the feed assembly
since there is no aperture blocking, but the back surface of the reRectarray makes it easier to
provide the phase shifter control and drive assemblies, structural members, and heat removal.
Space-fed arrays are generally cheaper than conventional arrays because of the omission of
the transmission-line feed networks and the use of a single transmitter and receiver rather than
a distributed transmitter and receiver at each element. A space-fed array may be simpler than
an array with a constrained feed, but a sacrifice is made in the control of the aperture
illumination~'and in the maximum power capability of the array. Thus the ability to radiate
large power by using a transmitter at each element is lost in this configuration.

Parallel-plate feeds. A folded pillbox antenna (Fig. 8.24), a parallel-plate horn, or other simi­
lar microwave device can be used to provide the power distribution to the antenna elements.
These are reac(il'e feed systems. They are basically used with a linear array and would have to
be stacked to feed a planar array.

Subarra)'s. It is sometimes convenient to divide an array into subarrays. For example, the
AN/SPY-I AEGIS array utilizes 32 transmitting and 68 receiving subarrays of different
sizes. R1 One reason for dividing the transmitting array into subarrays is to provide a dis­
tributed transmitter. In the AEGIS array a separate high-power amplifier feeds each of the 32
Iransmitting subarrays. II is also possible 10 give idenlical phase-sleering commands 10 similar
elements in each subarray, thus allowing simplification of the beam-steering unit and of the
interface cabling between the array and the beam-steering unit. The term subarray has also
been applied to the array feed networks for producing sum and difference radiation patterns.52
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<", ', 8.7 SIMULTANEOUS MULTIPLE BEAMS FROM ARRAY ANTENNAS 
\ 

One of the properties of the phased array is the ability to generate multiple independent beam: 
simultaneously from a single aperture. In principle, an N-element array can generate N 
independent beams. Multiple beams allow parallel operation and a higher data rate than can 
be achieved from a single beam. The multiple beams may be fixed in space, steered indepen- 
dently, or  steered as a group (as in monopulse angle measurement). The multiple beams might 
be generated on transmit as well as receive. It is convenient in some applications to generate 
the multiple beams on receive only and transmit with a wide radiation pattern encompassing 
the total coverage of the multiple receiving beams. The ability to form many beams is usually 
easier on reception than transmission. This is not necessarily a disadvantage since i t  is a useful 
method of operating an array in many applications. 

The simple linear array which generates a single beam can be converted to a multiple- 
beam antenna by attaching additional phase shifters to the output of each element. Each beam 
to be formed requires one additional phase shifter, as shown in Fig. 8.25. The simple array in 
this figure is shown with but three elements, each with three sets of phase shifters. One set of 
phase shifters produces a beam directed broadside to the array (0 = 0). Another set of three 
phase shifters generates a beam in the 8 = +00 direction. The angle O0 is determined by the 
relationship Oo = sin- '(A4A/2ntl), where A+ is the phase difference inserted between adjacent 
elements. Amplifiers may be placed between the individual antenna elements and the beam- 
forming (phase-shifting) networks to amplify the incoming signal and compensate for any 
losses in the beam-forming networks. The output of each amplifier is subdivided in to a nurnber 
of independent signals which are individually processed as if they'were from separate receivers. 

Postamplification beam forming. When receiving beams are formed in networks placed after 
the R F  amplifiers, as  in Fig. 8.25, the antenna is sometimes called a po.stattiplijcatiori h e u w  
fort?tirly urray, abbreviated PABFA. A separate transmitting antenna may be used to illumin- 
ate the volume covered by the multiple receiving beams or, alternatively, it is possible to 
transmit multiple beams identical to the multiple receiving beams, using the radiating elements 
of the same array antenna. Note that if the multiple transmitting beams are contiguous and at 
the same frequency, the composite transmitted pattern is similar to the pattern from a single 
beam encompassing the same angular region. 

The receiving beam-forming network may be at IF o r  RF. Tapped delay lines have been a 
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(\ 8.7 SIMULTANEOUS MULTIPLE BEAMS FROM ARRAY ANTENNAS
"-

One of the properties of the phased array is the ability to generate multiple independent beam:..
simultaneously from a single aperture. In principle, an N-element array can generate N
independent beams. Multiple beams allow parallel operation and a higher data rate than can
be achieved from a single beam. The multiple beams may be fixed in space, steered indepen­
dently, or steered as a group (as in monopulse angle measurement), The multiple beams might
be generated on transmit as well as receive. It is convenient in some applications to generate
the multiple beams on receive only and transmit with a wide radiation pattern encompassing
the total coverage of the multiple receiving beams. The ability to form many beams is usually
easier on reception than transmission. This is not necessarily a disadvantage since it is a usefu I
method of operating an array in many applications.

The simple linear array which generates a single beam can be converted to a multiple­
beam antenna by attaching additional phase shifters to the output of each element. Each beam
to be formed requires one additional phase shifter, as shown in Fig, 8.25. The simple array in
this figure is shown with but three elements, each with three sets of phase shifters. One set of
phase shifters produces a beam directed broadside to the array (0 = 0). Another set of three
phase shifters generates a beam in the 0 = + 00 direction. The angle 00 is determined by the
relationship 00 = sin - 1(1i¢)'/2rrd). where Ii¢ is the phase difference inserted between adjacent
elements. Amplifiers may be placed between the individual antenna elements and the beam­
forming (phase-shifting) networks to amplify the incoming signal and compensate for any
losses in the beam-forming networks. The output of each amplifier is subdivided into a number
of independent signals which are individually processed as if they were from separate receivers.

Postamplificalion beam forming. When receiving beams are formed in networks placed after
the RF amplifiers, as in Fig. 8.25, the antenna is sometimes called a postamp/ijicatiotl heam­
forming array, abbreviated PABFA. A separate transmitting antenna may be used to illumin­
ate the volume covered by the multiple receiving beams or, altern'atively, it is possible to
transmit multiple beams identical to the multiple receiving beams, using the radiating elements
of the same array antenna. Note that if the multiple transmitting beams are contiguous and at
the same frequency, the composite transmitted pattern is similar to the pattern from a single
beam encompassing the same angular region.

The receiving beam-forming network may be at IF or RF. Tapped delay lines have been a
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Figure 8.25 Si~nultaneous postan~plifier heani formation. 4, = constant phase; I $ ,  - $,I = IA+l  = 
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convenient rnetliod fvr obtaining multiple beams at IF. Beam-forming at I F  is possible since 
phase is preserted duririg frequeticy translation frotri RF to I F  (except for the constant phase 
q l i i f t  introduced by the cotiiri~ori local oscillator). 

Blass beam-forming array.'-he RF beam-forming principle shown in ~ 1 ~ .  8.26 has been 
used in tile ~ S H R - I .  a one-of-a-kind developme~ital height-finder radar built for the Federal 
Aviation Agency. Waveguide transniission lines were arranged to serve as the delay lines. 
Energy was tapped from each waveguide at the appropriate points by directional couplers to 
form bearns at various elevation angles. Considerable waveguide was used in this design. T o  
prodtrce the 333 iridependent beams, the Blass height finder employed 30 miles of S-band 
waveguide. 

Butler beam-forming array." loo Another RF beam-forming device is the parallel network 
attributed to Butler, and independently discovered by Shelton. This is a lossless network which 
utilires 3-dB directional couplers, or hybrid junctions, along with fixed phased shifters, to forni 
N contiguous beanis from an N-element array, where N is an integer that is expressed as some 
power of 2, that is, N = 2 P .  The 3-dB directional coupler is a four-port junction which has the 
property that a signal fed into one port will divide equally (in power) between the other two 
ports and no  power will appear in the fourth port. A 90" phase difference is introduced 
between the two equally divided signals. Similarly, a signal introduced into the fourth port will 
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comenient method for obtaining multiple beams at IF. Beam-forming at IF is possible since
phase is preserved during frequency translation from RF to IF (except for the constant phase
shift introduced by the common local oscillator).

Blass beam-forming arra~·.R5 The RF beam-forming principle shown in Fig. 8.26 has been
used in thc At~)lIR_ t. a onc-of-a-kind dcvelopmental height-finder radar built for the Federal
Aviation Agency. Waveguide transmission lines were arranged to serve as the delay lines.
Energy was tapped from each waveguide at the appropriate points by directional couplers to
form beams at various elevation angles. Considerable waveguide was used in this design. To
produce the 333 independent beams, the Blass height finder employed 30 miles of S-band
waveguide.

Butler beam-forming array.Rfi 100 Another RF beam-forming device is the parallel network
attributed to Butler. and independently discovered by Shelton. This is a lossless network which
utilizes 3-dB directional couplers. or hybrid junctions. along with fixed phased shifters. to form
N contiguous beams from an N-element array, where N is an integer that is expressed as some
power of 2. that is. N = 2P• The 3-d B directional coupler is a four-port junction which has the
property that a signal fed into one port will divide equally (in power) between the other two
ports and no power will appear in the fourth port. A 90° phase difference is introduced
hetween the two equally divided signals. Similarly, a signal introduced into the fourth port will
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divide its power equally between the same two ports witti a 90" relative phase tlrUerence, arid 
no  power will appear in the first port. T h e  relative phase difference in this case is of opposite 
sign compared to  the phase difference resulting from 'a signal introduced into the tirst port. 

Consider a simple two-element array with half-wavelength spacing, connected to  the two 
ports o f  a 3-dB directional coupler as shown in Fig. 8.27. I f  a signal is inserted in port N o .  1.  
the 90" phase shift that results between the signals in ports 2 and 3 will produce a beam 
oriented in a direction 30" t o  the right of the array normal. A signal in port No .  4 results i t )  

t I 

1 , 

0, 
1 V D  

,@ 
lv /oo Figure 8.27 3-dB directional coupler generating two beams 

R~ght beom Left beam from a two-element array. 

312 INTRODUCTION TO RADAR SYSTEMS

Crossed -line
directional coupler

~

'- '-
(l) (l)
> >
Q..)..- WN
u u
(l) Q)

a::: a:::

'­
Q)

>
'(ij r0
u
Q)

a:::

L
(l)
>
.~ <:j

(l)

a:::

L
(l)
>
(l)l[)
u
(l)

a:::

Figure 8.26 RF h.:am-forming lIsing
tapped transmission lin.:s.

divide its power equally between the same two ports with a 90° relative phase differencl:, and
no power will appear in the first port. The relative p~ase difference in this case is of opposite
sign compared to the phase difference resulting from a signal introduced into the first port.

Consider a simple two-element array with half-wavelength spacing, connected to the two
ports of a 3-dB directional coupler as shown in Fig. 8.27. If a signal is inserted in port No.1.
the 90° phase shift that results between the signals in ports 2 and 3 will produce a beam
oriented in a direction 30° to the right of the array normal. A signal in port No.4 rl:sults ill
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Figure 8.27 3-dB directional coupler generating two beams
from a two-element array.



;I pliasc clist~il~trtioti t l i i ~ t  produccs a I~ca~r i  30" to tlic left o f  tlic array rior~nal. Tl i i~s  this 
sirnple two-elenlent array with a single 3-dB coupler produces two irldepericle~lt bea111s. 

The two-element array is a trivial exarriple of the Butler beam-forming antenna. Figure 
8.28 illustrates the circuit of a11 eight-clcrner~t array t1i:it generates eight incleperldent beams. I t  
utilizes 12 directional couplers and eight fixed phase shifters. The Butler niatrix has 2" inputs 
and 2" outputs. Modificatio~is of the Butler array to any number of elements have been 
suggested, but the resulting beatn-forming network is not necessarily 1 0 s s l e s s . ~ ~ ~ ~ ~  The number 
of tlirectional couplers or hybrids required for an N  element array is equal to  ( N / 2 )  log, N, 
and tlie nu~riber of fixed phase sllifters is (N/2)(log2 N  - I ) .  

'The Butler beam-forr~iing network is theoretically lossless; i.e., no power is intentionally 
discipated in ter~ninatiorls. ?'here will always be a finite insertion loss, however, due to the 
inherent losses in the directional couplers, phase shifters, and transmission lines that make up 
the network. A 16-elernerlt tietwork at 900 MHz,  for example, had an insertion loss of0.74 dB. 
practically all of which was due to the strip transmission line used in the cons t r~c t ion .~ '  I n  a 
lossless, passive antenna radiating rnultiple beams from a common aperture i t  has been shown8* 
that tlie radiation pattern arid the crossover level of adjacent beams cannot be specified 
indeperidently. With uniform illurnination, as i t i  the Butler array, the crossover level is 3.9 dB 
helow the peak. 'l'liis is indepelident of the beam position, elerrient spacing, arid wavelength. 

Arilenna Elements 

1R 4L 3R 2L 2R 3L 4R 1L 

Figure 8.28 Eight-element Butler bearn-forming matrix. 
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a phasc distrihlJlion tllat produces a heam .100 10 tile left of tile array normal. Thus this
simple two-element array wilh a single 3-uB coupler produces Iwo inuependent beams.

The two-element array is a trivial example of the Butler beam-forming antenna. Figure
H.2H illustrates thc circuit of an cight-clcmcnt array that gcneratcs eigllt indcpendent beams. It
utilizes 12 directional couplers and eight fixed phase shifters. The Butler matrix has 2" inputs
and 2" outputs. Modifications of the Butler array to any number of elements have been
suggested, but the resulting beam-forming network is not necessarily lossless. 88.97 The number
of directional couplers or hybrids required for an N element array is equal to (NI2) log2 N,
and the number of fixed phase shifters is (NI2)(log 2 N - I).

The Butler beam-forming network is theoretically lossless; i.e., no power is intentionally
dissipated in terminations. There will always be a finite insertion loss, however, due to the
inherent losses in the directional couplers, phase shifters, and transmission lines that make up
the network. /\ 16-element network at 900 MHz, for example, had an insertion loss of 0.74 dB,
practically all of which was due to the strip transmission line used in the construction. 87 In a
loss less. passive antenna radiating multiple beams from a common aperture it has been shown 88

that the radiation pattern and the crossover level of adjacent beams cannot be specified
independently. With uniform illumination, as in the Butler array, the crossover level is 3.9 dB
hclow the peak. Tllis is independent of the beam position, element spacing, and wavelength.
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Figure 8.28 Eight-element Butler beam-forming matrix.
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The low crossover level of the Butler array is one of its disadvantages. I f  a lossless network 
could be achieved with a cosine illumination so as to reduce the sidelobe levels compared to 
those obtained with a uniform illumination, the crossover level would be even worse (a level of 
-9.5 dB). 

By combining the output beams of the networks with additional circuitry, the Butler 
beam-forming network can be modified to obtain aperture illuminations that result in lower 
sidelobes than available with uniform illumination. The beamwidth is widened, the gain 
lowered, and the network is no longer theoretically lossless. The addition of two adjacent 
beanis of a Butler array, with the proper phase correction, resi~lts in an array w i ~ h  a cosine 
illumination. The crossover is lower than the lossless network, but the first sidelobe is - 23 dB 
instead of - 13.2 dB. 

There is n o  theoretical limit to the bandwidth of a Butler array except for the bandwidth 
associated with the hardware making up the network, which can be greater thdn 30 percent. 
They have even been constructed with bandwidths of several octaves." Operating over too 
wide a band, however, changes the beamwidth, shifts the location of the beams, and can 
introdiice grating lobes just as with any other array antenna. 

The complexity of the Butler beamforming network increases with the number of ele- 
ments. A 64-element network, for example, requires 192 directional couplers and 160 fixed- 
phase shifters. The construction of a large Butler network requires a large number of 
cross-over connections in the transmission lines. These can present practical difficulties in the 
fabrication of the microwave printed circuits used to make up the device.z6 Many beams also 
require many parallel receivers, an added complexity. For these reasons, Butler beam-forming 
networks with large numbers of elements are not the general rule. 

It is possible to construct planar arrays with Butler networks. A 2 P  by 2q element array (p ,  
q are integers) requires 2 P  + 29 networks to achieve 2P+q beams. Other methods of using Butler 
tietworks in planar arrays are possible. S h e l t ~ n , ~ '  for example, describes a technique for 
generating multiple beams in hexagonal planar arrays with triangular spacing. 

The Butler networks in this section were assumed to use 3-dB directional coiiplers with a 
90" phase difference between the two equal outputs. Hybrid junctions can also be used. These 
produce a 180" phase difference between the two output signals and require a slightly different 
design procedure. l o o  

It is of interest to  note the relation of the Butler network to  the Fast Fourier Transform 
(FFT). As stated previously, the radiated field of an antenna is related to the illuniination 
across the aperture by the Fourier transform. S h e l t ~ n ~ ~  has pointed out that the flow diagram 
of the F F T  is basically similar to the diagram of the Butler network. Thus the Butler network 
is a manifestation of the FFT. The antenna equivalent of the conventional Fourier transform is 
the Blass beam-forming network illustrated by Fig. 8.26. The Blass network required N~ 
couplers for N inputs and N outputs, while the conventional Fourier transform also requires 
NZ computations for an N-point transform. The Butler network utilizes (N/2) log, N junc- 
tions, just as the F F T  uses (N/2) logz N computations for an N-point transform. 

Within-pulse scanning.'''- l o 4  If an antenna beam is scanned sequentially t l~rough its angular 
coverage, one position at a time, it illuminates all directions just as does a multiple-beam 
array. I f  the beam is scanned rapidly enough, however, it will have the effect of seeing " almost 
simultaneously" in all directions. The scan rate of the beam must be greater than the radar 
signal-bandwidth to preserve the information contained in the received signal. The entire scan 
is covered within a single pulse. Hence, the name within-pulse scanning. This is a method for 
achieving the equivalent of a multiple-beam array. 

There have been a t  least two different variations of within-pulse scanning which have 
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The low crossover level of the Butler array is one of its disadvantages. If a lossless network
could be achieved with a cosine illumination so as to reduce the side lobe levels compared to
those obtained with a uniform illumination, the crossover level would be even worse (a level of
-9.5 dB).

By combining the output beams of the networks with additional circuitry, the Butler
beam-forming network can be modified to obtain aperture illuminations that result in lower
siJelobes than available with uniform illumination. The beamwidth is widened, the gain
lowered, and the network is no longer theoretically loss less. The addition of two adjacent
beams of a Butler array, with the proper phase correction, results in an array with a cosine
illumination. The crossover is lower than the loss less network, but the first sidelobe is - 23 dB
instead of - 13.2 dB.

There is no theoretical limit to the bandwidth of a Butler array except for the bandwidth
associated with the hardware making up the network, which can be greater than 30 percent.
They have even been constructed with bandwidths of several octaves. 94 Operating over too
wide a band, however, changes the beamwidth, shifts the location of the beams, and can
introduce grating lobes just as with any other array antenna.

The complexity of the Butler beamforming network increases with the number of ele­
ments. A 64-element network, for example, requires 192 directional couplers and 160 fixed­
phase shifters. The construction of a large Butler network requires a large number of
cross-over connections in the transmission lines. These can present practical difficulties in the
fabrication of the microwave printed circuits used to make up the device. 20 Many beams also
require many parallel receivers, an added complexity. For these reasons, Butler beam-forming
networks with large numbers of elements are not the general rule.

h is possible to construct planar arrays with Butler networks. A 2P by 2q element array (p,
q are integers) requires 2P + 2q networks to achieve 2P + q beams. Other methods of using Butler
networks in planar arrays are possible. Shelton,91 for example, describes a technique for
generating multiple beams in hexagonal planar arrays with triangular spacing.

fhe Butler networks in this section were assumed to use 3-dB directional couplers with a
900 phase difference between the two equal outputs. Hybrid junctions can also be used. These
produce a 1800 phase difference between the two output signals and require a slightly different
design procedure. IOO

It is of interest to note the relation of the Butler network to the Fast Fourier Transform
(FFT). As stated previously, the radiated field of an antenna is related to the illumination
across the aperture by the Fourier transform. Shelton 93 has pointed out that the flow diagram
of the FFT is basically similar to the diagram of the Butler network. Thus the Butler network
is a manifestation of the FFT. The antenna equivalent of the conventional Fourier transform is
the Blass beam-forming network illustrated by Fig. 8.26. The Blass network required N 2

couplers for N inputs and N outputs, while the conventional Fourier transform also requires
N 2 computations for an N-point transform. The Butler network utilizes (NI2) log2 N junc­
tions, just as the FFT uses (NI2) log2 N computations for an N-point transform.

Within-pulse scanning.101-I04 If an antenna beam is scanned sequentially through its angular
coverage, one position at a time, it illuminates all directions just as does a multiple-beam
array. If the beam is scanned rapidly enough, however, it will have the effect of seeing .. almost
simultaneously" in all directions. The scan rate of the beam must be greater than the radar
signal-bandwidth to preserve the information contained in the received signal. The entire scan
is covered within a single pulse. Hence, the name within-pulse scanning. This is a method for
achieving the equivalent of a multiple-beam array.

There have been at least two different variations of within-pulse scanning which have
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been demonstrated experimentally. Both are more suited for electronic scanning in one angu- 
lar coordinate than for two-angle-coordinate electronic scanning. Thus they are of interest for 
determining elevatioti angle in 3D radar. 111 one n i e t t l ~ d , " ~  a frequency-scan beani is rapidly 
swept tlirollgti tile angular regiorl of interest, and the received signal is passed through a bank 
of  r~iatctietl filters, e ac l~  lilrcr corresponding to a different angular direction. This was men- 
tioned in Sec. 8.4. 

The other is a receive-only ntethod that uses a receiving array with rnixers and local 
oscill:~tors (Lor;),  arrarigecl so as to provide N separate receiving beams fixed in space 
(Fig. 8.29) .  Each r~iixer is supplied with a different LO frequency. 'The trarismitting antenna 
provides a single bearn illurniriating the coverage of the N receiving beams. As described in 
Sec. 8.2, in order to generate a beam at some angle 0 0 ,  there must be a relative phase difference 
between atljacetit elements equal to 4 = 2n (d /A )  sin OO. If the left-hand element of an N- 
elcinent linear array is taken as the reference, then the phase shifters at the other elenien ts must 
lrave vai\ies of +, 24, . . . , ( N  - I ) $ .  I f  the beam is scanned as a function of time. these phase 
stlifts also change as a function of time. A constant rate of change of phase with time is 
equivalent to a constant frequency. Thus a frequency difference at adjacent elements results in 
a sca~lning beani. I f  tlie LOs in the mixers of  Fig. 8.29 differ in frequency by f,, the beam 
rcpctitively scans its coverage at a rate ofJ,. That is, the antenna beam occupies all possible 
scan positions during the scan time I([%. Another way of looking at this is to note that if the 
relative phase between adjacent elements of an array is changed by 2 n  radians, the radiation 
par tern will assume all possible scan positions. If the 271 radians is changed in a time llf, , then the 
rate of change of phase is 2 n L .  Thus the linear phase change can be accomplished i f  
the frequency difference between the LOs at the mixers of adjacent elements is j;. 

By multiplying the summed output of all the element mixers with a periodic sampling 
train of narrow gating pulses, a particular portion of space is observed. Changing the relative 
time phase between the sampling pulse train and the array output results in observing a 
different angular direction. Thus the beam can be steered by varying the time phase of the 
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Figure 8.29 Within-pulse scanning using frequency-multiplexed linear array. This implementation 
been called MOSAR. (Frotn Jolt~rsc~rr '" Co~rrtesy Proc. I E E E . )  
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heen demonstrated experimentally. Both are more suited for electronic scanning in one angu­
lar coordinate than for two-angle-coordinate electronic scanning. Thus they are of interest for
determining elevalion angle in JD radar. In one method,66 a frequency-scan beam is rapidly
swepl through Ihe angular region of interest, and the received signal is passed through a bank
of matched filters, each filler corresponding to a dilTerent angular direction. This was men­
Iioned in Sec. RA.

The other is a receive-only method that uses a receiving array with mixers and local
oscillalors (LOs), arranged so as to provide N separate receiving beams fixed in space
(Fig. R.29). Each mixer is supplied with a different LO frequency. The transmitting antenna
provides a single beam illuminating the coverage of the N receiving beams. As described in
Sec. R.2. in order to generate a beam at some angle 00 , there must be a relative phase dilTerence
hetween adjacent elements equal to ¢ = 21t(dIA.} sin 00 , If the left-hand element of an N­
element linear array is taken as the reference, then the phase shifters at the other elements must
have values of cp, 2cp• ... , (N - I)¢. If the beam is scanned as a function of time, these phase
shifts also change as a function of time. A constant rate of change of phase with time is
equivalent to a constant frequency. Thus a frequency difference at adjacent elements results in
a scanning heam. If the LOs in the mixers of Fig. 8.29 differ in frequency by!" the beam
repetitively scans its coverage at a rate of!,. That is, the antenna beam occupies all possible
scan positions during the scan time 1/.(,. Another way of looking at this is to note that if the
relative phase between adjacent elements of an array is changed by 21t radians, the radiation
pattern will assume all possible scan positions. If the 21t radians is changed in a time Ilfs' then the
rale of change of phase is 2rr.f.,. Thus the linear phase change can be accomplished if
the frequency difference between the LOs at the mixers of adjacent elements isIs'

By multiplying the summed output of all the element mixers with a periodic sampling
train of narrow gating pulses, a particular portion of space is observed. Changing the relative
time phase between the sampling pulse train and the array output results in observing a
different angular direction. Thus the beam can be steered by varying the time phase of the

HOlldp055 fdlp,

BW" NIs

Mulflple~er I
------

lcr

';i 1, - .'s
~ (,
:; h(-,7+---,(,----+---r--1

~ : N-l
Cl I, + Tis

- I,

·0·'---------,-t---' '---------'
I

Reomwidth
control

'1(5
t
I
I

Rpom
steering

N-l Y1,- 2 Is

.~

Figure 8.29 Within-pulse scanning using rrequency-multiplexed linear array. This implementation has
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sirtnplitlg signal. By providing more than one sampling signal, multiple sirnultaneoi~s beanis 
can be generated which can either be fixed or independently steered. 

The local oscillator signals of Fig. 8.29 are derived coherently by  nixing the two frequen- 
cies,f', and ,I, and filtering the desired mixer products f ,  + ,If,, 11 = 1.2, . . . , N. The frequency f,, 
which is the rate at which the far field is sampled, must be greater than the total signal 
bandwidth i f  the modulation envelope of the radar pulses is to be preserved. The outputs froni 
the elements must be limited to a bandwidth B before adding them all together, if  noise overlap 
is to be avoided. The required bandwidth of the summed signal channel is Nl,, which must be 
made greater than NB. This can be quite large (perhaps several gigahertz in some radars) and 
can represent a limitation on the implementation of the technique. 

The various beam positions can be obtained by sampling the output at  the proper time. In 
Fig. 8.29 one beam sampling channel is illustrated. The sampling signal S, is a train o f  short 
pulses at a repetition rate fs which can be time-phased to gate the scanning signal k;, according 
to the desired beam direction. The beam-steering phase is indicated by a in the figure. I f  r is 
variithle. the beam is steerable. The generation of multiple fixed beams or  a nun~ber  of 
inclependent steerable beams requires a duplication of the sampling pulse generators anti 
sampling mixers. 

Other beam-forming methods. Several nonarray techniques using reflectors or lenses have 
been considered for the generation of multiple beams. The Luneburg lens and the torus 
reflector with multiple feeds as described in Chap. 7 are examples. A radar with a reflector 
antenna designed to generate a cluster of many beams has been sometimes called a pirlc~rsllioti 

radar. 
In one example of a developmental radar that generated multiple beams, a spherical 

transmitting antenna was surrounded by three spherical Luneburg-lens receiving antennas, 
each covering a one-third sector of space.'0s The transmitting antenna was a spherical phased 
array of several thousand elements, with only a fraction of these energized at any one time to 
form a directive beam. Each energized array ele'ment was driven from a separate power 
amplifier. which obtained its properly phased input signal from a Li~neburg lens. This lens 
functioned as a low-power RF analog beamformingdevice for the spherical array. Such a 1~11s is 
sometimes called a ~~or~lpl~ri t lg  lens. The beam position of the spherical array was selected by 
switching the proper elements of the Luneburg beam-forming lens to the elznlents of the trans- 
mit array. Each of the three Luneburg-lens receive antennas in the radar system coi~ld generate a 
cluster of three beams pointing in the direction of the transmit beam. The angle of arrival was 
exirscietl by comparison of the amplitudes of the signals in the three-beam cluster. Beam 
switclling was performed separately from beam forming on both transmit and receive. This 
example o fa  radar based on multiple-beam-forming is a system that is probably more conlplex 
tha~ l  would he needed now to accomplish the same radar mission. 

Another approach to multiple-beam antennas utilized a planar lens array fed by a con- 
stri~ined lens consisting of two connected hemispherical surfr~ces and a henlisplleric~~l feerl 
surface.82 The details of this antenna will not be described here. Its advatltagc is that i t  has truc 
time delay, allowing a wide instantaneous bandwidth. 

The ~ u b i s " ~  antenna, which uses a parallel-plate lens, and the B o ~ t l a c e ' ~ '  antenna, 
which is a form of lens array, are also capable of RF  beam forming. As mentioned, the 
Li~neburg lens can be used as a beam-forming network to  form multiple beams in conjunction 
with a circular or  spherical array,lo8 or the lens can be used directly to generate multiple 
beams. Since the Luneburg lens is not generally capable of high power, i t  is primarily a 
receiving antenna. For transniission, it can act at  low power as an analog computer for the 
high-power spherical lens. 
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sampling signal. By providing more than one sampling signal, multiple simultaneous beams
can be generated which can either be fixed or independently steered.

The local oscillator signals of Fig. 8.29 are derived coherently by mixing the two frequen­
cies II and.l~ and fi Itering the des ired mixer prod uctsI, + nis' n = I, 2, ... , N. The freq uency IS!
which is the rate at which the far field is sampled, must be greater than the total signal
bandwidth if the modu.lation envelope of the radar pulses is to be preserved. The outputs from
the elements must be limited to a bandwidth B before adding them all together, if noise overlap
is to be avoided. The required bandwidth of the summed signal channel is Nf" which must be
made greater than N B. This can be quite large (perhaps several gigahertz in some radars) and
can represent a limitation on the implementation of the technique.

The various beam positions can be obtained by sampling the output at the proper time. In
Fig. 8.29 one beam sampling channel is illustrated. The sampling signal Sa is a train of short
pulses at a repetition rateis which can be time-phased to gate the scanning signal 61: according
to the desired beam direction. The beam-steering phase is indicated by ex in the figure. If a is
variable. the beam is steerable. The generation of multiple fixed beams or a number of
independent steerable beams requires a duplication of the sampling pulse generators and
sampling mixers.

Other beam-forming methods. Several nonarray techniques using reflectors or lenses have
been considered for the generation of multiple beams. The Luneburg lens and the torus
reflector with multiple feeds as described in Chap. 7 are examples. A radar with a reflector
antenna designed to generate a cluster of many beams has been sometimes called a pincllshion

radar.
In one example of a developmental radar that generated multiple beams. a spherical

transmitting antenna was surrounded by three spherical Luneburg-lens receiving antennas,
each covering a one-third sector of space.' 05 The transmitting antenna was a spherical phased
array of several thousand elements. with only a fraction of these energized at anyone time to
form a directive beam. Each energized array e\e'ment was driven from a separate power
amplifier. which obtained i'ts properly phased input signal from a Luneburg lens. This lens
functioned as a low-power RF analog beam~formingdevicefor the spherical array. Such a lens is
sometimes called a cO/llpl/ting lens. The beam position of the spherical array was selected by
switching the proper elements of the Luneburg beam-forming [ens to the elements of the trans­
mit array. Each of the three Luneburg-Iens receive antennas in the radar system could generate a
cluster of three beams pointing in the direction of the transmit beam. The angle of arrival was
extracted by comparison of the amplitudes of the signals in the three-beam cluster. Beam
switching was performed separately from beam forming on both transmit and receive. This
example of a radar based on multiple-beam-forming is a system that is probably more complex
Ihan would be needed now to accomplish the same radar mission.

Another approach to multiple-beam antennas utilized a planar lens array fed by a con­
straincd lens consisting of two connected hemispherical surfaces and a hemispherical feed
surface. liz The details of this antenna will not be described herc. Its advantage is lhat it has lrlle
time delay, allowing a wide instantaneous bandwidth.

The Mubis,06 antenna, which uses a parallel-plate lens, and the Bootlace 107 antenna,
which is a form of lens array, are also capable of RF beam forming. As mentioned, the
Luneburg lens can be used as a beam-forming network to form multiple beams in conjunction
with a circular or spherical array,108 or the lens can be used directly to generate multiple
beams. Since the Luneburg lens is not generally capable of high power, it is primarily a
receiving antenna. For transmission, it can acl at low power as an analog computer for lhe
high-power spherical lens.
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In principle, riiultiple receiving beams can be generated utilizing the Fast Fourier Trans- 
form (FFT)  p roce~sor . "~  I f  the output of each receiving element is sampled at the Nyquist 
rate and i f  tlie sampled voltages are converted to a digital number, the FFT processor may be 
used to generate ~iiultiple beams digitally, just as the Butler beam-forming array generates 
then1 in analog fashion. Ttius the antenna beams are generated by computation. Its practical 
inipleliieritation rcqi~ires coriverting RF or IF signals at each elernent to digital numbers. 

S!$tent considerations. Orie of the attractive features claimed for a multiple-beam-forming 
arrav is that i t  does away with phase shifters. These are replaced, however, by multiple 
receivers, one for each beam. This can represent an expensive trade. I f  instead of one receiver 
per bean). only one or a few receivers are time-shared over the total coverage, some form of 
stvitcliing is required. I f  the requiretiients for switching speed and flexibility are similar to those 
of a corivelitiori;tI clcctr oriic;illy stcered pliased-array radar, the problem of switching a 
receiker betweell ports of tile bearii-forming array may be as difficult as that of providing the 
pliitse shifting ill a corlventiorlal array radar.''' 

111 principle, a surveillance radar with a fixed transmitting beam of width 0, and a number 
N of fixed, narrow receiving beanis of width 0, covering the same volume (NO, = 0,). has 
perfortilance equivalent to a radar with a single scanning transmit-receive beam of width 0,. 
provided the comparison is made on a similar basis and the received signals are processed in 
the optiniunl mariner in each case. The transmit antenna gain in the multiple-beam system is 
11Ntll that of tlie scanning single-beam system. The reduction of transmit antenna gain in a 
rilultiple-bear11 radar is co~iipensatcd, flowever, in the ideal case by the increased nuniber of 
hits available for integration. The gain of the transmitting antenna in the multiple-bean1 
syster~i is 0,/0, = 1/N that ol  the transtnitting gain of the scanning-beam antenna. Thus the 
signal- to-noise ratio per pulse of the tnultiple-beam radar is less than the signal-to-noise ratio 
of !he scanning-beam radar. I f  these N pulses are integrated without loss as in a perfect 
predetection integrator, the total signal-to-noise ratio in the multiple-beam radar just conipen- 
sates for the lesser transmit gain. Thus the multiple-beam radar and the scanning-beam radar 
have equivalent detection capability, provided the data rates are the same and integration is 
without loss. Data rate is defined here as the revisit time in a scanning-beam radar, and in a 
r~iultiple-bean1 radar i t  is the time over which the total number of pulses are integrated. In 
practice. postdetection iritegration is usually employed and there will be a finite integration 
loss. It1 such a case the scanning-beam system will have an advantage over the multiple-beam 
sysleni. 

C 
111 a niultiple-beam system which uses a broad transmitting beam to illuminate the region 

covered by the coritiguous receiving beanis, the benefit of the two-way sidelobe levels that is 
characteristic of a conventiorlal scanning radar antenna is not obtained. Thus i t  is usually 
desirable to suppress the sidelobes of the multiple receiving beams more than usual in order to 
reduce the likelihood of echoes from large targets being received via the one-way sidelobes. 

Multiple-beam array antennas with a large number of simultaneous beams have not seen 
wide application, probably because of the complexity of such systems. They have, however, 
had application in 3D mechanically rotating air-surveillance radars which employ a small 
number of contiguous beams stacked in elevation to provide the elevation coordinate. 

In some applications, the effect of multiple, independent beams can be obtained with a 
single-beam phased-array radar which is capable of flexible and rapid beam steering. For 
example, a sequential burst of pulses can be transmitted at the beginning of the transmission, 
with each pulse radiated in a different direction. This requires rapidly switching phase shifters 
to steer the beam between pulses. It also requires an application where a short minimum range 
is not important since reception cannot take place during the transmission of the burst of 

Till' I:.I.ITIHONH"AI.I.Y STI'ERED "liASI'D ARRAY ANTENNA IN RADAR 317

In principle, multiple receiving beams can be generated utilizing the Fast Fourier Trans­
form (FFT) processor. I 59 If the outputbf each receiving element is sampled at the Nyquist
rate and if the sampled voltages are converted to a digital number, the FFT processor may be
used to generate multiple beams digitally, just as the Butler beam-forming array generates
them in analog fashion. Thus the antenna beams are generated by computation. Its practical
implementation rcquires convcrting RF or IF signals at each element to digital numbers.

S)stcm considerations. One of the attractive features claimed for a multiple-beam-forming
array is that it docs away with phase shifters. These are replaced, however, by multiple
receivers. one for each beam. This can represent an expensive trade. If instead of one receiver
per beam. only one or a few receivers are time-shared over the total coverage, some form or
switch ing is required. rf the requ irements for switching speed and flexibi lity are similar to those
of a conventional electronically steered phased-array radar, the problem of switching a
receiver between ports of the beam-forIlling array may be as difficult as that of providing the
phase shifting in a conventional array radar. los

In principle, a surveillance radar with a fixed transmitting beam of width 0/ and a number
N of fixed, narrow receiving beams of width Or covering the same volume (NOr = 0,), has
performance equivalent to a radar with a single scanning transmit-receive beam of width Or'
provided the comparison is made on a similar basis and the received signals are processed in
the optimum manner in each case. The transmit antenna gain in the multiple-beam system is
II Nth that of the scanning single-beam system. The reduction of transmit antenna gain in a
multiple-beam radar is compensated, however, in the ideal case by the increased number of
hits available for integration. The gain of the transmitting antenna in the multiple-beam
system is OrlO, = II N that of the transmitting gain of the scanning-beam antenna. Thus the
signal-to-noise ratio per pulse of the multiple-beam radar is less than the signal-to-noise ratio
of the scanning-beam radar. If these N pulses are integrated without loss as in a perfect
predetection integrator, the total signal-to-noise ratio in the multiple-beam radar just compen­
sates for the lesser transmit gain. Thus the multiple-beam ffidar and the scanning-beam radar
have equivalent detection capability, provided the data rates are the same and integration is
without loss. Data rate is defined here as the revisit time in a scanning-beam radar, and in a
multiple-beam radar it is the time over which the total number of pulses are integrated. In
practice, postdetection integration is usually employed and there will be a finite integration
loss. In such a case the scanning-beam system will have an advantage over the multiple-beam
system. ('

In a multiple-beam system which uses a broad transmitting beam to illuminate the region
covered by the contiguous receiving beams, the benefit of the two-way side lobe levels that is
characteristic of a conventional scanning radar antenna is not obtained. Thus it is usually
desirable to suppress the sidelobes of the multiple receiving beams more than usual in order to
reduce the likelihood of echoes from large targets being received via the one-way sidelobes.

Multiple-beam array antennas with a large number of simultaneous beams have not seen
wide application, probably because of the complexity of such systems. They have, however,
had application in 3D mechanically rotating air-surveillance radars which employ a small
number of contiguous beams stacked in elevation to provide the elevation coordinate.

In some applications, the effect of multiple, independent beams can be obtained with a
single-beam phased-array radar which is capable of flexible and rapid beam steering. For
example, a sequential burst of pulses can be transmitted at the beginning of the transmission,
with each pulse radiated in a different direction. This requires rapidly switching phase shifters
to steer the beam between pulses. It also requires an application where a short minimum range
is not important since reception cannot take place during the transmission of the burst of



pulses. Thus this approach would be suitable for radars whose targets are at long range, such 
as satellite surveillance or BMD (Ballistic Missile Defense). On reception, a separate receive 
beam must be generated for each direction of transmission. In a surveillance application this 
could require the complication of some sort of beam-forming. I n  a tracking phased-array 
radar, however, a single time-shared receive beam can be used simultaneously to track many 
targets at different angular directions. Since the targets are under track, their approximate 
ranges are known so that a beam need be formed in the proper direction only during the time 
that a target echo is expected. In this manner, several targets can be held in track during the 
interpulse period, provided the phase shifters can switch sufficiently rapidly and a control 
computer is available to take advantage of the inherent flexibility of the array. 

8.8 RANDOM ERRORS IN ARRAYS 

In the analysis of the effects of reflector-antenna errors in Sec. 7.8 only the phase error was 
considered. I n  an array, however, other factors may enter to cause distortion of the radiation ' .  . 
pattern. These include errors in the amplitude as well as the phase of the current at the 
individual elements of the array, missing or inoperative elements, rotation or translation of an 
element from its correct position, and variations in the individual element patterns. These 
errors can result in a decrease in gain, increase in the sidelobes, and a shift in the location of the 
main beam. 

Since it is not always possible to know the exact nature of the errors that might be 
encountered in a specific antenna, the properties of the antenna must be described in statistical 
terms. That is, the average, or expected, value of the radiation pattern of an ensemble of 
antennas of similar type can be computed based on the statistics of the random errors. The 
statistical description of the antenna properties cannot be applied to any particular antenna, 
but applies to the collection of similar antennas whose errors are specified by the same 
statistical parameters. 

The ensemble average power pattern'of a uniform array of M by N isotropic elements 
arranged on a rectangular grid with equal spacing between elements can be expressed as1'' 

where P ,  = probability of an element being operative (or the fraction of the elements that 
remain working) 

6 = phase error (described by a gaussian probability density function) 
I .fo(U, 4))' = no-error power pattern 

A = amplitude error 
i,, = no-error current at the mnth element 

Thus the effect of random errors is to produce an average power pattern that is the superposi- 
tion of two terms, similar to Eq. (7.31) for the continuous aperture. The first term represents 
the no-error power pattern multiplied by the square of the fraction of elements remaining and 
by a factor proportional to the phase error. The other term depends on both the amplitude 
error and the phase error as well as the fraction of elements remaining operative. It also 
depends on the aperture illumination, as given by the currents i,, . Note that this second term 
is independent of the angular coordinates 8, #. It can be thought of as a "statistical omnidirec- 
tional" pattern. It causes the far-out sidelobes'to differ in the presence of error as compared to 
the no-error pattern. (The no-error pattern sidelobes generally drop off rapidly with increasing 
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pulses. Thus this approach would be suitable for radars whose targets are at long range, such
as satellite surveillance orBMD (Ballistic Missile Defense). On reception, a separate receive
beam must be generated for each direction of transmission. In a surveillance application this
could require the complication of some sort of beam-forming. In a tracking phased-array
radar, however, a single time-shared receive beam can be used simultaneously to track many
targets at different angular directions. Since the targets are under track, their approximate
ranges are known so that a beam need be formed in the proper direction only during the time
that a target echo is expected. In this manner, several targets can be held in track during the
interpulse period, provided the phase shifters can switch sufficiently rapidly and a control
computer is available to take advantage of the inherent flexibility of the array.

8.8 RANDOM ERRORS IN ARRAYS

In the analysis of the effects of reflector-antenna errors in Sec. 7.8 only the phase error was
considered. In an array, however, other factors may enter to cause distortion of the radiation
pattern. These include errors in the amplitude as well as the phase of the current at the
individual elements of the array, missing or inoperative elements, rotation or translation of an
element from its correct position, and variations in the individual element patterns. These
errors can result in a decrease in gain, increase in the sidelobes, and a shift in the location of the
main beam.

Since it is not always possible to know the exact nature of the errors that might be
encountered in a specific antenna, the properties of the antenna must be described in statistical
terms. That is, the average, or expected, value of the radiation pattern of an ensemble of
antennas of similar type can be computed based on the statistics of the random errors. The
statistical description of the antenna properties cannot be applied to any particular antenna,
but applies to the collection of similar antennas whose errors are specified by the same
statistical parameters.

The ensemble average power pattern; of a uniform array of M by N isotropic elements
arranged on a rectangular grid with equal spacing between elements can be expressed as 109

M N

I f(B, 4» 1
2 = P;e-,p I fo(B, 4» 1

2 + [(1 + !! 2)P~ - P;e- J2J 2: 2: i;'n
m=1 n=1

(8.24 )

where PI! = probability of an element being operative (or the fraction of the dements that
remain working)

(j = phase error (described by a gaussian probability density function)
1.10(0, 4>W= no-error power pattern

!! = amplitude error .
imn = no-error current at the mnth element

Thus the effect of random errors is to produce an average power pattern that is the superposi­
tion uf two terms, similar to Eq. (7.31) for the continuous aperture. The first term represents
the no-error power pattern multiplied by the square of the fraction of elements remaining and
by a factor proportional to the phase error.' The other term depends on both the amplitude
error and the phase error as well as the fraction of elements remaining operative. It also
depends on the aperture illumination, as given by the currents imn • Note that this second term
is independent of the angular coordinates 8, c/J. It can be thought of as a .. statistical omnidirec­
tional" pattern. It causes the far-out sidelobes'to differ in the presen~oferror as compared to
the no-error pattern. (The no-error pattern sidelobes generally drop off rapidly with increasing
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angle from broatlsitlc; tllereforc, beyotld sollle angle the radiation pattern will be donlitlatetl 
by the error-produced sidelobes.) *The shape of the main beam and the near-in sidelobes are 
relatively unamected by errors, although their magnitudes are  modified. Note that the factor P ,  
can also be used to evaluate the effect of random thinning of array antennas. 

For P ,  = I and srnall errors. the normalized pattern, obtained from Eq. (8.24) by dividing 
by the value of I Jb(0, 0)  1'. is 

The second tern1 of this expression indicates that the larger the number of elements, the 
srnaller will be the statistical sidelobe level. The main-beam intensity, being coherent, increases 
as the square of the number ofelements, whereas the sidelobes due to errors, being incohererit. 
increases only directly with the number of elements. The gain of a broadside array of isotropic 
elernen ts is approximately 

(Note that wllell i m n  = corlstallt. (;, = MN.) l'hen the nornlalized pattern of Eq. (8.25) can be 
expressed as 

The greater the gain of the antenna, the less the relative effect of the errors on the sidelobes. 
B v  substituting the radiation intensity of Eq. (8.24) into the definition of gain (or directi- 

vity) of Eq. (7.3) i t  can be shown that 

Note that the relative reduction in gain is independent of the number ofelements and depends 
only on the fraction of elements that are operative and the mean square value of the errors. 
When P ,  = 1 and A = 0, the expression is, for small-phase errors, similar to  that of Eq. (7.30) 
for the confinuous aperture. 

I n  addition to raising the sidelobe level, random phase and amplitude errors in the 
aperture distribution cause an error it1 the position of the main beam. Rondinelli"' has sliown 
that for a uniform amplitude distribution across an M by M square array, the statistical rms 
bear11 poillting error is 

where 0 = rrns value of normalized error current assuming Rayleigh distributed errors 
k = 2n/A 

t i ,  = element spacing 
M = nurnber of elenients along one dimension of square array 

The phase angle is assumed uniformly distributed. Equation (8.29) indicates an error of 
0.22 x radian (-0.001") for a 100-by-100-element uniformly illuminated array with a 
beamwidth of approximately l o  when a = 0.4. 
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angle from hroadside; therefore, heyond some angle the radiation pattern will be dominated
by the error-produced sidelobes.) The shape of the main beam and the near-in sidelobes are
relatively unaffected by errors, although their magnitudes are modified. Note that the factor P"
can also be used to evaluate the effect of random thinning of array antennas.

For Pe = I and small errors, the normalized pattern, obtained from Eq. (8.24) by dividing

by the value of 1.t~(O, 0) 1
2

, is

(8.25 )

The second term of this expression indicates that the larger the number of elements, the
smaller will be the statistical sidelobe level. The main-beam intensity, being coherent, increases
as the square of the number of elements, whereas the sidelobes due to errors, being incoherent,
increases only directly with the number of elements. The gain ofa broadside array of isotropic
elements is approximately

Go =

m n

(8.26 )

(Note that when imn = constant, Go = M N.) Then the normalized pattern of Eq. (8.25) can he
ex pressed as

(8.27)

(8.28)

The greater the gain of the antenna, the less the relative effect of the errors on the sidelobes.
Bv substituting the radiation intensity of Eq. (8.24) into the definition of gain (or directi­

vity) of Eq. (7.3) it can be shown that

p.. p ..
GIGo = (I + ~i~) ~xp r=:51) ==: T+'3i'+'Zl

Note that the relative reduction in gain is independent of the number of elements and depends
only on the fraction of elements that are operative and the mean square value of the errors.
When p .. = I and t1 = 0, the expression is, for small-phase errors, similar to that of Eq. (7.30)
for the continuous aperture.

In addition to raising the sidelobe level, random phase and amplitude errors in the
aperture distribution cause an error in the position of the main beam. Rondinelli 110 has shown
that for a uniform amplitude distribution across an M by M square array, the statistical rms
heam pointing error is

(8.29)

where (j = rms value of normalized error current assuming Rayleigh distributed errors
k = 2rr/).

de = element spacing
M = number of elements along one dimension of square array

The phase angle is assumed uniformly distributed. Equation (8.29) indicates an error of
0.22 x 10- 4 radian (-0.001°) for a lOO-by-lOO-element uniformly illuminated array with a
beamwidth of approximately 1° when (J = 0.4.



Leichter's analysis1 ' of beam-poin ting errors was performed for a continuous line 
source, but may be applied to  a linear array. Both uniform distributions and modified Taylor 
distributions were considered. The amplitude and phase distributions were described by the 
gaussian distribution and were assumed independent of one another. An example of Leichter's 
results for a uniform amplitude distribution is shown in Fig. 8.30. 

Several conclusions may be derived from the various stitdies of errors described above 
and from Sec. 7.8. For array antennas the following seem to apply: 

1 .  The larger the number of elements ( M N )  it1 the array, the stnaller will be the sptrriolis 
radiation for a given error tolerance and a given design sidelobe level. In other words, lower 
sidelobes are more likely to be achieved with larger antennas. This comes about because the 
intensity of the main beam increases as the square of the number of elements ( A I N ) ~ ,  while 
the spurious radiation increases only linearly since i t  represents the incoherenl'addition of 
many contributions." 

2. The rise in the sidelobe level diie to random errors is independent of the beam scan 
angle.' l o  

3. The lower the design sidelobe level, the greater will be the rise in the sidelobes, assumtng a 
given antenna size and a given error t ~ l e r a n c e . " ~  

4. In a two-dimensional array, the most serious random error is in the translational position 
of the dipole elements. Of secondary importance are the errors in the currents applied to the 
elements. The angular position of the dipole elements is relatively unimportant. l 3  

The following conclusions apply to  the continuous antenna: 

1. According to R ~ t z e , ' ' ~  the spurious sidelobe radiation is proportional to the mean square 
error, just as in the discrete array, and in addition is proportional to the square of the 
correlation interval measured in wavelengths. Bates' " defines his correlation interval dif- 
ferently from Ruze and obtains a first-power dependence for this reason. 

2. I f  errors are unavoidable in a reflecting antenna surface. they should be kept small in extent; 
that is, for the same mechanical tolerance, the antenna with the smaller correlation interval 

Figure 8.30 Plot of a, versus O/O,, where a, is the rms 
phase error such that the pointing error will be In the 
interval (-0, 0) with a probability p ( 0 )  for arrays with 
,412 spacing; solid curves apply for p(O)  = 0.95; dashed 

(3 0.02 0 04 0.06 0.08 0.10 clrrvcs apply for 140) = 0.99: 0 ,  - anglc to the lirst 111111; 

%I D = antenna length. (Courtesy Hlrglles Aircrufi Co.) 
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Leichter's analysis III of beam-pointing errors was performed for a continuous line
source, but may be applied to a linear array. Both uniform distributions and modified Taylor
distributions were considered. The amplitude and phase distributions were described by the
gaussian distribution and were assumed independent of one another. An example of Leichter's
results for a uniform amplitude distribution is shown in Fig. 8.30.

Several conclusions may be derived from the various studies of errors described above
and from Sec. 7.8. For array antennas the following seem to apply:

I. The larger the number of elements (M N) in tile array. the smaller will he the spurious
radiation for a given error tolerance and a given design side lobe level. In other words. lower
sidelobes are more likely to be achieved with larger antennas. This comes about because the
intensity of the main beam increases as the square of the number of elements (ft.'! N)l, while
the spurious radiation increases only linearly since it represents the incoherent-addition of
many contributions. lll

') The rise in the sideJobe level due to random errors is independent of the heam scan
angle. llo

3. The lower the design sidelobe level, the greater will be the rise in the sidelobes, assuming a
given antenna size and a given error tolerance. 113

4. In a two-dimensional array, the most serious random error is in the translational position
of the dipole elements. Of secondary importance are the errors in the currents applied to the
elements. The angular position of the dipole elements is relatively unimporlanl. I13

The following conclusions apply to the continuous antenna:

1. According to Ruze,lll the spurious sidelobe radiation is proporlional to the mean square
error, just as in the discrete array, and in addition is proportional to the square of the
correlat ion interval measured in wavelengths. Bates 114 defines his correlat ion interval dif­
ferently from Ruze and obtains a first-power dependence for this reason.

2. If errors are unavoidable in a reflecting antenna surface. they should be kept small in extent';
that is, for the same mechanical tolerance, the antenna with the smaller correlation interval

Figure 8.30 Plot of (Jb versus 0/0" where (Jb is the rms
phase error such that the pointing error will he in the
interval (-0,0) with a probability p(O) for arrays with
A/2 spacing; solid curves apply for p(O) = 0.95; dashed

0.10 curves apply for I'((J) = 0.99; O. = angle to the first l1ull;
D = antenna length. (Courtesy HugJles Aircraft Co.)
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(rouglier surface) will give lower sidelobes than an antenna with a larger correlatioti inter- 
val. A n  error stretching most of the length-of the antenna is likely to have a worse effect than 
a localized bump or dent of ~nuch greater aniplitude. Therefore small disturbances such as 
screws and rivets on the surface of the reflector will have little effect on the antenna 
radi;~tiori pattern. 

3.  ,411 iricrcasc i l l  fr-crltlc~icy i~icrcascs t ,o t l i  tlic pli;~se errors a~icl tlie corrclalio~i i~itel.vi~l i l l  

tertiis of wavelerlgtlis. -1'1iereft7re tlie gain of a constant-area antenna does riot increase ;is 
r:~pitlly ;IS rllc square of tlic frcclilcricy. For reflectors of cqilal gain (saliie ciinlitctcr it1 

w:ivelerigtlis) Eel. (7.32)  shows that the relative sidelobe level causccl by errors will increase 
- ; IS  [tic foilrtll power of (lie freqilency, or 12 d~/octave . '  

,411 i~iiportant co~iclusion is that the details of the radiation pattern, especially i n  the 
region outside tlie ~iiairi beam, are more likely to be determined by the accuracy witti which tlie 
antenna is constructed than by the manner in which the aperture is illuminated. Thus 
the tiiecltatiical crlginecr aiid the skilled tuacllitiist and tccllnician are just as i~i~portarit as 

the :lntentia tiesigner in realizing the desired radiation pattern. 

Effects of phase shifter quantizatior~.R2.1 ' "  The discrete value of phase shift that results from 
tlie use of qua~itized phase shifters introduces an "error" in the desired aperture illumination. 
Phase quantization can cause a loss in antenna gain, an increase in the rms sidelobe level, the 
generation of spurious sidelobes, and a shift in the pointing of the main beam. The effect of 
quantized phase shifters on the radiation pattern is similar to the effect of random errors. 

The gain of an array antenna with a mean square phase error 8' in its aperture illumina- 
tion is approximately 

- - 
wlicrc (;,, = no-error gain. This follows fr'om Eq. (8.28) with P ,  = 1. AZ = 0, and f i 2  small. For 
:I quanti7ed pliase sliifter consisting of B bits, the phase error 5 is described by a uniforni 
probability density function extending over an interval & 7 ~ / 2 ~ .  From Sec 2.4 the mean square 
p l iac  error for tlie unifortii probability density function is 6' = ~ ' / 3 ( 2 ~ ' ) .  Substituting into 
Eq.  (8.30). the loss of gain is found to be 1.0 dB for a two-bit phase shifter, 0.23 dB for a 
three-bit phase shifter, and 0.06 dB for four bits. On the basis of the loss in gain, a three- or 
four-bi t phase shifter should be satisfactory for most applications. 

Phase quantization errors also result in an increase in the rms sidelobe level and in the 
peak sidelobe level. With the assumptiotis that ( 1 )  the energy lost by the reduction in main 
beam gain shows up as an increase in the rrns sidelobe level, (2) the element gain is the same for 
the riiain bear11 and the sidelobes (within the region of space scanned by the array), (3 )  an 
allowance of one dB for the reduction in gain due to the aperture illumination, and (4) one dB 
for scanning degradation, then the sidelobe level due to the quantization can be expressed as 

d' 

rms sidelobe level 2: --- -- 
2 2 B ~  

where N = total riurnber of  elenien ts in the array. For an array with four thousand elements, a 
three-hit pliase shifter will give rriis sitieiobes better ttian 47 dB below the main beani, and a 
four-bit phase sllifter gives 53 dl3 sidelobes. Thus three or four bits sllould be sufficie~lt for 
tilost large arrays. except where very low sidelobes are desired. 

Allhougll the above assutned a rand'ln distributiori of phase error across the aperture for 
coriiputation of the rms sidelobe level, the actual phase distribution with quantized phase 
stlifters is likely to he periodic. The periodic nature of  the quaritized phase will give rise to 

TilE FLHTRUNICALI.Y STEERED PIIASI:I) ARRAY ANTENNA IN RADAR 321

(rougher surface) will give lower side lobes than an antenna with a larger correlation inter­
val. An error stretchingmostofthe length of the antenna is likely to have a worse effect than
a localized bump or dent of much greater amplItude. Therefore small disturbances such as
screws and rivets on the surface of the rellector will have little effect on the antenna
radiation pattern.

3. ;\n increase ill frcqucncy incrcases both the phase errors and the correlation interval in
terms of wavelengths. Therefore the gain of a constant-area antenna does not increase as
rapidly as the square of the frequcncy. For renectors of equal gain (same diamcter in
wavelengths) Fq. (7.32) shows that the relative side lobe level caused by errors will increase

';IS the fourth power of the frequency, or 12 dB/octave. I 12

;\n important conclusion is that the details of the radiation pattern, especially in the
region outside the main beam, are more likely to be determined by the accuracy with which the
antenna is constructed than by the manner in which the aperture is illuminated. Thus
the mcchanical cngineer and the skilled machinist and technician are just as important as
the antenna designer in realizing the desired radiation pattern.

Effects of phase shifter quantization.R2.115 The discrete value of phase shift that results frolll
the use of quantized phase shifters introduces an "error" in the desired aperture illumination.
Phase quantization can cause a loss in antenna gain, an increase in the rms sidelobe level, the
generation of spurious sidelobes, and a shift in the pointing of the main beam. The effect of
quantized phase shifters on the radiation pattern is similar to the effect of random errors.

The gain of an array antenna with a mean square phase error b2 in its aperture illumina­
tion is approximately

(8.30)

(8.31 )

where Gn = no-error gain. This follows fr'om Eq. (8.28) with Pe = L ~2 = O. and (j2 small. For
a quantized phase shifter consisting of B bits, the phase error (j is described by a uniform
probahility density function extending over an interval ± rr/2 R

. From Sec 2.4 the mean square
phase error for the uniform probability density function is ~2 = rr 2 j3(2 2B

). Substituting into
Eq. PUO), the loss of gain is found to be 1.0 dB for a two-bit phase shifter, 0.23 dB for a
three-bit phase shifter. and 0.06 dB for four bits. On the basis of the loss in gain, a three- or
four-bit phase shifter should be satisfactory for most applications.

Phase quantization errors also result in an increase in the rms sidelobe level and in the
peak sidelobe level. With the assumptions that (1) the energy lost by the reduction in main
heam gain shows up as an increase in the rms sidelobe level, (2) the element gain is the same for
the main heam and the side lobes (within the region of space scanned by the array), (3) an
allowance of one dB for the reduction in gain due to the aperture illumination. and (4) one dB
for scanning degradation. then the sidelobe level due to the quantization can be expressed as

rms sidelobe level ~ -li-­
2 N

\vhere N = total number of elements in the array. For an array with four thousand elements. a
three-hit phnse shifter will give rrns sidelobes better than 47 dB below the main beam. and a
four-hit phase shifter gives 53 dB sidelobes. Thus three or four bits should be sufficient for
most large arrays. except where very low sidelobes are desired.

;\lthough the above assumed a randl'1l1 distribution of phase error across the aperture for
computation of the rms sidelobe level, the actual phase distribution with quantized phase
shifters is likely to he periodic. The periodic nature of the quantized phase will give rise to



spurious quanrizatiorl lobes, similar to grating lobes. The peak-quantization lobe relative to the 
main beam, when the phase error has a triangular repetitive distribution is 

I 
Peak quantization lobe = 

2 2 B  

This applies when the main beam points close to broadside and there are many radiating 
elements within the quantized phase period. The position of the quantization lobe in this case 
is 

sin 0, = ( I  -- 2 B )  (lo (U.33) 

where O0 = angle to which main beam is steered. Equation (8.32) is an optimistic estimate for 
the peak lobe. The greatest phase quantization lobe is said to  occur when the element spacing 
is exactly one-half the phase quantization period or an exact odd multiple t h e r e ~ f . ~ ~ ~ " ~  With 
an element spacing of one-half wavelength, the quantization lobe will appear at sin 0 ,  2 

sin 0, - I, with a value of 
n2 1 cos 0 ,  

Peak quantization lobe cr - - - - -  - 
4 22B cos oo 

The peak sidelobes due to the phase quantization can be significant, and attempts should 
be made to reduce them if their presence is objectionable. One method for reducing the peak 
lobe is to randomize the phase quantization. A constant phase shift can he inserted in the path 
to each element, with a value that differs from element to element by amounts that are 
unrelated to  the bit size. This added phase shift is then subtracted in the command sent to the 
phase shifter. With an  optical-fed array, such as the reflectarray or  the lens array, decorrela- 
tion of the phase quantization is inherent in the array construction. In this case, the reduction 
in peak quantization lobes is said to be equivalent to adding one bit to the phase shifters in a 
100-element array, 2 bits in a 1000-element array, and 3 bits in a 5000-element array. 

The maximum pointing error due to quantization, is'15 

where 0, is the beamwidth. A four-bit phase shifter, for example would give AOo/O, = 0.049. 
Small steering increments are possible with quantized phase shifters. For example, a linear 
array of 100 elements can be steered in increments of about 0.01 beamwidth with 3-bit phase 
shifters." 

8.9 COMPUTER CONTROL OF PHASED-ARRAY RADAR - ' ' 
A computer is a necessary part of a phased-array radar. It is vital in applications where 
flexible, multifunction operations are desired, as in satellite surveillance, air defense systems, 
ballistic missile defense, and multifunction airborne radar. The computer permits the inherent 
flexibility of an array to be exploited by efficiently controlling the radar and scheduling its 
operations. However, the cost of achieving this capability is not insignificant and has been one 
of the major factors in making the array radar expensive. 

The computer is needed in a phased-array radar to  provide beam-steering comn~urlds for 
the individual phase shifters; signal management by determining the type of waveform, the 
number of observations, data  rate, power, and frequency; the corresponding signal processitry 
and dutu processing in accordance with the mode of operation; outputs of l~rocessrd Juta t o  
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spurious quantizatioll lobes, similar to grating lobes. The peak-quantization lobe relative to the
main beam, when the phase error has a triangular repetitive distribution is

. . I b IPeak quantization 0 e = -in
2

This applies when the main beam points close to broadside and there are many radiating
elements within the quantized phase period. The position of the quantization lobe in this case
IS

(K33)

(8.34 )

(8.35)

where 00 = angle to which main beam is steered. Equation (8.32) is an optimistic estimate for
the peak lobe. The greatest phase quantization lobe is said to occur when the element spacing
is exactly one-half the phase quantization period or an exact odd multiple thereqf. Hl.115 With
an element spacing of one-half wavelength, the quantization lobe will appear at sin 0 1 ~

sin 00 - I, with a value of

P k .. I b n: 2 I cos () Iea quantIzatIOn 0 e ~ - ------- -
4 228 cos 00

The peak sidelobes due to the phase quantization can be significant, and attempts should
be made to reduce them if their presence is objectionable. One method for reducing the peak
lobe is to randomize the phase quantization. A constant phase shift can be inserted in the path
to each element, with a value that differs from element to element by amounts that are
unrelated to the bit size. This added phase shift is then subtracted in the command sent to the
phase shifter. With an optical-fed array, such as the reflectarray or the lens array, decorrda­
tion of the phase quantization is inherent in the array construction. In this case, the reduction
in peak quantization lobes is said to be equivalent to adding one bit to the phase shifters in a
loo-element array, 2 bits in a lOoo-element array, and 3 bits in a 5000-element array.

The maximum pointing error due to quantization, is 115

n: I
1:100 /0 8 = "42-8

where 0B is the beamwidth. A four-bit phase shifter, for example would give 1:100 /O B = 0.049.
Small steering increments are possible with quantized phase shifters. For example, a linear
array of 100 elements can be steered in increments of about 0.01 beamwidth with 3-bit phase
shifters.82

8.9 COMPUTER CONTROL OF PHASED-ARRAY RADARl16.121

A computer is a necessary part of a phased-array radar. It is vital in applications where
flexible, multifunction operations are desired, as in satellite surveillance, air defense systems,
ballistic missile defense, and multifunction airborne radar. The computer permits the inherent
flexibility of an array to be exploited by efficiently controlling the radar and scheduling its
operations. However, the cost of achieving this capability is not insignificant and has been one
of the major factors in making the array radar expensive.

The computer is needed in a phased-array radar to provide hearn-steering commands for
the individual phase shifters; signal management by determining the type of wavdorm, the
number of observations, data rate, power, and frequency; the corresponding signal processillg
and data processing in accordance with the mode of operation; outputs of processed daw to
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users. including tlie gerieratiorl of displays; " holrsekeepi~~g " functions of performance monitor- 
ing. fault location, data recording arid simulations; and the e.uecitrille nraiiagement of the radar 
by assigning priorities to the various tasks and how tliey should be performed so as to achieve 
a corilprotnise betweer1 tlie required radar actions and the resources available in the radar 
and cornputer. 111 addition, tlie computer provides the means whereby an operator can niani~ally 
intcr act with tlie radar 

Beam-steering computer. Although a single general-purpose cornputer can be used to perform 
all ttie computatiotis and control required for a phased-array radar, i t  is often desirable to 
utilize a separate, special-purpose computer for beam steering. This can be an integral part of 
the radar hardware so as to rnininiize the problem of communicating the large number of 
phase-shifter orders. 71'tie general-purpose radar-control cotnputer provides the beam-steering 
cornputer with the desired elevatiori angle and azimuth angle. The beamsteering computer 
tratislates this into cornniatids necessary for each phase shifter. In some array designs with 
frequency-dependent phase shifters, tlie frequency also must be supplied to the beam-steering 
cotiiputer along with the two angles. 

In sonie cases the generation arid distribution of a large number of individual phase- 
shifter commands (one for each element) might be economically prohibitive. In devising 
computation algorithms and computer hardware, advantage can be taken of the fact that the 
phase shift $,, required at the rr~r~th element of a rectangular-spaced array can be separated by 
row atid co l i~ t~ in  since JI,, = r ,r$,  + , where r ~ t .  II are integers corresponding to ttie ntth row 
and rrth colutnn, ~, is the phase difference needed between adjacent rows to  steer the beam in 
elevation. and (I, is the phase dilference between adjacent columns needed to  steer in azimuth. 
This is so~iletirrles called row/colunin steering. BaughlZ1 describes a "non-time-critical" 
row/column beam-steering computer that represents a minimum equipment approach that 
takes frorn 10 to 20 rns to generate the phase-shifter commands. He also describes a "time- 
critical " design, which requires sonie form of adding device per element, that reduces the time 
to 50 to 100 ~ t s .  The better the hardware the less can be the computation time. 

The use of subarrays usually simplifies the problem of the beam-steering computer. 
Instead of requiring a coninland for each of the elements of the array, the subarray steering 
requires only p + q pliase shifter commands per pointing angle, where p is the number of 
elernents in the subarray and q is the number of subarrays in the array. However, with q 
identical subarrays of p elements each, the tolerance on the individual phase shifters must 
usually be ketter than with a similar conventional array of pq elements since with subarrays 
the errors across the entire aperture are no  longer independent. 

Array radar system functions. An array radar is sometimes required to perform more than one 
function with the same equipment. The problem with a multifunction array is to utilize 
effectively the resource of time and ttie resource of radar energy. The computer allows the radar 
to  utilize its resources elfectively by scheduling the execution of the various functions so as 
to perform the more important tasks first. 

A multifunction array radar rnight be called upon to perform the following tasks: 

Search of a specified volurne of space at a specified rate, and the detection of targets. 
Track itritiatiotl, or transition to track, after a new detection is established. 
7'rc~c.h r~rc~ir~terrc~r~~.e, or track update, by acquiring new data  and consolidating it with existing 

tracks. 
User sert-ices, whereby the specific information desired by the user is acquired, such as obtain- 

ing a satellite ephemeris or  the solution of a fire-control problem. 

THE ELECTRONICALLY STEERED PHASED ARRAY ANTENNA IN RADAR 323

IIsers. including the generation of displays;" hOllsekeepillg" functions of performance monitor­
ing. fault location, data recording and simulations; and the execlltive mallagemellt of the radar
by assigning priorities to the various tasks and how they should be performed so as to achieve
a compromise between the required radar actions and the resources available in the radar
and computer. rn addition, the computer provides the means whereby an operator can manually
interact with the radar,

Beam-steering computer. Although a single general-purpose computer can be used to perform
all the computations and control required for a phased-array radar, it is often desirable to
utilize a separate, special-purpose computer for beam steering. This can be an integral part of
the radar hardware so as to minimize the problem of communicating the large number of
phase-shifter orders. The general-purpose radar-control computer provides the beam-steering
computer with the desired elevation angle and azimuth angle. The beam-steering computer
translates Ihis into commands necessary for each phase shifter. In some array designs with
frequency-dependent phase shifters, the frequency also must be supplied to the beam-steering
computer along with the two angles.

In some cases the generation and distribution of a large number of individual phase­
shifter commands (one for each element) might be economically prohibitive. In devising
computation algorithms and computer hardware, advantage can be taken of the fact that the
phase shill t/Jm" required at the IIIllth element of a rectangular-spaced array can be separated by
row and column since VIm" = lIIt/J r + Ilt/Jx' where Ill. II are integers corresponding to the IIIth row
and Illh column, t/J}, is the phase difference needed between adjacent rows to steer the beam in
elevation. and t/J x is the phase difference between adjacent columns needed to steer in azimuth:
This is sometimes called row/column steering. Baugh 121 describes a .. non-time-critical"
row/column beam-steering computer that represents a minimum equipment approach that
takes from 10 to 20 ms to generate the phase-shifter commands. He also describes a" time­
critical" design, which requires some form of adding device per element, that reduces the time
to 50 to 100 I1S. The better the hardware the less can be the computation time.

The use of subarrays usually simplifies the problem of the beam-steering computer.
Instead of requiring a command for each of the elements of the array, the subarray steering
requires only p + q phase shifter commands per pointing angle, where p is the number of
elements in the subarray and q is the number of subarrays in the array. However, with q
identical subarrays of p elements each, the tolerance on the individual phase shifters must
usually be better Ihan with a similar conventional array of pq elements since with subarrays,
the errors across the entire aperture are no longer independent.

Ana)" radar slstem functions. An array radar is sometimes required to perform more than one
function with the same equipment. The problem with a multifunction array is to utilize
effectively the resource of time and the resource of radar energy. The computer allows the radar
to utilize its resources effectively by scheduling the execution of the various functions so as
to perform the more important tasks first.

A multifunction array radar might be called upon to perform the following tasks:

Search of a specified volume of space at a specified rate, and the detection of targets.
Track illitiatioll, or transition to track. after a new detection is established.
Track IIICl;llte'IllIlCl'. or track update. by acquiring new data and consolidating it with existing

tracks.
User serrices, whereby the specific information desired by the user is acquired, such as obtain­

ing a satellite ephemeris or the solution of a fire-control problem.
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In each of these, the proper radar waveform must be selected along with the corresponding 
receiver processing. This is known as radar sigual ,rta,tugenlent and is an important function of 
the computer. In the AN/FPS-85 satellite-surveillance radar, for example, seven different radar 
waveforms were available for performing the target detection and tracking mission as s l~own 
in Table 8.1 . '  '%n eighth waveform was used for alignment of the transmitter and recelver 
mod 11 les. 

The . w c ~ r c , / ~  ~triil tlt.trction function requires that the conlputer generate the angular coor- 
d~nates  of the region to be searched, the type of  transmitted waveform to be used, the length o f  
the dwell period, and the time assigned for the execution of the dwell by the radar. Since tht: 
radar is performing tracking and other functions as well as search, conflicts in scheduling the 
radar or the processor might arise. Tracking functions are often more critical of time than 
search, and would have a higher priority in the event of a scheduling conflict. When search 
must be interrupted for a higher-priority task, the computer program must be designed to d o  
so with minimum disruption. In scheduling the varioi~s riltlar functions, the computer rnilst 
insure that the average-power limits of the radar transmitter are not exceeded. 

The flexibility of a phased-array radar allows more freedom in the selection of a tletection 
criterion. For example, after initial crossing of the detection threshold, the radar beam can be 
returned to the same direction sooner than it  would in normal search in order to verify that a 
target was indeed detected and that the threshold crossing was not a false alarm due to noise. 
This ~.rrlficoatiotl plrlst. can be of greater power and/or of longer duration to increase the 
probability of detection. The two-step process of ( I )  initial detection and (2)  verification 13 

sometimes called .\rylrerlrial tletection. Because of the availability of a verification pulse, the 
power transmitted by the normal search-pulse can be less than i f  the detection decision had to 
be made on the basis of only a sipgle observation. 

There ib always a limit to the infortnation that can be proccssecl by any general-pi~rpobc 
radar control conlputer. The process of initiating and maintaining track can be very cfe~nantl- 

Table 8.1 Waveforms used in AN!FPS-85 satellite stlrveillance radar1 '' 
Name Description Primary function 

1 .  Search chirp pulse 

7. Search simple pulse 

3. Track chirp pulse 
4. Track simple pulse 

5. Coherent extended 
range track 

6. Coherent intermedi- 
ate tfoppler 

7. C'otiererit precision 
range 

8. Array calibration 
waveform 

40-pulse burst of 125- 
11s pulses; burst dur- 
ation 1 s 

40-pulse burst of 25-11s 
pulses; burst dura-  
tion 0.2 s 

40-pulse burst of 5-11s 
pulses, stepped fre- 
quency; burst dura- 
tion 1.2 ms 

60 11s 

Long-range search and 
track acquisition 

Short-range search and 
track acquisition 

Long-range track 
Short-range track and 

short-range SLBM 
search 

Extended-range track 
and signature 

Intermediate doppler 
and signature 

Precision-range 
tracking 

Transmitter and re- 
ceiver nlodi~le cali- 
bration 
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In each of these, the proper radar waveform must be selected along with the corresponding
receiver processing. This is known as radar signal management and is an important function of
the computer. In the AN/FPS-85 satellite-surveillance radar, for example, seven different radar
waveforms were available for performing the target detection and tracking mission as shown
in Table 8.1. 118 An eighth waveform was llsed for alignment of the transmitter and receiver
mod ules.

The search alld detectioll function requires that the computer generate the angular coor­
d inates of the region to be searched, the type of transmitted waveform to be used, the length of
the dwell period, and the time assigned for the execution of the dwell by the radar. Since the
radar is performing tracking and other functions as well as search, conflicts in scheduling the
radar or the processor might arise. Tracking functions are often more critical of time than
search. and would have a higher priority in the event of a scheduling conflict. When search
must be interrupted for a higher-priority task, the computer program must be d.esigned to do
so with minimum disruption. In scheduling the various radar functions, the computer must
insure that the average-power limits of the radar transmitter are not exceeded.

The Ilexibility of a phased-array radar allows more freedom in the selection of a detection
criterion. For example, after initial crossing of the detection threshold, the radar beam can be
returned to the same direction sooner than it would in normal search in order to verify that a
target was indeed detected and that the threshold crossing was not a false alarm due to noise.
This l'er({icatioll plIlse can be of greater power and/or of longer duration to increase the
probability of detection. The two-step process of (I) initial detection and (2) verification is
sometimes called seqllelltial detectioll. Because of the availability of a verification pulse, the
power transmitted by the normal search-pulse can be less than if the detection decision had to
be made on the basis of only a sipgle observation.

There is always a limit to the information that can he processed by any general-purpose
radar control computer. The process of initiating and maintaining track can he very demand-

Table 8.1 Waveforms used in AN/FPS-85 satellite surveillance radar I 1M

5. Cohcrent extended 40-pulse burst of 125-
range track /IS pulses; burst dur-

ation I s
O. Cohcrent intermedi- 40-pulse burst of 25-/'ls

ate doppler pulses; burst dura-
tion 0.2 s

7. Cohcrent precision 40-pulse burst of 5-/ls
range pulses, stepped fre-

quency; burst dura-
tion 1.2 ms

8. Array calibration 60/ls
waveform

Namc

I. Search chirp pulse

1 Search simple pulse

l. Track chirp pulse
4. Track simple pulse

Description

250 Jls, FM

10 /IS

250 /IS, FM
I ps

Primary function

Long-range search and
track acquisition

Short-range search and
track acquisition

Long-range track
Short-range track and

short-range SLBM
search

Extended-range lrack
and signature

Intermediate doppler
and signature

Precision-range
tracking

Transmitter and re­
ceiver module cali­
bration
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ing oli the conlputer resources, herice i t  is necessary to exclude information that is of no 
iriterest to the systeni. Such unwanted iriforniation may be from clutter, interference, or 
ian~riling. I i i  principle, the computer can be progranirned to recognize and reject these un- 
\v;~riteri signiils. but t l~is is nri irielficier~t rliettioci for elitiiiriating the~ii. I t  is niore convenierit to 
eliriiir~i~te theni iri the ratl:ir sigr~itl-processor by either analog hiilk-processi~~y or its special- 
~ ~ r r r . ~ ~ o s c  tligiti~l cclrriv;~lcrit. St1c11 sipr~:~l ~~roccssirig ir~cltrcles ~natctletl filterit~g, cloppler (M-1'1) 
filtcri~~g. l ~ o I : ~ r i ~ : ~ t i o ~ l  f i l ~ c r i ~ ~ g ,  i111(i ;r(l;~ptive video tl~restioldirig. 

l:.i*c~i i f  i11I I I I I I V ; I I I I C ~ ~  ~ C I C C ~ ~ O I I S  : I I C  eliriiiii;lted, tlicse are two additional ~ ~ s o b l c r ~ l s  tllat 
c;rt~ Ic;~tl to ;I ~ > r o l i f ~ t - i ~ ~ i c ~ r ~  of dctcctiot~s allti 1,lacc bi~rden on tlic coti~pritcr.: ( I )  ~nirltil~lc 
clctectiol~s of  riew t;ir.gets i11lrl ( 2 )  retlctcctior~s ololci targets. I f  these are riot recogriized as srtcli. 
the computer will nttenipt to correlate them with existing tracks and initiate new tracks, which 
car1 tic up the cor~iprrter capacity needlessly. Multiple detections of the same target can occur 
ir i  ;tdjiicent I>eali~ positio~is if the echo sigt~al is of more than ~narginal strength. I f  the bean1 
scarls a utlifort~i pattern. iis i t  would if i t  were generated by a conventional meclia~iically 
scanned antenna, extraneous hits frorn adjacent beam positions can be readily recognized as 
such. Ari operator viewing a I'f'l woulcl have no problem. However, in a flexible phased-array 
radar, the sciinriirig of the beat11 positions niight riot be uniform. The likelihood of overdetec- 
tion of a target will depend on how the volirme is scanned. T o  avoid this problem the detection 
tiecision rliight have to be delayed until the neighboring beam positions have been scanned. 
After a detection decision is made i t  must be correlated against existing tracks to determine 
lvhether i t  is a new target or an existing target already in track. This is an important aspect of 
the detection process since the initiation of a track after a new target is detected requires a 
setlirence of radar dwells that can consume the resources of the radar and the computer. 

.flit rrcic,k-irliricitior~ process after a new detection has been established is a demanding one. 
The radar riiust observe the target a significant number of times within a modest time interval 
to cli~ickly establish the target's direction of travel and speed. 

.l'lle rrc1c.k-rrltrir~tertc~rtc~e function deterriiines when new observations should be nlade on 
existing tracks in order to update the entries in the track file: Track maintenance not only 
establishes when tile next radar observation must be made, but takes the steps necessary to 
obtain i t .  In perforniing this function it is often convenient t o  obtain the target position 
estiniate in radar coordinates. Radar errors can be readily handled in this coordinate system. I f  
the target is an aircraft, its position can then be converted into cartesian coordinates for 
srlloot hirig arid extrapolation of its trajectdry. A constant-velocity target flying a straight line, 
nonradial course would have radial acceleration in the spherical coordinates of the radar, 
which is avdided with cartesian coordinates. 

Figure 8.3 I .  from W e i n s t o ~ k , ' ~ ~  is an example of the timing of events that must occur in 
radar trans~nission and reception. The bottom figure shows the timing of the radar transmis- 
sions. While the radar is still receiving echoes from the ( N  - 1)st dwell, a block of command 
words is conirnunicated to the radar for control of the Nth dwell and the beam-steering 
cornputer calculates the phase-shifter orders needed.for the next transmission. After the time o f  
the ~naximum range return lias elapsed, the phase shifters can be set for the next transmission. 
At this tirne. the signal processor can be set to accommodate the next dwell. If the array 
antenna erriploys nonreciprocal phase shifters, the co~nplen~entary phase distribution needed 
for reception is set just after the transmission of the pulse. While the system is being set for the 
l~cxt t r i i ~ ~ s ~ ~ i i s s i o t ~ ,  the data receiveti fro111 tlie last transmission can be loaded illto buffer 
storage for transfer to the radar corilrol conlputer. 'l'hus, during the Nth sequence of dwell 
cxecutioris, the retrirns frotn the ( N  - 1)st sequence are processed and commands are gen- 
erated for tlie ( N  + l)st sequence. 

'Tinie and radar power (or energy) are two resources that must be properly handled in a 
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ing on the computer resources, hence it is necessary to exclude information that is of no
interest to the system, Such unwanted information may be from clutter, interference, or
jamming, In principle. the computer can be programmed to recognize and reject these un­
wanted signals. hut this is an indficient method for eliminating them. It is more convenient to
eliminate them in the radar signal-processor hy either analog hlilk-rrocessillY or its special­
plllpose digital cquivalenl. Such signal processing includes matched llitering, doppler (MTI)
fillering. polarilatioll liltering, and adaptive video thresholding,

F\'ell if all unwanted detections are eliminated, there arc two additional problems that
can kad to a proliferation of detections alld place a hmden on the computer: (I) multiple
detections of new targcls and (2) redetections of old targets. If these arc not recognized as such,
the computer will attempt to correlate them with existing tracks and initiate new tracks, which
can tie up the computer capacity needlessly. Multiple detections of the same target can occur
in adjacent beam positions if the echo signal is of more than marginal strength. If the beam
scans a ulliform pattern, as it would if it were generated by a conventional mechanically
scanned antenna, extraneous hits from adjacent beam positions can be readily recognized as
such. All operator viewing a PPl would have no problem. However, in a flexible phased-array
radar. the scanning of the heam positions might not be uniform. The likelihood of overdetec­
tion of a target will depend on how the volume is scanned. To avoid this problem the detection
decision might have to be delayed until the neighboring beam positions have been scanned.
After a detection decision is made it must be correlated against existing tracks to determine
whether it is a new target or an existing target already in track. This is an important aspect of
the detection process since the initiation of a track after a new target is detected requires a
sequence of radar dwells that can consume the resources of the radar and the computer.

The track-illitiatioll process after a new detection has been established is a demanding one.
The radar must observe the target a significant number of times within a modest time interval
to quick Iy estahlish the target's direction of travel and speed.

TI'e track-/llaillte/lll/lce function determines when new observations should be made on
existing tracks in order to update the entries in the track file'. Track maintenance not only
establishes when the next radar observation must be made, but takes the steps necessary to
obtain it. In performing this function it is often convenient to obtain the target position
estimate in radar coordinates. Radar errors can be readily handled in this coordinate system. If
the target is an aircraft, its position can .then be converted into cartesian coordinates for
smoothing and extrapolation of its trajectory. A constant~velocity target flying a straight line,
nonradial course would have radial acceleration in the spherical coordinates of the radar,
which is av~ided with cartesian coordinates.

Figure 8.31, from Weinstock, 120 is an example of the timing of events that must occur in
radar transmission and reception. The bottom figure shows the timing of the radar transmis­
sions. While the radar is still receiving echoes from the (N - l)st dwell, a block of command
words is communicated to the radar for control of the Nth dwell and the beam-steering
computer calculates the phase-shifter orders needed for the next transmission. After the time of
the maximum range return has elapsed, the phase shifters can be set for the next transmission.
At this time. the signal processor can be set to accommodate the next dwell. If the array
antenna employs nonreciprocal phase shifters, the complementary phase distribution needed
for recept ion is set just after the transmission of the pulse. While the system is being set for the
next transmission, the data received from the last transmission can be loaded into buffer
storage for transfer to the radar control computer. Thus, during the Nth sequence of dwell
executions, the returns from the (N - l)st sequence are processed and commands are gen­
cra ted for thc (N + I )st sequence.

Timc and radar power (or energy) are two resources that must be properly handled in a
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computer-controlled multifunction radar. The various functions to be perfor~rled must be 
efficiently prioritized so as not to  exceed either resource. In search. the maximum rang2 
of interest strongly affects the time resource. In tracking, the target range does not usually limit 
the time resource since the range is known and the dwell interval can be adjusted accordingly. 
The power transmitted by the radar will depend on the type of function i t  is to perform as well 
as the target maximum range and possibly the past behavior of the target. Thus the radar 
resource of time is affected inore by the long-range targets, and the radar power is more 
affected by the tactical function. 

The data processor, as well as the radar. can cause the system to run o t ~ t  of available time. 
The time required to process each target dwell as well as the amount of computer memory 
needed per target is usually independent of the target range. Thus the satilration limit of the 
computer will be reached if i t  is given too many data points per unit time. This is more likely to  
occur with short-range t;\r.gets since they generally require a higller data rate than long-range 
targets. 

In order to maintain maximum effectiveness of the  radar and its computer when overloiicl- 
ing occurs, some sort of priority system is required. Tasks which are not as time critical should 
be deferred so that high-priority tasks can be accomplished. Table 8.2 is an example of 
a priority structure for a tactical air defense system in which the radar performs search 
and automatic tracking, as well as support missile engagements.12' There are eight categories 
of priority, from the dedicated mode with the highest priority, to the standard testing and 
dummy operations (or time wasters) with the lowest priority. There is more than one 
similar function within each category which can be treated either on a first-in--first-out 
basis or  by giving further priority ordering. Note that the subcategories of the "0" priority 
also appear in lower-priority categories. 
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computer-controlled multifunction radar. The various functions to be performed must be
efficiently prioritized so as not to exceed either resource. In search, the maximum range
of interest strongly affects the time resource. In tracking, the target range does not usually limit
the time resource since the range is known and the dwell interval can be adjusted accordingly.
The power transmitted by the radar will depend on the type of function it is to perform as well
as the target maximum range and possibly the past behavior of the target. Thus the radar
resource of time is affected more by the long-range targets, and the radar power is more
affected by the tactical function.

The data processor, as well as the radar, can cause the system to run out of available tllne.
The time required to process each target dwell as well as the amount of computer memory
needed per target is usually independent of the target range. Thus the saturation limit of the
computer will be reached if it is given too many data points per unit time. This is more likely to
occur with short-range targets since they generally require a higher data rate than long-range
targets.

In order to maintain maximum effectiveness of the radar and its computer whcn overload­
ing occurs, some sort of priority system is required. Tasks which are not as time critical should
be deferred so that high-priority tasks can be accomplished. Table 8.2 is an example of
a priority structure for a tactical air defense system in which the radar performs search
and automatic tracking, as well as support missile engagements. 121 There are eight categories
of priority, from the dedicated mode with the highest priority, to the standard testing and
dummy operations (or time wasters) with the lowest priority. There is more than one
similar function within each category which can be treated either on a first-in··first-out
basis or by giving further priority ordering. Note that the subcategorics of the" 0" priority
also appear in lower-priority categories.
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Table 8.2 Exarnple of  priorities for a tactical systeni12 ' 

0 Dedicated niode 
Burnthrough Previo~isly scheduled events 
Target definition > that capture radar for 
Special test ) long periods of time 

1 Engnpenietlts 
Engaged hostile 
Own missile 
I'rccng;~gcd host i lc 

2 Tinlc-critical 
High-priority transition 
High-priority confirmation 
Clorizon search 

1 Spcci;~l rcclticct 

I l u r t ~ l l ~ r o t ~ g l ~  
Target definition 
Spcci;11 <c:111< 

'l';~rget acquisitiori 

4 lligh-priority tracks 
Confirrned hostile 
Assumed hostile 
Unevaluated 
Controlled friendly 
Confirmation 
Track transition 

5 Low-priority track 
Assumed friendly 
Confirmed friendly 

6 Above-horizon search 
All coverages 
Special test 

7 Simulation. diagnostics. and dummies 

Table courtesy RCA. Inc. 

The coriiputer riiust be capable of responding to the immediate demands of high-priority 
tasks with061 throwing away the results of partially completed lower-priority tasks. The r.xucrc- 
l irc l  proyrclrtl must recognize the presence of a high-priority task and initiate it properly. There 
are two methods for interleaving high and low priorities. The first is preemption of control by a 
Iiigiier-priority task as soon as i t  arises. The interrupted task is put aside in such a way that i t  
can be resutiied when time permits. The second method, rinle slicir~g, breaks all lower-priority 
tasks into nor~preemptable segments. These segments must be short enough to avoid excessive 
delays in the transfer of control to the time-critical tasks. 

The phased-array radar and its computer controller saturate differently. Long-range 
dwells are detnatiding of radar execution time, but since they generally involve a low data rate 
they are not particularly demanding of data processing time. On the other hand, high data rate 
tracking of  short-range targets is not as dernandi~ig of radar execution time as for long-range 
targets. but the data-processing capability becomes the lin~jting factor. The handling of a large 
number o f  short-range targets in track can drive the processor to full utilization and require 
that search operatiofis, which have lower priority than track, be reduced. Thus the mechanism 
by which the system saturates depends on the nature of the target situation. 
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Table 8.2 Example of priorities for a tactical system 121

Previously scheduled events
lhat capture radar for
long periods of lime

Dedicalcd mode
Burnthrough
Target definilion
Special lest

Engagcll1cnts
Engaged hostilc
Own missile
Preengaged hostile

2 Time-crilical
High-priorily transition
High-priority confirmal ion
Horizon search

o

Special req IIl'st
BlIrtllhrollgh
Targel definition
Special scans
Targel aCljllisition

4 High-priority tracks
Con firmed host iIe
Assumed hostile
Unevaluated
Controlled friendly
Confirmation
Track transition

5 Low-priority lrack
Assumed friendly
Confirmed friendly

Above-horizon search
AII coverages
Special test

7 Simulation. diagnoslics. and dummies

Table courtesy RCA. Inc.

The computer must be capable of responding to the immediate demands of high-priority
tasks witho'ut throwing away the results of partially completed lower-priority tasks. The execlI­
tire program must recognize the presence of a high-priority task and initiate it properly. There
are two methods for interleaving high and low priorities. The first is preemption of control by a
higher-priority task as soon as it arises. The interrupted task is put aside in such a way that it
can be resumed when time permits. The second method, time slicing, breaks all lower-priority
tasks into nonpreemptable segments. These segments must be short enough to avoid excessive
delays in the transfer of control to the time-critical tasks.

The phased-array radar and its computer controller saturate differently. Long-range
dwells are demanding of radar execution time, but since they generally involve a low data rate
they are not particularly demanding of data processing time. On the other hand, high data rate
track ing of short-range targets is not as demanding of radar execution time as for long-range
targets. but the data-processing capability becomes the lim.iting factor. The handling of a large
number of short-range targets in track can drive the processor to full utilization and require
that search operations, which have lower priority than track, be reduced. Thus the mechanism
by which the system saturates depends on the nature of the target situation.



The AN/FPS-85 is a large U H F  phased-array radar located at Eglin Air Force Rase, 
Florida which was designed for the detection and tracking of earth-orbiting objects 
a satellite^)."^ I t  was one of the first major applications of a coniputer-controlled multifilnc- 
tion phased-array radar. The system computer consists of two IRM System 3601651 central 
processors, each with 13 1,072 thirty-two-bit words of core memory and a basic atitf time of  
14 11s. There are digital devices that provide the interface between the system computer and the 
radar equipment, digital and analog signal processors, monitoring and controls, and eqiiip- 
ment for space object identification. The programs for the computer total over 1,250,000 words 
of storage. About 60 percent of  this large number of  worils consists of t lec i s~o~l  tiiblcs to locittc 
fa~llts when compared to expected outputs. 

The cost of  the corr~pirter hiirdware and software of ii ni~iltifiinction radar system ciin 1~ a 
significant fraction of the total system cost. Compilter system design ~niist be integral wit11 that 
of the radar hardware itself. The development of the software can be an especially.~iemanding 
task that cannot be considered minor. 

8.10 OTHER A R R A Y  TOPICS 

Hemispherical coverage.' 2 3  " 2 5  A single planar phased-array antenna might typically provide 
coverage of an angular sector + 45" from the array normal; Ilowever, i t  is possible to achieve a 
scan coverage of *6O0 or greater. The amount of scan depends on the loss of gain, the arnoiint 
of beam broadening, and the rise in sidelobes that can be tolerated. The freqirency range ovcr 
which the antenna must operate and the VSWR that can be accepted also determine how far 
the beam can be scanned. With a scan capability of ?6O0, a minimum of three planar apzr- 
tiires, or  faces, are required to  cover the hemisphere. But when other factors are considered, 
more than three faces are usually desired. The greater the number of faces, the less will be the 
loss in gain, beam broadening, VSWR variation, polarization change, and the niirnber of  
elements per face. Other factors which must be considered in selecting the optimum ~liinlber o f  
faces are the number of transmitters and receivers, the complexity of the control o f  the array, 
and the total cost. 

Table 8.3 summarizes the properties of N array faces to give hemispherical coverage at a 
single frequency.123 In the 5- and 6-face arrays, one face is normal to the zenith, which explains 
why the t i l t  angle is less for these two cases. Each array of a 4-face array, for example, would 
scan + 55". To minimize the loss in gain, each face would be tilted back an angle of  35.3" from 
the vertical. Elements are arranged in an equilateral triangular pattern with element separa- 

Table 8.3 Properties of hemispherical coverage arrays'23 

Number of faces 3 4 
Maximum scan angle 63.4" 54.7" 
Tilt angle 26.6" . 35.3" 
Element spacing (wavelengths) 0.628 0.69 1 
Maximum power reflected 14% 7 %  
Maximum beam broadening 2.2 1.75 
Maximum gain reduction (dB) 4.1 2.8 
Relative total number of elements: 

1. Equal gain at max scan ' 1.22 1.00 
2. Equal beamwidth at max scan 1.45 1.00 
3. Equal average-gain over scan 1.05 1 .OO 
4. Equal average-beamwidth over scan 1.15 1.00 
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The AN/FPS-85 is a large UHF phased-array radar located at Eglin Air Force Base,
Florida which was designed for the detection and tracking of earlh~orbitingobjects

(satellites).118 It was one of the first major applications of a computer-controlled multifunc­
tion phased-array radar. The system computer consists of two IBM System 360/651 central
processors, each with 131,072 thirty-two-bit words of core memory and a basic add time of

14 lis. There arc digital devices that provide the interface between the system computer and the
radar equipment, digital and analog signal processors, monitoring and controls, and equip­
ment for space object identification. The programs for the computer total over 1,250,000 words
of storage. About 60 percent of this large number of words consists of decisioll tabks to locale
faults when compared to expected outputs.

The cost of the computer hardware and software of a multifunction radar system can he a
significant fraction of the total syslem cost. Compuler syslem design must be integral with that
of the radar hardware itself. The development of the software can be an especiallY-flcmanding
task that cannot be considered minor.

8.10 OTHER ARRAY TOPICS

Hemispherical coverage. 123 ·125 A single planar phased-array antenna might typically provide
coverage of an angular sector ±45° from the array normal; however, it is possible to achieve a
scan coverage of ±60° or greater. The amount of scan depends on the loss of gain, the amount
of beam broadening, and the rise in sidelobes that can be tolerated. The frequency range over
which the antenna must operate and the VSWR that can be accepted also determine how far
the beam can be scanned. With a scan capability of ± 60°, a minimum of three planar aper­
tures, or faces, are required to cover the hemisphere. But when other factors are considered,
more than three faces are usually desired. The greater the number of faces, the less will be the
loss in gain, beam broadening, VSWR variation, polarization change, and the numha of
elements per face. Other factors which must be considered in selecting the optimum Ilumber of
faces are the number of transmitters and receivers, the complexity of the control of the array,
and the total cost.

Table 8.3 summarizes the properties of N array faces to give hemispherical coverage at a
single frequency.123 In the 5- and 6-face arrays, one face is normal to the zenith, which explains
why the tilt angle is less for these two cases. Each array of a 4-face array, for example, would
scan ± 55°. To minimize the loss in gain, each face would be tilted back an angle of 35.3° from
the vertical. Elements are arranged in an equilateral triangular pattern with element separa-

Table 8.3 Properties of hemispherical coverage arrays 123

N umber of faces 3 4 5 6
Maximum scan angle 63.4° 54.r 47.1° 4O.r
Tilt angle 26.6° . 35.3° 15.5° 20.4°
Element spacing (wavelengths) 0.628 0.691 0.679 0.700
Maximum power reflected 14% 7% 4% 2 0 /

/0

Maximum beam broadening 2.2 1.75 1.47 1.32
Maximum gain reduction (dB) 4.1 2.8 1.9 1.3
Relative total number or elements:

1. Equal gain at max scan '1.22 1.00 1.05 1.04
2. Equal beamwidth at max scan 1.45 1.00 0.92 0.84
3. Equal average-gain over scan 1.05 1.00 1.17 1.24
4. Equal average-beamwidth over scan 1.15 1.00 1.09 1.11



tion of 0.691 wavelengtlis. Assunling an array matched at broadside, resistive mismatch off 
broadside results in  7 percent of-the power reflected at the maximum scan angle. The beam- 
witlt h at the niaxi~iiutn scan angle is 1.75 tilnes that of the broadside beamwidth. The reduction 
in gain is 2.8 rlB. wliicli includes the effect of 7 percent rtlisrnatch as well as the effect of beat11 
broaderiirig. I'lie rnore faces that are used, the greater can be the element spacing before the 
oiisct of grating lohes. I f  i t  is required that the gains at the maximum scan angle be the sanie. i t  
i s  \CCII  i l l  rlie I ; I I I I C  I I ~ ; I I  tlic 4-f;~ce ;IrI;ly requires the fewest eler~ie~its. However, if  tlie healii- 
widtli~ at tile ~naxiriiurrl scan are to be the sanie, the 6-filce array requires the fewest total 
riilriiher of eletnents. When tlie criterion is to maintain either the average gain or the average 
he;~~~lwidtti  tlie s;~nic otrer (lie scan, the 4-face array yields the minimum total number- of 
elements. 

These results apply to a ground-based array. I f  the array is on a ship, the lower limit of the 
elevation scan angle rnust be less than 0" to allow for the roll and pitch of the ship. (A value of 
- 20' rnigltt be a typical requirement.) The optirnurn t i l t  angle of the array would be different 
than i f  the lower lirnit were 0". I n  one e ~ a r n p l e ' ~ ~  a t i l t  angle of 27" is taken for a 4-face array 
covering from +90 to - 20" in elevation, instead of the 35.3" of Table 8.3. The reduction in  
gain is 4.3 dB at tlie maximurn scan angle instead of 2.8 dB. 

Donle antenna.Iz6 A novel approach to obtaining hemispherical coverage is the dome 
antenna depicted in Fig. 8.32. A planar array of conventional design with variable phase 
sliifrers is shown situ:lterl below r\ he~iiispllerical lens with fixed phase shifts. The lens, with its 
fixed pilase shifts, alters the phase front of the field radiated by the planar array to cause a 
change in tlie direction of propagation. The dome acts as an RF analog to an optical prisrn 
that changes the scan angle of the planar array by a factor K ( 0 ) .  For example, a constant value 
of K = 1.5 extends the coverage of a & 60" planar array to +90°. The loss of gain varies in this 
case from about 3.8 dB to 5.4 dB over the region of coverage. The dome need not be a 
hemisphere but can be shaped to favor particular regions of space. The dome can consist of 
dielectric-loaded circular waveguides inserted into holes drilled in the hemispherical shell. An 
experimental model at C band had a combined mismatch and insertion loss of about 0.8 dB. 
I'he dome might also be fabricated from radome-like material using a honeycomb skin with 
liglltweigtit printed-circuit phase shifts glued to the inner surface. 

I n  a converitional phased array, a Linear phase gradient is applied across the aperture to 
steer the bearn. However, a nonlinear phase distribution is required across the planar array of 
the dome antenna. The beamwidth can vary on the order of 4 to 1 over the entire scan range of 
the dome ahtenna. Furthermore, the bean1 might not be as narrow on the horizon as might be 
obtained with a convelitional antenna configuration of equivalent aperture. As with any array 

Len5 w ~ l h  F ~ x e d  
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/ Planor feed array 
Figure 8.32 Dome antenna for achieving 

Vortoble phase controls hemispherical coverage. (Courtes)~ IEEE.) 
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tion of 0,69\ wavelengths. Assuming an array matched at broadside, resistive mismatch off
broadside results in 7 percent-of-the power reflected at the maximum scan angle. The beam­
width at the maximum scan angle is 1.75 times that of the broadside beamwidth. The reduction
in gain is 2.R dUo which includes the effect of 7 percent mismatch as well as the effect of beam
broadening. The more faces that are used, the greater can be the element spacing before the
onset of grating lohes. If it is required that the gains at the maximum scan angle be the same. it
is sccn in the table that the 4-face array requires the fewest clements. However, if the beam­
widths at the maximum scan are to be the same, the 6-face array requires the fewest lotal
number of elements. When the criterion is to maintain either the average gain or the average
healllwidlh the sallle over the scan, the 4-face array yields the minimum total number of
elements.

These results apply to a ground-based array. Hthe array is on a ship, the lower limit of the
elevation scan angle must be less than 0° to allow for the roll and pitch of the ship. (A value of
- 20 0 might be a typical requirement.) The optimum tilt angle of the array would be different
than if the lower limit were 0°. In one example 125 a tilt angle of 27° is taken for a 4-face array
covering from + 90 to - 20° in elevation, instead of the 35.3° of Table 8.3. The reduction ill
gain is 4.3 dB at the maximum scan angle instead of 2.8 dB.

Dome antenna. 126
129 A novel approach to obtaining hemispherical coverage is the dome

antenna depicted in Fig. 8.32. A planar array of conventional design with variable phase
shifters is shown situated below a hemispherical lens with fixed phase shifts. The lens, with its
fixed phase shifts. alters the phase front of the fleld radiated by the planar array to cause a
change in the direction of propagation. The dome acts as an RF analog to an optical prism
that changes the scan angle of the planar array by a factor K(O). For example, a constant value
of K = 1.5 extends the coverage of a ±60° planar array to ±90°. The loss of gain varies in this
case from about 3.8 dB to 5.4 dB over the region of coverage. The dome need not be a
hemisphere but can be shaped to favor particular regions of space. The dome can consist of
dielectric-loaded circular waveguides inserted into holes drilled in the hemispherical shell. An
experimental model at C band had a combined mismatch and insertion loss of about 0.8 dB.
The dome might also be fabricated from radome-like material using a honeycomb skin with
lightweight printed-circuit phase shifts glued to the inner surface.

In a conventional phased array, a linear phase gradient is applied across the aperture t,o
steer the beam. However. a nonlinear phase distribution is required across the planar array of
the dome antenna. The beamwidth can vary on the order of 4 to lover the entire scan range of
the dome afitenna. Furthermore. the beam might not be as narrow on the horizon as might be
obtained with a conventional antenna configuration of equivalent aperture. As with any array

Variable phose canlrols
Figure 8.32 Dome antenna for achieving
hemispherical coverage. (Courtesy IEEE.)
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arranged on the surface of a sphere, the plane of polarization changes with the scan angle. 
With circular polarization, however, there is no change with scan. 

A conventional array with four faces can track four times the number of targets as a dome 
antenna (which operates with a single planar array for I~en~ispherical coverage), assurning thc 
traffic is distributed uniformly. The average power required for the planar array of the dome 
antenna is approximately the sum of the average powers required for each of the individual 
arrays, assuming comparable performance. 

It has been claimed that the dome antenna is of less cost than four arrays of conventional 
design covering the same volume. However, any comparison of this technique with conven- 
tional antennas must be done on the basis of the entire radar system and its intended applica- 
tion, not just the antenna. The required transmitter power, the loss in antenna galn, change of 
beamwidth, complexity of computer control, traffic handling, polarization change, and total 
system cost must all be considered when evaluating the relative merits of such gntennas for a 
particular application. 

Conformal arrays.130 1 3 '  One of the desires of the radar systems engineer is to be able to 
place array elements anywhere on an arbitrary surface and achieve a directive beam, with good 
sidelobes and efficiency, which can be conveniently scanned electronically. An array of radiat- 
ing elements arranged along the nose of an  aircraft, on the wing, or  the fuselage would thus be 
an attractive option for the systems designer. Such an array, which conforms to the geometry 
o f  a nonplanar surface, is called a conformal array. 

In principle, the elements of an array located on any nonplanar surface can be made to 
radiate a beam in some given direction by applying the proper phase, amplitude, and polariza- 
tion at each element. In practice, however, it is difficult to  control the beamshape and obtain 
low sidelobes from an arbitrary surface, especially if the beam is electronically scanned. 
Furthermore, the mechanisms for feeding the elements and steering the beam of a conformal 
array, as well as the generation of the phase-shifter commands, are generally more complicated 
than those of a planar array. Although it is desired that conformal arrays be applicable to any 
surface, the complications that arise when dealing with a general nonplanar surface have 
restricted its consideration to  relatively simple shapes, such as the cylinder, cone, ogive, and 
sphere. Even these shapes present difficulties in analysis and equipment implen~entation, and 
in realizing antennas competitive with the planar array. 

The cylinder, which is probably the simplest form of nonplanar array, has a geometry 
suitable for antennas that scan 360" in azimuth. The scanning beam of a cylindrical anienna 
does not change its shape and broaden when steered, as does a scanning beam from a planar 
array. Beam steering in a circularly symmetric array can be accommodated by comniutating 
or rotating the aperture distribution. Since the elements on the side of the cylindrical array 
opposite from the direction of propagation d o  not contribute energy in the desired direction, 
they are not excited. Unlike the planar array, the circular symmetry ensures that mutual 
coupling between elements is always the same as the beam scans in azimuth. 

The truncated cone has similar properties to the cylindrical array, and might be utilized 
instead of the cylinder when the beam is to be scanned in elevation as well as azimuth. The 
conical surface as a radiating structure for a conformal array is also o f  interest since ~nlsbilcs 
are sometimes of this shape. 

The ogive, which is the type of surface found on the nose of some aircraft, bears a 
resemblance to the cone. A conformal array arranged on the aircraft nose would allow wide 
coverage, provide a good aerodynamic shape, eliminate the distortion of the pattern of a 
mechanically scanned antenna caused by the conventional nose-radome, and would permit 
larger antenna apertures than the conventional nose-antenna configuration. The hemispheri- 
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arranged on the surface of a sphere, the plane of polarization changes with the scan angle.
With circular polarization, however; there is no change with scan.

A conventional array with four faces can track four times the number of targets as a dome
antenna (which operates with a single planar array for hemispherical coverage), assuming the
traffic is distributed uniformly. The average power required for the planar array of the dome
antenna is approximately the sum of the average powers required for each of the individual
arrays, assuming comparable performance.

It has been claimed that the dome antenna is of less cost than four arrays of conventional
design covering the same volume. However, any comparison of this technique with conven­
tional antennas must be done on the basis of the entire radar system and its intended applica­
tion, not just the antenna. The required transmitter power, the loss in antenna gain. change of
beamwidth, complexity of computer control, traffic handling, polarization change, and total
system cost must all be considered when evaluating the relative merits of such tJntennas for a
particular application.

Conformal arrays.130 135 One of the desires of the radar systems engineer is to be able to
place array elements anywhere on an arbitrary surface and achieve a directive beam, with good
sidelobes and efficiency, which can be conveniently scanned electronically. An array of radiat­
ing elements arranged along the nose of an aircraft, on the wing, or the fuselage would thus be
an attractive option for the systems designer. Such an array, which conforms to the geometry
of a non planar surface, is called a conformal array.

In principle, the elements of an array located on any nonplanar surface can be made to
radiate a beam in some given direction by applying the proper phase, amplitude, and polariza­
tion at each element. In practice, however, it is difficult to control the beamshape and obtain
low sidelobes from an arbitrary surface, especially if the beam is electronically scanned.
Furthermore, the mechanisms for feeding the elements and steering the beam of a conformal
array, as well as the generation of the phase-shifter commands, are generally more complicated
than those of a planar array. Although it is desired that conformal arrays be applicable to any
surface, the complications that arise when dealing with a general nonplanar surface have
restricted its consideration to relatively simple shapes, such as the cylinder, cone, ogive, and
sphere. Even these shapes present difficulties in analysis and equipment implementation, and
in realizing antennas competitive with the planar array.

The cylinder, which is probably the simplest form of non planar array, has a geometry
suitable for antennas that scan 3600 in azimuth. The scanning beam of a cylindrical anienna
does not change its shape and broaden when steered, as does a scanning beam from a planar
array. Beam steering in a circularly symmetric array can be accommodated by commutating
or rotating the aperture distribution. Since the elements on the side of the cylindrical array
opposite from the direction of propagation do not contribute energy in the desired direction,
they are not excited. Unlike the planar array, the circular symmetry ensures that mutual
coupling between elements is always the same as the beam scans in azimuth.

The truncated cone has similar properties to the cylindrical array, and might be utilized
instead of the cylinder when the beam is to be scanned in elevation as well as azimuth. The
conical surface as a radiating structure for a conformal array is also of interest since missiles
are sometimes of this shape.

The ogive, which is the type of surface found on the nose of some aircraft, bears a
resemblance to the cone. A conformal array arranged on the aircraft nose would allow wide
coverage, provide a good aerodynamic shape, eliminate the distortion of the pattern of a
mechanically scanned antenna caused by the conventional nose-radome, and would permit
larger antenna apertures than the conventional nose-antenna configuration. The hemispheri-
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cal array also attracts atteritiori when hetliispherical coverage is desired. In principle. the 
patter11 is independent of beat11 direction. 

Most of the work on confornial arrays has been with the cylinder. Even though i t  niay be 
a rclat~vely si~iiplc sliape coriipared to the others tner~tioned above or to the generaliled 
noriplanar surface, the properties of  the cylindrical array are not as suitable in general as those 
o f  the planar array. In a cylindrical array, the radiation pattern cannot be separated into ari 
elenierit factor arid an array factor as in planar array theory. Each element points in a different 
tiircct ior i  Tliuq cotlll~r~tatiotls o f  patterris rnust include both element and array together 
Ariotller dillicul~y is t11i11 tllc phase ac well as tlie magnitude of the elenierit pattern varies with 
positiorl As a result of the cylirldrical geometry, the radiation pattern is only partially separ- 
; ~ l ~ l c  i l l  <p;~t t ;~l  ~oor ( I i r l ;~ f~s .  ( I t  ci111 I ) c  co~~si~ierecl ;IS tlie procfuct of a ring-array patlcrti ;111cl n 
liriear-array pat tcrr~.) 'I lie aziniu t li pattern of a vertical cylindrical array changes with both 
a7i11iuth arid elevatiori as tlie bearn is scar~ned in elevation. The far-out sidelobes of a cylindri- 
cal array are gcrierally large arid broad i l l  angle, as conipared to those of a planar array. ?'lie 
design of efficient feed networks. the phase and amplitude control devices, distributed trans- 
niitter and/or receiver niodules, and the control algorithms and logic are other probleni areas. 

Similar problerns occur with other conformal-array shapes. In particular the conical 
shape car1 presetit a serious polarization problem since the polarization varies with the direc- 
t ~ o n  of propagation. Another problem is that the radiating elements can see different environ- 
ments depending on their location on the cone. The pattern of the conical array cannot be 
separated into elevation and azimuth patterns. 

Conformal arrays would have application for flush-mounted airborne radar antennas, 
especially on conical and ogive surfaces. The cylinder, truncated cone, and the hemisphere are 
possible antenna shapes for shipboard or  surface applications. Such conformal arrays have 
been considered for radar but they d o  not appear suitable for general application. They have 
also been examined for IFF and air traffic control interrogation antennas.' 3 2  

A serious cornpetitor to the cylindrical array is a number of planar arrays arranged to 
approximate the cylinder. This is a much simpler system and is quite practical. (If necessary it 
can be surrounded by a cylindrical radome.) The change of beam shape with scan angle can be 
minimized, if  desired, by radiating cooperatively from more than one planar face. As the beam 
is scanned off broadside, sotne o f  the transmitter power can be diverted to  the face adjacent to 
the direction of scar1 to radiate energy in the same direction.lJ5 The broadening of the bean1 
due to the foreshortening of the planar aperture is compensated by the cooperative use of the 
adjacent planar aperture. 

f' 

Unequally spaced arrays.'36 ' 3 9  Most array antennas have equal spacings between adjacent 
elements. Unequal spacings have sometimes been considered in order to  obtain a given beam- 
width with considerably fewer elements than an equally spaced array, or  to  approximate a 
desired pattern without the need for an amplitude-tapered aperture illumination. Since the 
n~ininiuni element spacing is about one-half wavelength, unequally spaced arrays generally 
have fewer elenients than equally spaced arrays of the same size aperture. For this reason they 
are also called tlri~trred arrays. 

The design of a thinned array consists of selecting the diameter of the aperture to give the 
desired beamwidth, selecting the number of elements to give the desired gain (gain is directly 
proportional to the number of elements), and arranging the elements to achieve some desirable 
property of the sidelobes, such as minimizing the peak sidelobe o r  approximating some desired 
radiation pattern. There have been many methods proposed in the literature for determining 
the elerrlent spacings (or locations within the aperture) of such arrays. Only two will be 
mentioned here: dynamic prograrnrning and density tapering. 
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cal array also attracts attention when hemispherical coverage is desired. In principle. the
pattern is independent of beam direction.

Most of the work on conformal arrays has been with the cylinder. Even though it may be
a relatively simple shape compared to the others mentioned above or to the generalized
non planar surface. the properties of the cylindrical array are not as suitable in general as those
of the planar array. In a cylindrical array, the radiation pattern cannot be separated into an
element factor and an array factor as in planar array theory. Each element points in a different
direct ion. Thus computations of patterns must include both element and array together.
Another difficulty is that the phase as well as the magnitude of the element pattern varics with
position. As a result of the cylindrical geometry, the radiation pattern is only partially separ­
ahle in spatial cOOldinates. (II can he considered as the product of a ring-array pattern and a
lincar-array pattern.) TIle azimuth pattern of a vertical cylindrical array changes with both
azimuth and el~vation as the beam is scanned in elevation. The far-out sidelobes of a cylindri­
cal array are generally large and broad in angle, as compared to those of a planar array. The
design of ertkient feed networks, the phase and amplitude control devices, distributed trans­
mitter and/or receiver modules, and the control algorithms and logic are other problem areas.

Similar problems occur with other conformal-array shapes. In particular the conical
shape can present a serious polarization problem since the polarization varies with the direc­
tion of propagation. Another problem is that the radiating elements can see different environ­
ments depending on their location on the cone. The pattern of the conical array cannot be
separated into elevation and azimuth patterns.

Conformal arrays would have application for flush-mounted airborne radar antennas,
especially on conical and ogive surfaces. The cylinder, truncated cone, and the hemisphere are.
possible antenna shapes for shipboard or surface applications. Such conformal arrays have
been considered for radar but they do not appear suitable for general application. They have
also been examined for IFF and air traffic control interrogation antennas. 132

A serious competitor to the cylindrical array is a number of planar arrays arranged to
approximate the cylinder. This is a much simpler system and is quite practical. (If necessary it
can be surrounded by a cylindrical radome.) The change of beam shape with scan angle can be
minimized. if desired. by radiating cooperatively from more than one planar face. As the beam
is scanned off broadside, some of the transmitter power can be diverted to the face adjacent to
the direction of scan to radiate energy in the same direction. 135 The broadening of the beam
due to the foreshortening of the planar aperture is compensated by the cooperative use of the
adjacent planar aperture.

f~

Unequally spaced arra)'s.1 36 139 Most array antennas have equal spacings between adjacent
elements. Unequal spacings have sometimes been considered in order to obtain a given beam­
width with considerably fewer elements than an equally spaced array, or to approximate a
desired pattern without the need for an amplitude-tapered aperture illumination. Since the
minimum element spacing is about one-half wavelength, unequally spaced arrays generally
have fewer elements than equally spaced arrays of the same size aperture. For this reason they
are also called t/tin1led arrays.

The design of a thinned array consists of selecting the diameter of the aperture to give the
desired beamwidth, selecting the number of elements to give the desired gain (gain is directly
proportional to the number of elements), and arranging the elements to achieve some desirable
property of the sidelobes, such as minimizing the peak sidelobe or approximating some desired
radiation pattern. There have been many methods proposed in the literature for determining
the element spacings (or locations within the aperture) of such arrays. Only two will be
mentioned here: dynamic programming and density tapering.
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One approach is to try all possible element locations with the given nunlber of elenlents 
and select that arrangement which produces the best result. This technique, called rotul 
c~t~~rrt~rrtlriort, is generally impractical because of the large number of possible soli~tions that 
would need to be examined. An equivalent result, with less con~putation, is to apply ~ l j ~ t ~ ( ~ t t i i ~  
proyrar)lnlirtg, a method for determining the optimum solution to a multistage problem by 
optimizing each stage of the problem on the basis of the input to that stage. As applied to 
arrays, the various stages of dynamic programming involve the selection of the spacings o f  
each element or pair of symmetrically placed elements. The application of dynamic program- 
ming has been successfully applied to the design of one dimensional (linear) unequally spaced 
array. Although the computations requireti are far less than for total enumeration, there is a 
practical limit to the number of elements in the array that can be treated by this method. 

The other technique, rlensirj~ raper, is applicable to the design of either linear arrays or  to 
large planar arrays. Consider a uniform grid of possible element locations withequal spacing. 
The aperture illunlination function that would nornlally be considered for a conventional 
antenna is used as the model for determining the density of equal-amplitude elements. That is, 
tile dcnsity of equal-amplitude elements is made to upproximate the ciesircct aperture illuniina- 
tion. The choice of element locations to achieve the desired density distribution may be n~acte 
on either a statistical basis or deterministically. One possible application of density taper is in 
a transmitting array where i t  is desired to radiate equal power fronl each element, but where 
the high peak-sidelobe of the uniform illi~mination is not acceptable. Although lower peak- 
sidelobes can be obtained in this manner, the far-out sidelobes are generally considerably 
greater than i f  the same illumination function were used to establish an amplitude taper with 
an equally spaced array. 

The unequally spaced array has seen only limited application, primarily because its 
advantages d o  not usually outweigh its disadvantages. The reduction in gain and the increases 
in sidelobes that are a consequence of thinning the elements are usually not desirable in most 
radar applications. 

The purpose of unequal element spacing in a highly thinned array is to eliminate the 
grating lobes that would appear if equal element spacings of large value were used. Grating 
lobes are not necessarily undesirable, since the energy contained in the grating lobes can be 
used to detect targets. However, if this energy is distributed in the sidelobes by employing 
uncqual spacings, i t  is wasted. The disadvantage with detecting targets in the grating lobes is 
thiit the angle measurement can be ambiguous. There are methods, however, for resolving 
these ambig~ i t i e s . "~  

Instead of thinning elements, the number of phase shifters can be thinned.'" That is, 
some of the phase shifters in the array can be useci to adjust the phase of more than one 
element, so that the number of phase shifters is less than the number of elements. A 50  percent 
saving in the total number of phase shifters might be.had. Thinning in this manner also gives 
rise to phase errors which cause a deterioration in the radiation pattern. 

Adaptive  antenna^.'^^-^'' An adaptive antenna senses the received signals incident across its 
aperture and adjusts the phase and amplitude of the aperture illumination t o  achieve some 
dzsired performance, such as maximizing the received signal-to-noise ratio. The noise may be 
either internal receiver noise or  external noise, as from jammers. Clutter echoes or interference 
from other electromagnetic radiations can also be minimized by adaptive antennas. Adaptive 
antenna techniques can automatically compensate for mechanical or  electrical errors in an 
antenna by sensing the errors and applying corrective signals,149 and can compensate for 
failed elements, radome effects, and blockage of the aperture from nearby structures. Much of 
the interest in adaptive antennas has been to  reduce the effects of noise jamming in the antenna 
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One approach is to try all possible element locations with the given number of elements
and select that arrangement which produces the best result. This technique, called lOtal
l'lllllller(lIio/l, is generally impractical because of the large number of possible solutions that
would need to be examined. An equivalent result, with less computation, is to apply dYllllmic
programming, a method for determining the optimum solution to a multistage problem by
optimizing each stage of the problem on the basis of the input to that stage. As applied to
arrays, the various stages of dynamic programming involve the selection of the spacings of
each element or pair of symmetrically placed elements. The application of dynamic program­
ming has been successfully applied to the design of one dimensional (linear) unequally spaced
array. Although the computations required are far less than for total enumeration, there is a
practical limit to the number of elements in the array that can be treated by this method.

The other technique, density taper, is applicable to the design of either linear arrays or to
large planar arrays. Consider a uniform grid of possible element locations with~qual spacing.
The aperture illumination function that would normally be considered for a conventional
antenna is used as the model for determining the density of equal-amplitude elements. That is,
the density of equal-amplitude elements is made to approximate the desired aperture illumina- ,.;
tion. The choice of element locations to achieve the desired density distribution may be made
on either a statistical basis or deterministically. One possible application of density taper is in
a transmitting array where it is desired to radiate equal power from each element, but where
the high peak-sidelobe of the uniform illumination is not acceptable. Although lower peak­
sidclobes can be obtained in this manner, the far-out sidelobes are generally considerably
greater than if the same illumination function were used to establish an amplitude taper with
an equally spaced array.

The unequally spaced array has seen only limited application, primarily because its
advantages do not usually outweigh its disadvantages. The reduction in gain and the increases
in sidelobes that are a consequence of thinning the elements are usually not desirable in most
radar applications.

The purpose of unequal element spacing in a highly thinned array is to eliminate the
grating lobes that would appear if equal element spacings of large value were used. Grating
lobes are not necessarily undesirable, since the energy contained in the grating lobes can be
used to detect targets. However, if this energy is distributed in the sidelobes by employing
unequal spacings, it is wasted. The disadvantage with detecting targets in the grating lobes is
that the angle measurement can be ambiguous. There are methods, however, for resolving
these ambiguities.l-l-O

Instead of thinning elements, the number of phase shifters can be thinned. I -l- 1 That is.
some of the phase shifters in the array can be used to adjust the phase of more than one
element, so that the number of phase shifters is less than the number of elements. A 50 percent
saving in the total number of phase shifters might be·had. Thinning in this manner also gives
rise to phase errors which cause a deterioration in the radiation pattern.

Adaptive antennas.142-151 An adaptive antenna senses the received signals incident across its
aperture and adjusts the phase and amplitude of the aperture illumination to achieve some
desired performance, such as maximizing the received signal-to-noise ratio. The noise may be
either internal receiver noise or external noise, as from jammers. Clutter echoes or interference
from other electromagnetic radiations can also be minimized by adaptive antennas. Adaptive
antenna techniques can automatically compensate for mechanical or electrical errors in an
antenna by sensing the errors and applying corrective signals,149 and can compensate for
failed clements, radome effects, and blockage of the aperture from nearby structures. Much of
the interest in adaptive antennas has been to reduce the effects of noise jamming in the antenna
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sidelobes. The ideal adaptive antenna acts automatically to adjust itself as a matched 
(spatial) filter by reducing the sidelobes in the direction of the unwanted signals. Adaptive 
arltenrlas require some a priori knowledge of the desired signal, such as its direction, 
waveform, or stat istical properties. 

I f  all the elements of an adaptive phased-array antenna have a separate adaptive control 
loop, i t  is called a $tlly ariaprirlr array. The adaption process is based on the application of 
some criterion such as the minimization of the mean-square error or the maximization of the 
signal-to-noise ratio. In arrays with a large number of adaptive elements the time required for 
the array to converge to the desired aperttlre illurtiitlation can be relatively long. The conver- 
gence time can be reduced at the cost of hardware complexity. The complexity of the adaptive 
rilccllariizatiorl and the speed of colivergence limit the practical uti l i ty of the large adaptive 
array. The fewer the adjustable elements the more practical is the adaptive array. 

One potential application of adaptive array antennas is for airborne surveillance radai. 
In additiori to the reduction of jamming noise which enter the airborne surveillance radar, 
i t  is important to reduce the clutter that enters via the radar antenna sidelobes. The detection 
of  target$ fro111 ;trl airborne platforrn places severe demands on radar design in order to reduce 
or elirnirlate clutter that enters the radar receiver via the main beam. This is done i l l  a 
conventional AMTI radar by signal processing (filtering) as described in Sec. 4.1 1. However, 
clutter that enters the radar receiver via the antenna sidelobes has doppler frequencies that 
canriot be rejected by conventional filtering, since targets of interest can have the same doppler 
as the sidelobe clutter. An adaptive array antenna can place nulls in the direction of sidelobe 
clutter by using the sidelobe clutter itself as the signal to be cancelled. This is accomplished by 
separating the sidelobe clutter from the main-beam clutter by doppler filtering. The filtered 
signal adaptively adjusts the aperture illumination to minimize the sidelobes in those direc- 
tions from which clutter appears. 

The col~ererir sitielobe cnttceler (Sec. 14.5) is a form of adaptive antenna that uses a small 
rlurnber of auxiliary elerrients to adaptively place nulls in the direction of external noise 
sources. I t  is art exaniple of a successful application of the principles of the adaptive antenna 
that utilizes only a relatively few number of adaptive elements. The fully adaptive array of 
large size is, in theory, capable of nulling a larger region of space than a system with but a 
relatively few adaptive elements, as in the sidelobe canceler. However, the added complexity 
and lorlger convergerlce time that accompanies the greater degrees of freedom of the large, 
fully adaptive array has been a burden that is difficult to justify on a cost-effective basis for 
general application. 

The objeL(tive of the usual adaptive antenna or the coherent sidelobe canceler is to adjust 
the sidelobe levels to minimize the effects of noise or other unwanted signals. If the radar 
application allows the use of antennas with extremely low sidelobes, the same result will be 
achieved as with the adaptive antenna. In general, the extremely low sidelobe antenna can be a 
better solution, i f  the desired low sidelobe levels can be achieved and maintained economically. 

I n  principle, the automatic tracking radar discussed in Chap. 5 is another example of an 
adaptive antenna. The aperture illumination is sensed by a conical scan or monopulse feed and 
the antenna is repositioned to maintain the signal-to-noise ratio a maximum. 

'I'riangular arrangement of e l e ~ n e n t s . ' ~ ~  1 5 4  I f  the elements of a planar array are arranged in a 
pattern of equilateral triangles rather than squares, a savings can be had in the total number of 
elements needed. This assumes that the number of elements in an array is determined by the 
requirerrient that no spurious beams (grating lobes) appear in the radiation pattern. The 
reduction in the number of elements depends on the solid angle over which the main beam is 
positioned. For example, if the beam is to be scanned anywhere within a cone defined by a 
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sidelobes. The ideal adaptive antenna acts automatically to adjust itself as a matched
(spatial) filter by reducing the sidelobes in the direction of the unwanted signals. Adaptive
antennas require some a priori knowledge of the desired signal, such as its direction,
waveform, or statistical properties.

If all the elements of an adaptive phased-array antenna have a separate adaptive control
loop, it is called a ,/iil/y adaptil'e array. The adaption process is based on the application of
some criterion such as the minimization of the mean-square error or the maximization of the
signal-to-noise ratio. [n arrays with a large number of adaptive elements the time required for
the array to converge to the desired aperture illumination can be relatively long. The conver­
gence time can be reduced at the cost of hardware complexity. The complexity of the adaptive
mechanization and the speed of convergence limit the practical utility of the large adaptive
array. The fewer the adjustable elements the more practical is the adaptive array.

One potential application of adaptive a'rray antennas is for airborne surveillance radal.
In addition to the reduction of jamming noise which enter the airborne surveillance radar,
it is important to reduce the clutter that enters via the radar antenna sidelobes. The detection
of targets from an airhorne platform places severe demands on radar design in order to reduce
or eliminate clutter that enters the radar receiver via the main beam. This is done in a
conventional AMTI radar by signal processing (filtering) as described in Sec. 4.11. However,
c1uller that enters the radar receiver via the antenna sidelobes has doppler frequencies that
cannot be rejected by conventional filtering, since targets of interest can have the same doppler
as the side lobe clutter. An adaptive array antenna can place nulls in the direction of sidelobe
clutter by using the sidelobe clutter itself as the signal to be cancelled. This is accomplished by
separating the side lobe clutter from the main-beam clutter by doppler filtering. The filtered
signal adaptively adjusts the aperture illumination to minimize the sidelobes in those direc­
tions from which clutter appears.

The cohere lit side/vhe callce/er (Sec. 14.5) is a form of adaptive antenna that uses a small
number of auxiliary elements to adaptively place nulls in the direction of external noise
sources, It is an example of a successful application of the principles of the adaptive antenna
that utilizes only a relatively few number of adaptive elements. The fully adaptive array of
large size is, in theory, capable of nulling a larger region of space than a system with but a
relatively few adaptive elements, as in the sidelobe canceler. However, the added complexity
and longer convergence time that accompanies the greater degrees of freedom of the large,
fully adaptive array has been a burden that is difficult to justify on a cost-effective basis for
general application.

The obje~tive of the usual adaptive antenna or the coherent sidelobe canceler is to adjust
the side lobe levels to minimize the effects of noise or other unwanted signals. If the radar
application allows the use of antennas with extremely low sidelobes, the same result will be
achieved as with the adaptive antenna. In general, the extremely low sidelobe antenna can be a
better solution, if the desired low sidelobe levels can be achieved and maintained economically.

In principle, the automatic tracking radar discussed in Chap. 5 is another example of an
adaptive antenna. The aperture illumination is sensed by a conical scan or monopulse feed and
the antenna is repositioned to maintain the signal-to-noise ratio a maximum.

Triangular arrangement of elements. I 52. 154 If the elements of a planar array are arranged in a
pattern of equilateral triangles rather than squares, a savings can be had in the total number of
elements needed. This assumes that the number of elements in an array is determined by the
requirement that no spurious beams (grating lobes) appear in the radiation pattern. The
reduction in the number of elements depends on the solid angle over which the main beam is
positioned. For example, if the beam is to be scanned anywhere within a cone defined by a
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half-angle of 45", the number of elements required with triangular spacing is 13.4 percent less 
than with square spacing. In this case. the altitude of the equilateral triangle in the triangularly 
arranged array is equal to the element spacing of the squarely arranged array. I f  instead, the 
main beam is positioned not within a cone, but over a "pyramidal" region, the reduction is 
less. The amount of reduction is only 9.2 percent in covering a + 45 by + 45" "square" angular 
region, and 7.7 percent for a +45 by + 2 5  region. The smaller the angular region, the less the 
saving. One caution in the use of triangular spacings is that, compared to square spacings, i t  is 
more likely to produce high sidelobes in some portions of space. This is due to the phase 
quantization that results from digital phase shifters.Is4 For most applications, however, tllese 
quantization lobes do  not limit the system performance significantly. 

Limited-scan arrays. The scan angle of a conventional array antenna might typically rangc 
from k45" to perhaps &60° in both angle coordinates. If  the required scaa angle can be 
limited to a much smaller angular region the number of radiating elements and the number of 
phase shifters can be reduced. This can result in a simpler and cheaper phased-array radar 
than the conventional array that must scan a wide angle in two orthogonal coordinates. 
Although the conventional phased-array radar has not seen extensive application because of 
its high cost and complexity, the limited-scan array has had significant application because i t  is 
more competitive in both performance and cost to mechanical scanning antennas. Applica- 
tions for limited-scan arrays in radar have included the one-dimensional electronic scan of 3D 
radars (Sec. 14.4), aircraft landing or ground-control approach (GCA) radars,''' and hostile- 
weapon-location radars. ' s' 

8.11 APPLICATIONS OF THE ARRAY IN RADAR 

The phased-array antenna has been of considerable interest to the radar systems engineer 
because its properties are different from those of other microwave antennas. The array antenna 
takes several forms: 

Mechnt~ically scanned array. The array antenna in this configuration is used to form a fixed 
beam that is scanned by mechanical motion of the entire antenna. No electronic beam- 
steering is employed. This is an economical approach to air-surveillance radars at the 
lower radar frequencies, such as VHF. It is also employed at higher frequencies when a 
precise aperture illumination is required, as to obtain extremely low sidelobes. At the 
lower frequencies, the array might be a collection of dipoles or Yagis, and at the higher 
frequencies the array might consist of slotted waveguides. 

Lir~ear array wirh frequency scan., The frequency-scanned, linear array feeding a parabolic 
cylinder or a planar array of slotted waveguides has seen wide application as a 313 
air-surveillance radar. In this application, a pencil beam is scanned in elevation by use of 
frequency and scanned in azimuth by mechanical rotation of the entire antenna. 

Lirlrar arrajl wirh phase scan. Electronic phase steering, instead of frequency scanning, in the 
3D air-sur,veillance radar is generally more expensive, but allows the use of the frequency 
domain for purposes other than beam steering. The linear array configuration is also used 
to generate multiple, contiguous fixed beams (stacked beams) for 3D radar. Another 
application is to use either phase- or frequency-steering in a stationary linear array to 
steer the beam in one angular coordinate, as for the GCA radar. 

Phuse-frequencp planar array, . A  two-dimensional (planar) phased array can utilize frequency 
scanning to steer the beam in one angular coordinate and phase shifters to steer in the 
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half-angle of 45°, the number of elements required with triangular spacing is 13.4 percent less
than with square spacing. In this case- the altitude of the equilateral triangle in the triangularly
arranged array is equal to the element spacing of the squarely arranged array. If instead, the
main beam is positioned not within a cone, but over a .. pyramidal" region, the reduction is
less. The amount ofreduction is only 9.2 percent in covering a ± 45 by ± 45° "square" angular
region, and 7.7 percent for a ±45 by ±25 region. The smaller the angular region, the less the
saving. One caution in the use of triangular spacings is that, compared to square spacings, it is
more likely to produce high sidelobes in some portions of space. This is due to the phase
quantization that results from digital phase shifters.'54 For most applications, however, these
quantization lobes do not limit the system performance significantly.

Limited-scan arrays. The scan angle of a conventional array antenna might typically range
from ± 45° to perhaps ± 60° in both angle coordinates. If the required sca~ angle can be
limited to a much smaller angular region the number of radiating elements and the number of
phase shifters can be reduced. This can result in a simpler and cheaper phased-array radar
than the conventional array that must scan a wide angle in two orthogonal coordinates.
Although the conventional phased-array radar has not seen extensive application because of
its high cost and complexity, the limited-scan array has had significant application because it is
more competitive in both performance and cost to mechanical scanning antennas. Applica­
tions for limited-scan arrays in radar have included the one-dimensional electronic scan of 3D
radars (Sec. 14.4), aircraft landing or ground-control approach (GCA) radars, '57 and hostile­
weapon-location radars.' 58

8.11 APPLICATIONS OF THE ARRAY IN RADAR

The phased-array antenna has been of considerable interest to the radar systems engineer
because its properties are different from those of other microwave antennas. The array antenna
takes several forms: .

Mechanically scanne(1 array. The array antenna in this configuration is used to form a fixed
beam that is scanned by mechanical motion of the· entire antenna. No electronic beam­
steering is employed. This is an economical approach to air-surveillance radars at the
lower radar frequencies, such as VHF. It is also employed at higher frequencies when a
precise aperture illumination is required, as to obtain extremely low sidelobes. At the
lower frequencies, the array might be a collection of dipoles or Yagis, and at the higher
frequencies the array might consist of slotted waveguides.

Linear array with frequency scan,. The frequency-scanned, linear array feeding a parabolic
cylinder or a planar array of. slotted .waveguides has seen wide application as a 3D
air-surveillance radar. In this application, a pencil beam is scanned in elevation by use of
frequency and scanned in azimuth :by mechanical rotation of the entire antenna.

Linear array with phase scan., Electronic phase steering, instead of frequency scanning, in the
3D air-sur,veillance radar is generally more expensive, but allows the use of the frequency
domain for purposes other than beam steering. The linear array configuration is also used
to generate multiple, contiguous fixed beams (stacked beams) for 3D radar. Another
application is to use either phase- or frequency-steering in a stationary linear array to
steer the beam in one angular coordinate, as for the GCA radar.

Phase{reqllency planar array. .A two-dimensional (planar) phased array can utilize frequency
scanning to steer the beam in one angular coordinate and phase shifters to steer in the
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orthogonal coordinate. Tliis approach is generally easier than using phase sliifters to 
scan in both coordinates, but as with any frequency-scanned array the use of the 
freqlrency dornain for other purposes is limited when frequency is employed for 
bealii-steeririg. 

I'htrse-pltc~qe plarrirr c~r.rer\~. 'I'he planar array which utilizes phase shifting to steer the bean1 iri 

two orttiogotial coorditiatcs is the type of array that is ofrnajor interest for radar applica- 
tion because of its inherent versatility. Its application, however, has been limited by its 
rcl:ilively llipli coqt. 'l'lic pliasc-phase array is what is generally implied when the term 
elrc~~r~o~tic~c~llr .\reclrctl phctseel clr.rirJ1 is used. 

The phased array antenna has seen application in radar for such purposes as aircraft 
sirrveillatice fro111 on board sflip (AN/SPS-33), satellite surveillance (AN/FPS-85). ballistic 
rriissile defense (PAR, MSR), air defense (AN/SPY-1 and Patriot), aircraft landing systeriis 
(AN/TPN-19 and AN/TPS-32), mortar (AN/TPQ-36) and artillery (AN/TPQ-37) location. 
tracking of ballistic tnissiles (Cobra Dane), and airborne bomber radar (EAR). 

There have been many developmental array radars built in the United States, including 
ESAR. ZMAR, MAR, Typhon, Hapdar, ADAR, MERA, RASSR, and others. Although mucli 
effort and funds have been expended, except for limited-scan arrays there has been no large 
serial production of such radars comparable to the serial production of radars with mechan- 
ically rotating reflector antennas. 

8.12 ADVANTAGES AND LIMITATIONS 

The array antenna has several unique characteristics that make it a candidate for considera- 
tion in radar application. However, the attractive features of the array antenna are sometimes 
nullified by several serious disadvantages. 

The array antenna has the following desirable characteristics not generally enjoyed by 
other antenna types: 

I~terrialrss, rupitl hearrt-steerirtg. The beam from an array can be scanned, or switched from one 
position to another, in a time limited only by the switching speed of the phase shifters. 
Typically, the beam can be switched in several microseconds, but it can be considerably 
shorter i f  desired. 

Multiple, indepettder~t beants. A single aperture can generate many simultaneous independent 
beams. Alternatively, the same effect can be obtained by rapidly switching a single beam 
through a sequence of positions. 

Poterttial for large peak andlor average power. If necessary, each element of the array can be fed 
by a separate high-power transmitter with the combining of the outputs made in "space " 
to obtain a total power greater than can be obtained from a single transmitter. 

Control of the radiation pattern. A particular radiation pattern may be more readily obtained 
with the array than with other microwave antennas since the amplitude and phase of each 
array element may be individually controlled. Thus, radiation patterns with extremely 
low sidelobes or with a shaped main beam may be achieved. Separate monopulse sum and 
difTerence patterns, each with its own optimum shape, are also possible. 

Gracefitl degrcldariort. The distributed nature of the array means that it can fail gradually 
rather than all at once (catastrophically). 

Cont~errier~t aperture shape. The shape of the array permits flush mounting and it can be 
hardened to resist blast. 
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orthogonal coordinate. This approach is generally easier than using phase shifters to
scan in both coordinates, but as with any frequency-scanned array the use of the
frequency domain for other purposes is limited when frequency is employed for
hea Ill-steeri 11 g.

Phase-phase plQ/l£lr alTa.\'. The planar array which utilizes phase shifting to steer the beam in
two orthogonal coordinates is the type of array that is of major interest for radar applica­
tion because of its inherent versatility. Its application, however, has been limited by its
relatively high cost. The phase-phase array is what is generally implied when the terlll
elec(nJllicall.l' s(eeret! "hased array is used.

The phased array antenna has seen application in radar for such purposes as aircraft
surveillance from on board ship (AN/SPS-33), satellite surveillance (AN/FPS-85), ballistic
missile defense (PAR, MSR), air defense (AN/SPY-! and Patriot), aircraft landing systems
(A N/TPN-!9 and AN/TPS-32), mortar (AN/TPQ-36) and artillery (AN/TPQ-37) location.
tracking of ballistic missiles (Cobra Dane), and airborne bomber radar (EAR).

There have been many developmental array radars built in the United States, including
ESAR, ZMAR, MAR, Typhon, Hapdar, ADAR, MERA, RASSR, and others. Although much
effort and funds have been expended, except for limited-scan arrays there has been no large
serial production of such radars comparable to the serial production of radars with mechan­
ically rotating reflector antennas.

8.12 ADVANTAGES AND LiMITATIONS

The array antenna has several unique characteristics that make it a candidate for considera­
tion in radar application. However, the attractive features of the array antenna are sometimes
nullified by several serious disadvantages.

The array antenna has the following desirable characteristics not generally enjoyed by
other antenna types:

[lIertialess, rapid neam-steerillg. The beam from an array can be scanned, or switched from one
position to another, in a time limited only by the switching speed of the phase shifters.
Typically, the beam can be switched in several microseconds, but it can be considerably
shorter if desired.

Multiple, indepelldent beams. A single aperture can generate many simultaneous independen t
beams. Alternatively, the same effect can be obtained by rapidly switching a single beam
through a sequence of positions.

Potetttialfor large peak and/or average power. If necessary, each element of the array can be fed
by a separate high-power transmitter with the combining of the outputs made in "space ..
to obtain a total power greater than can be obtained from a single transmitter.

Control of tlte radiation pattern. A particular radiation pattern may be more readily obtained
with the array than with other microwave antennas since the amplitude and phase of each
array element may be individually controlled. Thus, radiation patterns with extremely
low side lobes or with a shaped main beam may be achieved. Separate monopulse sum and
difference patterns, each with its own optimum shape, are also possible.

Graceflll degradation. The distributed nature of the array means that it can fail gradually
rather than all at once (catastrophically).

Cortl'e,Jient aperwre shape. The shape of the array permits flush mounting and it can be
hardened to resist blast.
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Elrctronic beam stabilization. The ability to steer the beam electronically can be used to 
stabilize the beam direction when the radar is on a platform, such as a ship or aircraft, 
that is subject to  roll. pitch, or yaw. 

The above attributes of an array antenna offer the radar systems engineer additional 
flexibility in attempting to  meet the requirements of radar applications. Some conlments 
should be made, however, about the practical utility of these characteristics. These attributes 
are obtained for a price, so that they should only be considered when warranted. it is not 
obvious that they are always absolutely essential for the success of a particular application. 

For example, i t  is certainly true that a mechanically scanned reflector antenna cannot 
switch a beam from one direction to another as fast as can a phased-array antenna. However, 
i t  is seldom, if ever, that the operational requirements d o  not permit the system designer to 
configure a system to d o  an equic:alent job with a mechanically scanned antahna. 

An N-element array can, in principle, generate N independent beams. However, in prac- 
tice i t  is seldom required that a radar generate more than a few simultaneous beams (perhaps 
no more than a dozen), since the complexity of the array radar increases with increasing 
number of beams. 

Although the array has the potential for radiating large power, i t  is seldom that an array is 
required to radiate more power than can be radiated by other antenna types or to  litilizr: a 
total power which cannot possibly be generated by current high-power microwave tube tech- 
nology that feeds a single transnlission line. 

Conventional microwave antenn.as cannot generate radiation patterns with sidelobes as 
low as can be obtained by an array antenna, especially a nonscanning array. However, when a 
planar array is electronically scanned, the change of mutual coupling that accoinpanies it 

change in beam position makes the maintenance of low sidelobes more difficult. 
I f  an array has some margin in performance to  permit graceful degradation, i t  is likely 

that this margin will be eliminated during the procurement process if the cost of the radar 
escalates. Even if the radar is delivered with margin for graceful degradation, i t  is likely that 
after some time in operation i t  will always be at the degraded level because of a desire to keep 
maintenance costs to a minimum. Another problem is to know when graceful degradation has 
gone too far and maintenance is needed. 

The full testing of an array radar system is often more complicated than with conven- 
tional radar systems. Also, the incorporation of IFF can be more complicated than with 
rotating antennas. 

Although the above are limitations to the phased array in radar, they are probably not 
sufficiently serious to restrict its greater use. However, the major limiratioa that has limited the 
widespread use of the conventional phased array in radar is its high cost, which is due in large 
part to its co~nplexity. The software for the computer system that is needed to utilize tllc 
inherent flexibility of the array radar also contributes significantly to the system cost and 
con~plexity. 

One  of the factors that is often misleading is the usual picture of an array as a singlr: 
radiating face of relatively modest size. A single array antenna can scan but a limited sector; 
t -45" in each plane is perhaps typical. Four or  more faces might therefore be necessary for - 

hemispherical coverage. However, the usual photograph or drawing of a phased-array radar 
seldom reveals the amount of electronic equipment behind the array face that is required to  
make it a useful radar. 

Another of the advantages sometimes claimed for an  array radar is that it is capable of  
performing more than one function simultaneously; for example, it can d o  surveillance of  a 
volume as well as track individual targets. The multifunction attribute of an array radar has 
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Electronic beam stabilization. The ability to steer the beam electronically can be used 10

stabilize the beam-direction when the radar is ona platform, such asa ship or aircraft,
that is subject to roll, pitch, or yaw.

The above attributes of an array antenna offer the radar systems engineer additional
flexibility in attempting to meet the requirements of radar applications. Some comments
should be made, however, about the practical utility of these characteristics. These attributes
are obtained for a price, so that they should only be considered when warranted. It is not
obvious that they are always absolutely essential for the success of a particular application.

For example, it is certainly true that a mechanically scanned reflector antenna cannot
switch a beam from one direction to another as fast as can a phased-array antenna. However,
it is seldom, if ever, that the operational requirements do not permit the system designer to
configure a system to do an equivalent job with a mechanically scanned antenna.

An N-element array can, in principle, generate N independent beams. However, in prac­
tice it is seldom required that a radar generate more than a few simullaneous beams (perhaps
no more than a dozen), since the complexity of the array radar increases with increasing
number of beams.

Although the array has the potential for radiating large power, it is seldom that an array is
required to radiate more power than can be radiated by other antenna types or to utilize a
total power which cannot possibly be generated by current high-power microwave tube tech­
nology that feeds a single transmission line.

Conventional microwave antenn.as cannot generate radiation pallerns with sidelobes as
low as can be obtaineq by an array antenna, especially a nonscanning array. However, when a
planar array is electronically scanned, the change of mutual coupling that accompanies a
change in beam position makes the maintenance of low sidelobes more difficult.

If an array has some margin in performance to permit graceful degradation, it is likely
that this margin will be eliminated during the procurement process if the cost of the radar
escalates. Even if the radar is delivered with margin for graceful degradation, it is likely that
after some time in operation it will always be at the degraded level because of a desire to keep
maintenance costs to a minimum. Another problem is to know when graceful degradation has
gone too far and maintenance is needed.

The full testing of an array radar system is often more complicated than with conven­
tional radar systems. Also, the incorporation of IFF can be more complicated than with
rotating antennas.

Although the above are limitations to the phased arr~y in radar, they are probably not
sufficiently serious to restrict its greater use. However, the major limitation that has limited the
widespread use of the conventional phased array in radar is its high cost, which is due in large
part to its complexity. The software for the computer system that is needed to utilize the
inherent flexibility of the array radar also contributes significantly to the system cost and
complexity.

One of the factors that is often misleading is the usual picture of an array as a single
rad iating face of relatively modest size. A single array antenna can scan but a limited sector;
±45° in each plane is perhaps typical. Four or more faces might therefore be necessary for
hemispherical coverage. However, the usual photograph or drawing of a phased-array radar
seldom reveals the amount of electronic equipment behind the array face that is required to
make it a useful radar.

Another of the advantages sometimes claimed for an array radar is that it is capable of
performing more than one function simultaneously; for example, it can do surveillance of a
volume as well as track individual targets. The multifunction attribute of an array radar has
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been of considerable interest, but it  can also be a serious liability in some applications. 7'111: 
.preferred frequency for a ground-based aircraft surveillance radar is at the lower portion of the 
~~i ic rowave  region ( U H F  or L band). The major factors of importance that favor the lower 
frequencies for surveillance radar are ttie large average power and the large antenna aperture. 
both of which are easier to obtain at the lower frequencies. Also, a good MTI is easier to 
;icliicve aricl the efl'ects olweatlier are less at these frequencies. The preferred frequencv range 
for an aircraft-tracking radar is the upper portion of the niicrowave band (C' or X bands) sitice 
i t  is easier to obtain the wide bandwidths and narrow beamwidths for precision target tracking 
than at the lower frequencies. TIlils tracking radars differ significantly from surveiilaticc 
ratiars. When a single radar is to perforii~ both surveillance and tracking, a single frequency 
sotiiculicrc i t 1  tlic tiiitlrllc of tlic riiicrowiivc I > i i ~ i i l  riii~st be sclccted as ;i cotiiproriiise (S haritl. or 
~'crti;~ps ( '  or I, bands). 'I'lie coriipro~iiise frequency rnight thus be higher than would be desirctl 
for- ~ci11.cli ii~id I~)wcr tIi;111 tlc~irctl for trackitig. The rcsi~lt is that a single-frcqitc~icy, ~niiltifrrric- 
tion radar riliglit not be as efficient as separate radars operating at separate frequencies, cacli 
optitiiized to f i ~ l f i l l  a single, dedicated fiinctioti. I t  is co~iceivable in sonie circun~stances that 
two ri~tl;irs, oric optiti~izcd lor sirrvcill;ir~cc :111d tlic other for track, will perfor111 better, hc less 
costly. and take less total space than a single niultifunction radar. 

The caution regarding the drawbacks of a niultifunction radar is especially true of aircraft- 
surveillance radar. However, if  the particular application is such that the optimum frequency 
for search is the same as  that for tracking, i t  is more likely that a tnultifunction array radar 
\vnuld have merit over separate radars. Such seems to be the case for satellite surveillance 
where the same frequency ( U H F )  seerris desirable for both search and track, as in the 
ANIFPS-85. 

The unique characteristics of an array antenna offer the radar systems designer capabili- 
ties not available with other techniques. As with any other device, the array will see ~nqjor  
applicatioti when i t  can perforni sorne radar function cheaper than any other antenna type or 
when i t  can d o  something not practical by other means. 
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been of considerable interest, but it can also be a serious liability in some applications. The
preferred frequency for a ground-based aircraft surveillance radar is at thelower portion of the
microwave region (UHF or L band). The major factors of importance that favor the lower
frequencies for surveillance radar are the large average power and the large antenna aperture.
hath of which are easier to obtain at the lower frequencies. Also, a good MTI is easier 10

achicvc and the effects of wcather arc less at these frequencies. The preferred frequency range
for an aircraft-tracking radar is the upper portion of the microwave band (C or X bands) since
it is easier to obtain the wide bandwidths and narrow beamwidths for precision target tracK ing
than at the lower frequencies. Thus tracking radars differ significanlly from surveillancc
radars. When a single radar is to perform hoth surveillance and tracking. a single frequency
sOll1cwhcre in thc midd Ie of Ihc microwave band must he selected as a compromisc (S hand. or
pcrhaps C or L hands). The compromise frequency might thus be higher than would bc desired
for searclt and lower than desired for tracking. Thc resll1t is that a single-frequency, multifunc­
tion radar might not bc as efficient as separate radars operating at separate frequcncies, each
optimizcd to fulfill a single, dedicated function. It is conceivable in some circumstances that
Iwo radars, onc optimizcd for survcillalH:e and thc other for track, will pcrform beller, be less
COSIly, and takc less total space than a single multifunction radar.

The caution regarding the drawbacks of a multifunction radar is especially true of aircraft­
sUiveillance radar. However, if the particular application is such that the optimum frequency
for search is the same as that for tracking, it is more likely that a multifunction array fi.ldar
would have merit over separate radars. Such seems to be the case for satellite surveillance
where the same frequency (U HF) seems desirable for both search and track, as in the
AN/FPS-85.

The unique characteristics of an array antenna offer the radar systems designer capabili­
ties not available with other techniques. As with any other device, the array will see major
application when it can perform some radar function cheaper than any other antenna type or
when it can do something nOl practical by other means.
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CHAPTER 

NINE 

RECEIVERS, DISPLAYS, AND DUPLEXERS 

9.1 'I'HE RADAR RECEIVER 

The function of the radar receiver is to detect desired echo signals in the presence of noise, 
interference, or clutter. I t  must separate wanted from unwanted signals, and amplify the 
wanted signals to a level where target information can be displayed to an operator or used in 
an automatic data processor. The design of the radar receiver will depend not only on the type 
of waveform to be detected, but on the nature of the noise, interference, and clutter echoes with 
which the desired echo signals must compete. In this chaptel-, the receiver design is considered 
mainly as a problem of extracting desired signals from noise. Chapter 13 considers the problem 
of radar design when the desired signals must compete with clutter. The current chapter also 
includes brief discussions of radar displays and duplexes. 

Noise can enter the receiver via the antenna terminals along with the desired signals, or it 
might be generated within the receiver itself. At the microwave frequencies usually used for 
radar, the external noise which enters via the antenna is generally quite low so that the receiver 
sensitivity is usually set by the internal noise generated within the receiver. (External noise is 
discussed in Sec. 12.8.) The measure of receiver internal noise is the noise-figure (introduced 
previously in Sec. 2.3). 

Good receiver design is based on maximizing the output signal-to-noise ratio. As 
described in Sec. 10.2, to maximize the output signal-to-noise ratio, the receiver must be 
designed as a matched filter, or its equivalent. The matched filter specifies the frequency 
response function of the IF part of the radar receiver. Obviously, the receiver should be 
designed to generate as little internal noise as possible, especially in the input stages where the 
desired signals are weakest. Although special attention must be paid to minimize the noise of 
the input stages, the lowest noise receivers are not always desired in many radar applications if 
other important receiver properties must be sacrificed. , 

Keceiver design also must be concerned with achieving sufficient gain, phase, and ampli- 
tude stability, dynamic range, tuning, ruggedness, and simplicity. Protection must be provided 
against overload or saturation, and burnout from nearby interfering transmitters. Timing and 
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Noise can enter the receiver via the antenna terminals along with the desired signals, or it
might be generated within the receiver itself. At the microwave frequencies usually used for
radar, the external noise which enters via the antenna is generally quite low so that the receiver
sensitivity is usually set by the internal noise generated within the receiver. (External noise is
discussed in Sec. 12.8.) The measure of receiver internal noise is the noise-figure (introduced
previously in Sec. 2.3).

Good receiver design is based on maximizing the output signal-to-noise ratio. As
described in Sec. 10.2, to maximize the output signal-to-noise ratio, the receiver must be
designed as a matched filter, or its equivalent. The matched filter specifies the frequency
response function of the IF part of the radar receiver. Obviously, the receiver should be
designed to generate as little internal noise as possible, especially in the input stages where the
desired signals are weakest. Although special attention must be paid to minimize the noise of
the input stages, the lowest noise receivers are not always desired in many radar applications if
other important receiver properties must be sacrificed.

Receiver design also must be concerned with achieving sufficient gain, phase, and ampli­
tude stability, dynamic range, tuning, ruggedness, and simplicity. Protection must be provided
against overload or saturation. and burnout from nearby interfering tr~nsmitters.Timing and
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reference signals are needed to properly extract target information. Specific applicat~orls such 
as MTI radar, tracking radar, or radars designed lo  ~ n i l l ~ l n i ~ c  clutter placc special t l e r~ l a~~ i l s  011 

the receiver. Receivers that must operate with a transmitter whose frequency can drift need 
some means of automatic frequency control (AFC). Radars that encounter hostile counter- 
measures need receivers that can minimize the effects of such interference. Thus there can be 
many demands placed upon the receiver designer in meeting the requirements of modern 
high-quality radar systems. The receiver engineer has responded well to the challenge, and 
there exists a highly refined state of technology available for radar applications. Radar receiver 
design and implementation may not always be an easy task; but in tribute to  the receiver 
designer, i t  has seldom been an obstacle preventing the radar systems engineer from eventually 
accomplishing the desired objectives. 

Although the superregenerative, crystal video, and tuned radio frequency (TRF)  receivers 
have been employed in radar systems, the superheterodyne has seen almost exalusive applica- 
tion because of its good sensitivity, high gain, selectivity, and reliability. No other receiver type 
has been competitive to the superheterodyne. A simple block diagram of a radar siiperheter- 
odyne receiver was shown in Fig. 1.2. There are many factors that enter into the tlesign o f  
radar receivers; however, only the receiver noise-figure and the receiver front-end, as they 
determine receiver sensitivity, will be discussed here. 

9.2 NOISE FIGURE 

In Sec. 2.3 the noise figure of a receiver was described as a measure of the noise produced by a 
practical receiver as compared with the noise of an ideal receiver.'a2 The noise figure F, of a 
linear network may be defined as 

where Sin = available input signal power 
Nin = available input noise power (equal to kTo B,) 
So,, = available output signal power 
No,, = available output noise power 

"Available power" reiers to  the power which would be delivered to  a matched load. The 
available gain G is equal to S,,,/Sin, k = Boltzmann's constant = 1.38 x 10-'' J/deg, 
To = standard temperature of 290 K (approximately room temperati~re), and B, is the noise 
bandwidth defined by Eq. (2.3). The product kTo 4 x W/Hz. The purpose for 
defining a standard temperature is to refer any measurements to a common basis of compari- 
son. Equation (9.1) permits two different but equivalent interpretations of noise figure. I t  ruay 
be considered as  the degradation of the signal-to-noise ratio caused by the network (receiver), 
or it may be interpreted as the ratio of the actual available output noise power to the noise 
power which would be available if the network merely amplified the thermal noise. The 
noise figure may also be written 

where AN is the additional noise introduced by the network itself. 
The noise figure is commonly expressed in decibels, that is, 10 log F,. The term noise 

factor is also used at'times instead of noise figure. The two terms are now synonymous. 
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reference signals are needed to properly extract targct informatioll. Specific applicatiolls such
as MTI radar, tracking radar, orradarsdesigned.to minimize dutter place special delllalHls on
the receiver. Receivers that must operate with a transmitter whose frequency can drift need
some means of automatic frequency control (AFC). Radars that encounter hostile counter­
measures need receivers that can minimize the effects of such interference. Thus there can be
many demands placed upon the receiver designer in meeting the requirements of modern
high-quality radar systems. The receiver engineer has responded well to the challenge, and
there exists a highly refined state of technology available for radar applications. Radar receiver
design and implementation may not always be an easy task; but in tribute to the receiver
designer, it has seldom been an obstacle preventing the radar systems engineer from eventually
accomplishing the desired objectives.

Although the superregenerative, crystal video, and tuned rad io frequency (TR F) receivers
have been employed in radar systems, the superheterodyne has seen almost exolusive applica­
tion because of its good sensitivity, high gain, selectivity, and reliability. No other receiver type
has been competitive to the superheterodyne. A simple block diagram of a radar superheter­
odyne receiver was shown in Fig. 1.2. There are many factors that cnter into the design of
radar receivers; however, only the receiver noise-figure and the receiver front-end, as they
determine receiver sensitivity, will be discussed here.

9.2 NOISE FIGURE

In Sec. 2.3 the noise figure of a receiver was described as a measure of the noise produced by a
practical receiver as compared with the noise of an ideal receiver. 1.2 The noise figure Fn or a
linear network may be defined as

(9. I)

(9.2)

where Sin = available input signal power
N in = available input noise power (equal to kTo Bn )

SOUl = available output signal power
Noul = available output noise power

"Available power" refers to the power which would be delivered to a matched loall. The
available gain G is equal to SouJSin, k = Boltzmann's constant = 1.38 x 10- 23 J/deg.
To = standard temperature of 290 K (approximately room temperature), and 8 n is the noise
bandwidth defined by Eq. (2.3). The product kTo ~ 4 x to- 21 W/Hz. The purpose for
defining a standard temperature is to refer any measurements to a common basis of compari­
son. Equation (9.1) permits two different but equivalent interpretations of noise figure. It lIlay

be considered as the degradation of the signal-to-noise ratio caused by the network (receiver).
or it may be interpreted as the ratio of the actual available output noise power to thc noise
power which would be available if the network merely amplified the thermal noise. The
noise figure may also be written

F = kToBnG + liN = 1 + liN
n kToBnG kTo BnG

where I1N is the additional noise introduced by the network itself.
The noise figure is commonly expressed in decibels, that is, 10 log Fn' The term noise

factor is also used animes instead of noise figure. The two terms are now synonymous.
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The definition of noise figure assumes the input and output of the network are matched. 
In some devices. less noise is obtained under mismatched, rather than matched, conditions. In 
spite of definitions, such networks would be operated so as to achieve the maximum output 
signal-to-noise ratio. 

Noise figure of networks in cascade. Consider two networks in cascade, each with the same 
noise bandwidtt~ B, but with dimerent noise figures and available gain (Fig. 9.1). Let F,, G I  be 
the noise figure arid available gain, respectively, of the first network, and F , ,  G ,  be similar 
pararneters for the second network. The problem is to find F , ,  the overall noise-figure of the 
two circuits in cascade. From the definition of noise figure [Eq. (9.1)] the output noise N o  of 
the two circuits iri cascade is 

N o  = FOG' ,  G2k71;,B, = noise from network 1 at output of network 2 
+ noise A N z  introduced by network 2 ( 9 . h )  

The contribution of the second network to the overall noise-figure may be made negligible if  
the gain of  the first network is large. This is of importance in the design of multistage receivers. 
I t  is not sufficient that only the first stage of a low-noise receiver have a small noise figure. The 
succeeding stage must also have a small noise figure, or else the gain of the first stage must be 
high enough to swamp the noise of the succeeding stage. if the first network is not an amplifier 
but is a network with loss (as in a crystal mixer), the gain G I  should be interpreted as a number 
less than unity. 

The noise figure of N  networks in cascade may be s b w n  to be 

Similar expressions may be derived when bandwidths and/or the temperature of the individual 
networks aremot the same.3 

Noise temperature. The noise introduced by a network may also be expressed as an eflective 
~roise tenlperattrre, T,, defined as that (fictional) temperature at  the input of the network which 
would account for the noise AN at the output. Therefore AN = kT, B, G and 

Te = (F,  - l)To (9.7) 

The system noise tenlperature T, is defined as  the effective noise temperature of the receiver 
system including the effects of antenna temperature T,. (It is also sometimes called the system 

Figure 9.1 Two networks in cascade. 
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The definition of noise figure assumes the inputandoutput of the network are matched.
In some devices. less noise is obtained under mismatched, rather than matched, conditions. In
spite of definitions. such networks would be operated so as to achieve the maximum output
signal-to-noise ratio.

Noise figure of networks in cascade. Consider two networks in cascade, each with the same
noise bandwidth Bn but with dilTerent noise figures and available gain (Fig. 9.1). Let F I' G I be
the noise figure and available gain, respectively, of the first network, and F 2, G2 be similar
parameters for the second network. The problem is to find F0' the overall noise-figure of the
two circuits in cascade. From the definition of noise figure [Eq. (9.1)] the output noise No of
the two circuits in cascade is

N" = F" G J G2 k J;) Bn = noise from network 1 at output of network 2
+ 1I0ise liN 2 introduced by network 2

No = k1~BnFIGIG2 + IiN 2 = kToBnFtGtG2 + (F 2 - l)kTo BnG2

or

(9.3a)

(9.3b)

(9.4 )

(9.5)

The contribution of the second network to the overall noise-figure may be made negligible if
the gain of the first network is large. This is of importance in the design of multistage receivers.
It is not sufficient that only the first stage of a low-noise receiver have a small noise figure. The
succeeding stage must also have a small noise figure, or else the gain of the first stage must be
high enough to swamp the noise of the succeeding stage. If the first network is not an amplifier
but is a network with loss (as in a crystal mixer), the gain G 1 should be interpreted as a number
less than unity.

The noise figure of N networks in cascade may be shown to be

F = F + F 2 - I + F.].-=l + ... + __.!:~_-=-~ _
o 1 G t G 1 G2 G 1 G2 '''GN - 1

Similar expressions may be derived when bandwidths and/or the temperature of the individual
networks are{f1ot the same.)

Noise temperature. The noise introduced by a network may also be expressed as an effective
noise temperature, T.., defined as that (fictional) temperature at the input of the network which
would account for the noise liN at the output. Therefore Ii.N = kTe Bn G and

(9.6)

(9.7)

The system noise temperature I: is defined as the effective noise temperature of the receiver
system including the effects of antenna temperature Ta. (It is also sometimes called the system

Figure 9.1 Two networks in cascade.



operating noise te rnpera t~ t re .~~)  If the receiver effective noise temperature is 'c, then 

where F, is the system noise-figure including the effect of  antenna temperature. 
The enective noise temperature of a receiver consisting of a number of networks in 

cascade is 

where 7; and G ,  are the effective noise temperature and gain of the ith network. 
The effective noise temperature and the noise figure both describe the same characteristic 

of a network. In general, the effective noise temperature has been preferred fgr describing 
low-noise devices, and the noise figure is preferred for conventional receivers. For radar 
receivers the noise figure is the more widely used term, and is what is used in this text. 

18 
Measurement of noise figure. The noise figure of a radar receiver can degrade in operation and 
cause reduced capability. Therefore some means for monitoring the noise figure shoi~lcf be 
provided in operating radars so  that a worsening of receiver sensitivity can be detected and 
corrected. The monitoring of the noise figure can be accomplished either automatically or 
manually by the operator. 

The receiver noise-figure can be measured with a broadband noise source of  known 
intensity, such as a gas-discharge tube22 or a solid-state noise source. The noise figure 1s 
determined by measuring (1) the noise power output N ,  of the receiver when a matched 
impedance at temperature To = 290 K is connected to  the receiver input and (2) the noise 
power output N 2  when a matched noise generator of temperature T2 is connected to the 
receiver input.2 The temperature T2 is the equivalent noise temperature of the broadband noise 
senerator. The noise figure can be shown to be 

where Y = N2/Nl .  ;.J ^1 

The measurement of noise figure can be made during radar operation without degrading 
the receiver seilsitivity by pulse-modulating the noise source in synchronism with the radar 
trigger and injecting the noise into the receiver during the " flyback " or  "dead time" of the 
radar, just prior t o  the triggering of the next transmitter pulse. The measurement of the 
receiver output with the noise source on ( N 2 )  and the noise source off (NI) can be made on 
alternate pulse periods. 

The receiver noise-figure or  sensitivity can also be measured by use of a calibrated signal 
generator. With a matched resistance at the receiver input, the output power is due t o  receiver 
noise alone. The signal generator power is then applied to  the receiver input and adjusted until 
the signal-plus-noise power is equal to twice the receiver noise power read with the matched 
resistance. The input signal under this condition is sometimes said to  be the minimum discern- 
ible signal. I t  is also proportional to. the receiver noise-figure. 

The sensitivity of a radar may be visually displayed by using the measurement of receiver 
noise t o  display the normal range rings on the PPI  only within the range at which the radar 
can detect targets reliably. This provides the operator with a continuous and immediate 
indication of radar sensitivity. When noise jamming is present, the appearance o r  nonappear- 
ance of the range rings can be made t o  be a function of azimuth as  well as  range. 
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operating noise temperature. 60
) If the receiver effective noise temperature is Tit, then

~ = 'fa + Tit = To Fs (9.8)

where F s is the system noise-figure including the effect of antenna temperature.
The effective noise temperature of a receiver consisting of a number of networks 10

cascade is

(9.9)

where 7; and Gi are the effective noise temperature and gain of the ith network.
The effective noise temperature and the noise figure both describe the same characteristic

of a network. In general, the effective noise temperature has been preferred f9r describing
low-noise devices, and the noise figure is preferred for conventional receivers. For radar
receivers the noise figure is the more widely used term, and is what is used in this text.

Measurement of noise figure. The noise figure of a radar receiver can degrade in operation and
cause reduced capability. Therefore some means for monitoring the noise figure should be
provided in operating radars so that a worsening of receiver sensitivity can be detected and
corrected. The monitoring of the noise figure can be accomplished either automatically or
manually by the operator.

The receiver noise-figure can be measured with a broadband noise source of known
intensity, such as a gas-discharge tube22 or a solid-~tate noise source. The noise figu re is
determined by measuring (1) the noise power output N 1 of the receiver when a matched
impedance at temperature To = 290 K is connected to the receiver input and (2) the noise
power output N 2 when a matched noise generator of temperature T2 is connected to the
receiver input. 2 The temperature T2 is the equivalent noise temperature of the broadband noise
;enerator. The noise figure can be shown to be

(9.10)

where Y=N 2 /N 1•

The measurement of noise figure can be made during radar operation without degrading
the receiver sensitivity by pulse-modulating the noise source in synchronism with the radar
trigger and injecting the noise into the receiver during the" f1yback " or "dead time" of the
radar, just prior to the triggering of the next transmitter pulse. The measurement of the
receiver output with the noise source on (N 2) and the noise source off (N d can be made on
alternate pulse periods.

The receiver noise-figure or sensitivity can also be measured by use of a calibrated signal
generator. With a matched resistance at the receiver input, the output power is due to receiver
noise alone. The signal generator power is then applied to the receiver input and adjusted until
the signal-plus-noise power is equal to twice the receiver noise power read with the matched
resistance. The input signal under this condition is sometimes said to be the minimum discern­
ible signal. It is also proportional to. the receiver noise-figure.

The sensitivity of a radar may be visually displayed by using the measurement of receiver
noise to display the normal range rings on the PPI only within the range at which the radar
can detect targets reliably. This provides the operator with a continuous and immediate
indication of radar sensitivity. When noise jamming is present, the appearance or nonappear­
ance of the range rings can be,made to be a function of azimuth as well as range.
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I n  making a measurement of the receiver noise-figure, the noise source or  signal generator 
is usually inserted by a directional coupler ahead of the duplexer and other R F  components so 
that the overall noise-figure of the system is measured rather than that of the receiver alone. 

h1:tny radar superheterodyne receivers do  not employ a low-noise R F  amplifier. Instead, the 
first stage is simply the mixer. Although the noise figure of a mixer front-end may not be as low 
as other devices that can be used as receiver front-ends, it is acceptable for many radar 
applications when other factors besides low noise are important. The function of the mixer is 
to corlvert RF energy to IF energy with minimum loss and without spurious responses. Silicon 
poin t-con tact and Schot tky-barrier  diode^'^.'^ based on the nonlinear resistance character- 
is tic of metal-to-semiconductor contacts have been used as the mixing element.4.5 Schottky- 
barrier tliodes are made of either silicon or GaAs, with GaAs preferred for the higher 
microwave frequencies. The Schottky-barrier diodes have had lower noise figures and lower 
flicker noise than conventional point-contact diodes, but the silicon point-contact diode has 
Iiati better burnout properties. An integral part of the mixer is the local oscillator. The I F  
amplifier is also of importance in mixer design because of its influence on the overall 
noise-figure. 

i'onversion Itss and noise-temperature ratio. The conversion loss of a mixer is defined as 

available RF power 
L = - -- - -. 

available I F  power 

it is a measure of the efficiency of the mixer in converting RF signal power into IF. The 
conversion loss of typical microwave crystals in a conventional single-ended mixer 
configuration varies from about 5 to 6.5 dB. A crystal mix& is called "broadband" when the 
signal and image frequencies are both terminated in matched loads. A signal impressed in 
the RF  signal channel of a broadband mixer is converted in equal portions t o  the IF signal and 
the RF image. Therefore the theoretical conversion loss can never be less than 3 dB  with this 
configuration. (The image frequency is defined as  that frequency which is displaced from the 
local oscillator frequency fLO by the I F  frequency, and which appears on the opposite side of 
the local oscilfator frequency as the signal frequencyh,. I t  is equal to  2f~0 - JRF .) 

Short-circuiting or open-circuiting the image-frequency termination results in a "  narrow- 
hand " mixer. The conversion loss is less in the narrowband than in the broadband mixer. In 
principle, i t  can be about 2 dB lower.6 The design of a broadband mixer has been simpler to  
achieve arid less critical than a narrowband mixer. 

'i 't~e rloise-terrtperature ratio of a crystal mixer (not to  be confused with effective noise 
tenlperature) is defined as 

actual available I F  noise power 
t, = - - - - - - -- - 

available noise power from an equivalent resistance 
(9.12a) 

where I;, = crystal mixer noise figure and LC = 1/G, = conversion loss. The noise temperature 
ratio of a crystal mixer varies approximately inversely with frequency from about 100 kHz (the 
exact value depends upon the diode25) down to  a small fraction of a hertz. This is calledflicker 

(9.11 )
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J11 mak ing a measurement of the receivernoise-figure, the noise source or signal generator
is usually inserted by a directional coupler ahead of the duplexer and other RF components so
that the overall noise-figure of the system is measured rather than that of the receiver alone.

9.3 1\lIXERS

Many radar superheterodyne receivers do not employ a low-noise RF amplifier. Instead, the
first stage is simply the mixer. Although the noise figure ofa mixer front-end may not be as low
as other devices that can be used as receiver front-ends, it is acceptable for many radar
applications when other factors besides low noise are important. The function of the mixer is
to convert RF energy to I F energy with minimum loss and without spurious responses. Silicon
point-contact and Schottky-barrier diodes ,s .24 based on the nonlinear resistance character­
istic of metal-to-semiconductor contacts have been used as the mixing element.4

•
s Schottky­

harrier diodes are made of either silicon or GaAs, with GaAs preferred for the higher
microwave frequencies. The Schottky-barrier diodes have had lower noise figures and lower
flicker noise than conventional point-contact diodes, but the silicon point-contact diode has
had better burnout properties. An integral part of the mixer is the local oscillator. The IF
amplifier is also of importance in mixer design because of its influence on the overall
noise-figure.

('onvcrsion loss and noise-temperature ratio. The conversion loss of a mixer is defined as

available RF power
L = ---------c-----

C available IF power

It is a measure of the efficiency of the mixer in converting RF signal power into IF. The
conversion loss of typical microwave crystals in a conventional single-ended mixer
configuration varies from about 5 to 6.5 dB. A crystal mix~r is called" broadband" when the
signal and image frequencies are both terminated in matched loads. A signal impressed in
the RF signal channel of a broadband mixer is converted in equal portions to the IF signal and
the RF image. Therefore the theoretical conversion loss can never be less than 3 dB with this
configuration. (The image frequency is defined as that frequency which is displaced from the
local oscillator frequency fLO by the IF frequency, and which appears on the opposite side of
the local oscilfator frequency as the signal frequency filF' It is equal to 2fLO - fRF')

Short-circuiting or open-circuiting the image-frequency termination results in a" narrow­
band" mixer. The conversion loss is less in the narrowband than in the broadband mixer. In
principle, it can be about 2 dB lower. 6 The design of a broadband mixer has been simpler to
achieve and less critical than a narrowband mixer.

The /loise-temperature ratio of a crystal mixer (not to be confused with effective noise
temperature) is defined as

or

actual available IF noise power
t = .. - . . '-- -" ....-.----------.-

r available noise power from an equivalent resistance

t = Fc~!jJ.BnS = F G = Fe
r kTo B

n
C C L

c

(9.12a)

(9.12b)

where Fc = crystal mixer noise figure and Lc = 1/Ge = conversion loss. The noise temperature
ratio of a crystal mixer varies approximately inversely with frequency from about 100 kHz (the
exact value depends upon the diode2S

) down to a small fraction of a hertz. This is calledfiicker



noise, or l $  noise. Above approximately 500 kHz, the noise-temperature ratio approaches a 
constant value. At a frequency of 30 MHz, a typical radar IF, i t  might range from 1.3 to 2.0. 

From Eq. (9.12b) the noise figure of the mixer is Fc = r ,  L C .  This, however, is not a 
complete measure of the sensitivity of a receiver with a mixer front-end. The overall noise- 
figure depends not only on the mixer stage, but also on the noise figure of the I F  stage and the 
mixer conversion loss. It may be determined from the expression for the noise figure of  two 
networks in cascade [Eq. (9.4)]. The first network is the mixer with noise figure t ,  LC and 
gain = IJL,. The second network is the I F  amplifier with a noise figure F1,. The receiver 
noise-figure with a mixer front-end is then 

(This does not include losses in the R F  transmission line connecting the rweiver to the 
antenna.)If, for example, the conversion loss of the mixer were 6.0 dB, the I F  noise figure 1.5 dB, 
and the noise-temperature ratio 1.4, the receiver noise figure would be 8.6 dB. For low-noise- 
temperature-ratio diodes, the receiver noise figure is approximately equal to the conversion 

< .*,f 
loss times the IF noise figure. 

Balanced mixers. Noise that accompanies the local-oscillator (LO) signal can appear at the IF 
frequency because of the nonlinear action of the mixer. The LO noise must be removed i f  
receiver sensitivity is to  be maximized. One  method for eliminating LO noise that interferes 
with the desired signal is to  insert a narrow-bandpass R F  filter between the local oscillator and 
the mixer. The center frequency of the filter is that of the local oscillator, and its bandwidth 
must be narrow so that LO noise at the signal and the image frequencies d o  not appear at the 
mixer. Since the receiver is tuned by changing the LO frequency, the narrowband filter milst be 
tunable also. 

A method of eliminating local-oscillator noise without the disadvantage of a narrow- 
bandwidth filter is the balanced mixer (Fig. 9.2) .  A balanced mixer uses a hybrid junction, a 
magic T, or an equivalent. These are four-port junctions. Figure 9.2 illustrates a magic T in 
which the LO and R F  signals are applied to two ports. Diode mixers are in each of the 
remaining two arms of the magic T. At one of the diodes the sum of the R F  and LO signals 
appears, and at the other diode the difference of the two is obtained. (In a magic T the LO 
would be applied to  the H-plane arm, and the R F  signal would be applied to the E-plane arm. 
The diode mixers would be mounted at equal distances in each of the collinear arms.) The 
two diode mixers should have identical characteristics and be well matched. The IF signal is 

Figure 9.2 Principle of the balanced mixer based on the magic T. 
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noise, or 111 noise. Above approximately 500 kHz, the noise-temperature ratio approaches a
constant value. At a frequency 0£30 MHz, a typical radar IF, it might range from 1.3 to 2.0.

From Eq. (9.12b) the noise figure of the mixer is Fe = (r Le. This, however, is not a
complete measure of the sensitivity of a receiver with a mixer front-end. The overall noise­
figure depends not only on the mixer stage, but also on the noise figure of the IF stage and the
mixer conversion loss. It may be determined from the expression for the noise figure of two
networks in cascade [Eq. (904)]. The first network is the mixer with noise figure (r Le and
gain = I/Le • The second network is the IF amplifier with a noise figure FIF . The receiver
noise-figure with a mixer front-end is then

F2 - I
F0 = F1 + G1 = Le(tr + FIF - I) (9.13)

(This does not include losses in the RF transmission line connecting the r~eiver to the
antenna.) If, for example, the conversion loss of the mixer were 6.0 dB, the IF noise figure 1.5 dB,
and the noise-temperature ratio lA, the receiver noise figure would be 8.6 dB. For low-noise­
temperature-ratio diodes, the receiver noise figure is approximately equal to the conversion
loss times the IF noise figure.

Balanced mixers. Noise that accompanies the local-oscillator (LO) signal can appear at the IF
frequency because of the nonlinear action of the mixer. The LO noise must be removed if
receiver sensitivity is to be maximized. One method for eliminating LO noise that interferes
with the desired signal is to insert a narrow-bandpass RF filter between the local oscillator and
the mixer. The center frequency of the filter is that of the local oscillator, and its bandwidth
must be narrow so that LO noise at the signal and the image frequencies do not appear at the
mixer. Since the receiver is tuned by changing the LO frequency, the narrowband filter must be
tunable also.

A method of eliminating local-oscillator noise without the disadvantage of a narrow­
bandwidth filter is the balanced mixer (Fig. 9.2). A balanced mixer uses a hybrid junction, a
magic T, or an equivalent. These are four-port junctions. Figure 9.2 illustrates a magic T in
which the LO and RF signals are applied to two ports. Diode mixers are in each of the
remaining two arms of the magic T. At one of the diodes the sum of the RF and LO signals
appears, and at the other diode the difference of the two is obtained. (In a magic T the LO
would be applied to the H-plane arm, and the RF signal would be applied to the E-plane arm.
The diode mixers would be mounted at equal distances in ·each of the collinear arms.) The
two diode mixers should have identical characteristics and be well matched. The IF signal is

..::1

LO RF

t ~

E

RF

IF output Figure 9.2 Principle of the balanced mixer based on the magic T.
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recovered by subtracting the outputs of the two diode mixers. In Fig. 9.2 the balanced diodes 
are shown reversed so that the I F  outputs can be added. Local-oscillator noise at  the two 
diode mixers will be in phase and will be canceled at the output. It is only the AM noise of the 
local oscillator which is canceled. The FM noise inserted by the local oscillator is unaffected by 
the balanced mixer.9 

In a single-ended mixer, the mixing action generates all harmonics of the R F  and LO 
frcqr~encies, and conlbinations t h e r e ~ f . ~  The output is designed to filter out the frequency of 
irltercst, usually the difTerence frequerlcy. A balarlced mixer suppresses the even harttio~lics of 
tlte L O  signal. A tlorthlc-hnlar~cet rr~ixer is basically two single-ended mixers connected in 
par;illel and 180" out of phase. I t  suppresses ever) tiarrnonics of both the R F  and the LO 
 signal^.^.^^ 

Reactive image termination. I f  the image frequency of a mixer is presented with the proper 
reactive termination (such as an open or  a short circuit), the conversion loss and the noise 
figure can be 1 to 2 dB less than with a "broadband" mixer in which the image frequency is 
terminated in a matched The reactive termination causes energy converted to the 
image frequency to be reflected back into the mixer and reconverted to IF.'6-24 

Both the sun1 and the image frequencies can be reflected back to the diode mixer to 
achieve a lower conversion loss, but a number of adjustments are required for good results.24 
One method for terminating the image in a reactive load is t o  employ a narrow bandpass filter, 
or preselector, at the R F  signal frequency. A limitation of this approach is that it is not suitable 
for very wide bandwidths. The filter has to  be retuned if the mixer must operate at  another 
frequency. Also, the high Q of the filter introduces a loss which will increase the system 
noise-figure. 

A method for achieving a reactive termination without narrow-bandwidth components is 
the irrrage-recovery mixer shown in Fig. 9.3. This has also been called an image-enhanced 
ntixer," or product return mixer.56 (It is similar to the image-reject r n i ~ e r ~ . ' * " * ~ ~  whose 
purpose is to reject the image response.) The RF hybrid junction on the left of the circuit 
produces a 90" phase difference between the LO inputs to  the two mixers. The I F  hybrid 
junction on the right imparts another 90" phase differential in such a manner that the images 
cancel, but the I F  signals from the two mixers add in phase. The two mixers in Fig. 9.3 may be 
single-ended, balanced, or  double-balanced mixers. ' This mixer is capable of wide bandwidth, 
and is restricted only by the frequency sensitivity of the structure of the microwave circuit. The 
noise figure of an image-recovery circuit (Fig. 9.4) is competitive with other receiver front- 
ends. The irkage-recovery mixer is attractive as a receiver front-end because of its high dy- 
namic range, low intermodulation prcxlucts, less susceptibility to  burnout, and less cost as 
compared to other front-ends.13 
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recovered by subtracting the outputs of the two diode mixers. In Fig. 9.2 the balanced diodes
are shown reversed so that the IF outputs can be added. Local-oscillator noise at the two
diode mixers will be in phase and will be canceled at the outpuLIl is only the AM noise of the
local oscillator which is canceled. The FM noise inserted by the local oscillator is unaffected by
the balanced mixer. 9

In a single-ended mixer, the mixing action generates all harmonics of the RF and LO
frequencies, and com binations thereof. 7 The output is designed to filter out the frequency of
interest, usually the difference frequency. A balanced mixer suppresses the even harmonics of
the LO signal. A dOllhle-halallced mixer is basically two single-ended mixers connected in
parallel and 1ROO out of phase. It suppresses even harmonics of both the RF and the LO
signals. s.B

Reactive image termination. If the image frequency of a mixer is presented with the proper
reactive termination (such as an open or a short circuit), the conversion loss and the noise
figure can be J to 2 dB less than with a "broadband" mixer in which the image frequency is
terminated in a matched load. 6

•
IO The reactive termination causes energy converted to the

image frequency to be renected back into the mixer and reconverted to IF. 16•
24

Both the sum and the image frequencies can be reflected back to the diode mixer to
achieve a lower conversion loss, but a number of adjustments are required for good results.24

One method for terminating the image in a reactive load is to employ a narrow bandpass filter,
or preselect or, at the RF signal frequency. A limitation of this approach is that it is not suitable
for very wide bandwidths. The filter has to be retuned if the mixer must operate at another
frequency. Also, the high Q of the filter introduces a loss which will increase the system
noise- figure.

/\. method for achieving a reactive termination without narrow-bandwidth components is
the image-recovery mixer shown in Fig. 9.3. This has also been called an image-enhanced
mixer,I7 or product return mixer. 56 (It is similar to the image-reject mixer6 ,7,ll,55 whose
purpose is to reject the image response.) The RF hybriq junction on the left of the circuit
produces a 900 phase dilTerence between the La inputs to the two mixers. The IF hybrid
junction on the right imparts another 900 phase differential in such a manner that the images
cancel, but the IF signals from the two mixers add in phase. The two mixers in Fig. 9.3 may be
single-ended, balanced, or double-balanced mixers. 12 This mixer is capable of wide bandwidth,
and is restricted only by the frequency sensitivity of the structure of the microwave circuit. The
noise figure of an image-recovery circuit (Fig. 9.4) is competitive with other receiver front­
ends. The irhage-recovery mixer is attractive as a receiver front-end because of its high dy­
namic range, low intermodulation products, less susceptibility to burnout, and less cost as
compared to other front-ends. 13
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Figure 9.3 Image-recovery mixer.
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Diode burnout. A crystal diode which is subjected to excessive RF power may suffer brrrnour. 
This is a rather loosely defined term which is applied to any irreversible deterioration in the 
detection or conversion properties of a crystal diode as the result of electrical overload. If 
excessive RF energy is applied to the diode the heat generated cannot be dissipated properly 
and the diode can be damaged. Excessive energy causes the diode to open-circuit or the 
semiconductor to puncture, resulting in failure of the device. As defined above, however, 
burnout of a diode can occur before the onset of physical destruction. An increase in the 
receiver noise due to the effects of excessive RF energy can be just as harmful as complete 
destruction; perhaps more so, for gradual deterioration of performance might not be noticed 
as readily as would catastrophic failure. It is for this reason that some means of automatic 
monitoring of receiver noise-figure is necessary if the radar is to be maintained in prime 
operating conditions. 

A degradation in the noise figure of a predetermined amount usually is cogsidered as the 
criterion for diode failure when defining burnout. Sometimes an increase in noise figure of 
3 dB has been used as the criterion.lg In other cases, a I-dB increase has been used.'' 
However, with Schottky and point-contact diodes, there is an increase in I l f  noise and a 
decrease in the breakdown voltage at lower power levels than would be indicated by the above 
criteria.14 

One of the causes of diode burnout in radar receivers has been the increased RF leakage 
through a conventional duplexer due to aging of the TR tube. When the transmitter fires, the 
TR tube breaks down. A finite time, usually on the order of several nanoseconds, must elapse 
before breakdown is complete. During this time, RF energy leaks into the receiver. This is 
called the spike-leakage energy. From 1 to 10 ergs of spike-leakage energy might be required to 
burn out microwave crystal diodes. The amount of energy contained within the remainder of 
the pulse after the initial spike is usually small and is not as serious as spike leakage. 

When a solid-state duplexer is used or when a solid-state limiter follows the TR switch, 
there need be no initial spike and burnout is not determined by the pulse energy. Burnout due 
to pulses without an initial spike, but greater than about 1 ps in duration, is determined 
primarily by the peak power.16 (The burnout conditions for pulses 1 ps or greater is essentially 
the same as for CW.) Crystal diodes can withstand several watts or more of peak power under 
pulse conditions. For pulses shorter than 1 ps, the peak-power capability increases, but not at 
a sufficient rate for constant energy. l s  

In addition to leakage through the duplexer, diode burnout can result from the accidental 
reception of power from nearby radars or from the discharge of static electricity through the 
diode. 

Noise figure due to R F  Iwes. Any losses in the RF portion ahead of the receiver front-end 
result in a lowering of the overall noise-figure. These losses, denoted LRY, might be due to the 
receiver transmission line, duplexer, rotary joint, preselector filter, monitoring devices, or loss 
in the randome. The noise figure due to these RF losses may be derived from the definition of 
Eq. (9. l), which is 

The noise No,, from the lossy RF components is kTo B,, and G = 1/&, . Therefore on substi- 
tution into Eq. (9. l), the noise figure FL due to the RF losses is simply 

FL = LR F (9.14) 
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Diode burnout. A crystal diode which is subjected to excessive RF power may suffer bUrtlOlj[.

This is a rather loosely defined term which is applied to any irreversible deterioration in the
detection or conversion properties of a crystal diode as the result of electrical overload. If
excessive RF energy is applied to the diode the heat generated cannot be dissipated properly
and the diode can be damaged. Excessive energy causes the diode to open-circuit or the
semiconductor to puncture, resulting in failure of the device. As defined above, however,
burnout of a diode can occur before the onset of physical destruction. An increase in the
receiver noise due to the effects of excessive RF energy can be just as harmful as complete
destruction; perhaps more so, for gradual deterioration of performance might not be noticed
as readily as would catastrophic failure. It is for this reason that some means of automatic
monitoring of receiver noise-figure is necessary if the radar is to be maintained in prime
operating conditions.

A degradation in the noise figure of a predetermined amount usually is c09sidered as the
criterion for diode failure when defining burnout Sometimes an increase in noise figure of
3 dB has been used as the criterion: 9 In other cases, a I-d B increase has been used. 1 5

However, with Schottky and point-contact diodes, there is an increase in Ilf noise and a
decrease in the breakdown voltage at lower power levels than would be indicated by the above
criteria. 14

One of the causes of diode burnout in radar receivers has been the increased RF leakage
through a conventional duplexer due to aging of the TR tube. When the transmilter fires, lhe
TR tube breaks down. A finite time, usually on the order of several nanoseconds, must elapse
before breakdown is complete. During this time, RF energy leaks into the receiver. This is
called the spike-leakage energy. From 1 to 10 ergs of spike-leakage energy might be required to
burn out microwave crystal diodes. The amount of energy contained within the remainder of
the pulse after the initial spike is usually small and is not as serious as spike leakage.

When a solid-state duplexer is used or when a solid-state limiter follows the TR switch,
there need be no initial spike and burnout is not determined by the pulse energy. Burnout due
to pulses without an initial spike, but greater than about I ~s in duration, is determined
primarily by the peak power. 16 (The burnout conditions for pulses 1 ~s or greater is essentially
the same as for CW.) Crystal diodes can withstand several watts or more of peak power under
pulse conditions. For pulses shorter than 1 ~s, the peak-power capability increases, but not at
a sufficient rate for constant energy. IS

In addition to leakage through the duplexer, diode burnout can result from the accidental
reception of power from nearby radars or from the discharge of static electricity through the
diode.

Noise figure due to RF losses. Any losses in the RF portion ahead of the receiver front-end
result in a lowering of the overall noise-figure. These losses, denoted Lu , might be due to the
receiver transmission line, duplexer, rotary joint, preselector filter, monitoring devices, or loss
in the randome. The noise figure due to these RF losses may be derived from the definition of
Eq. (9.1), which is

N OUI

Fn = kT, B Go n

(9.1 )

The noise Nou, from the lossy RF components is kToBn , and G = 1/4F' Therefore on substi­
tution into Eq. (9.1), the noise figure FL due to the RF losses is simply

(9.14)
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The noise figure of a receiver with noise figure F , ,  preceded by RF losses equal to L,, is 

F2 - 1 F - F1 + o - = LRF + (Fr - 1)LRF = FrLRF (9.15) 
G I  

where F ,  = kF, G I  = I /LRFr and F2 = F,. 

9.4 LOW-NOISE FRONT-ENDS 

Early microwave superheterodyne receivers did not use an R F  amplifier as  the first stage, or 
front-end, since the RF amplifiers at that time had a greater noise figure than when the mixer 
alone was employed as the receiver input stage. There are now a number of R F  amplifiers that 
can provide a suitable noise figure. Figure 9.4 plots noise figure as a function of frequency for 
the several receiver front-ends used in radar applications. The parametric amplifierl0.I8 has 
the lowest noise figure of those devices described here, especially at the higher microwave 
frequencies. Ifowever, i t  is generally more complex and expensive compared to the other 
fro11 t-ends. 

'The transistor a~rlplifier can be applied over most of the entire range of frequencies of inter- 
est to radar.10- '9.20 The silicon bipolar-transistor has been used at the lower radar frequencies 
(bclow I, batld) atld tile galiu~tl arserlide field-eKect transistor (GaAs FET) is preferred at the 
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The noise figure of a receiver with noise figure Fr , preceded by RF losses equal to L RF is

F 2 - 1
F0 = F I + ------ = LRF + (Fr - l)LRF = FrL RFG 1

where F 1 = 4F, G 1 = I/LRF , and F 2 = Fr·

9.4 LOW-NOISE FRONT-ENDS

(9.15)

Early microwave superheterodyne receivers did not use an RF amplifier as the first stage, or
front-end. since the RF amplifiers at that time had a greater noise figure than when the mixer
alone was employed as the receiver input stage. There are now a number of RF amplifiers that
can provide a suitable noise figure. Figure 9.4 plots noise figure as a function of frequency for
the several receiver front-ends used in radar applications. The parametric amplifier1o,lB has
the lowest noise figure of those devices described here, especially at the higher microwave
frequencies. However, it is generally more complex and expensive compared to the other
front-ends.

The transistor amplifier can be applied over most of the entire range of frequencies of inter­
est to radar.,o.'9.2o The silicon bipolar-transistor has been used at the lower radar frequencies
(helow L hand) and the galium arsenide field-elTect transistor (GaAs FET) is preferred at the
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higher frequencies. The transistor is generally used in a multistage config~~ration with a 
typical gain per stage decreasing from 12 dB at VHF to 6 dB at K, band." In the GaAs FET, 
the thermal noise contribution is greater than the shot noise. Cooling the device will therefore 
improve the noise figure." 

The tunnel-diode amplifier has been considered in the past as a low-notse front-end, with 
noise figures from 4 to 7 dB over the range 2 to 25 GHz." I t  has been supplanted by the 
improvements made in the transistor amplifier. The traveling-wave-tube amplifier has also 
been considered as a low-noise front-end, but i t  has been overtaken by other devices. Cryo- 
genic parametric amplifiers and masers produce the lowest noise figures, but the added 
complexity of operating at low temperatures has tempered their use in radar. 

The noise figure of the ordinary "broadband" mixer whose image frequency is ter- 
minated in a matched load is not shown in Fig. 9.4. It would lie about 2 dB higher than the 
noise figure shown for the image-recovery mixer. 4 

There are other factors beside the noise figure which can influence the selection of a 
receiver front-end. Cost, burnout, and dynamic range must also be considered. The selection of 
a particular type of receiver front-end might also be influenced by its instantaneous band- 
width, tuning range, phase and amplitude stability, and any special requirements for cool~ng.  
The image-recovery mixer represents a practical compromise which tends to balance its 
slightly greater noise figure by its lower cost, greater ruggedness, and greater dynamtc range." 

Utility of low-noise front-ends. The lower the noise figure of the radar receiver, the less need be 
the transmitter power and/or the antenna aperture. Reductions in the size of the transmitter 
and the antenna are always desirable if there are no  concomitant reductions in performance. A 
few decibels improvement in receiver noise-figure can be obtained a t  a relatively low cost as 
compared to  the cost and complexity of adding the same few decibels to a high-power 
transmitter. 

There are, however, limitations to the use of a low-noise front-end in some radar 
applications.' As mentioned above, the cost, burnout, and dynamic range of low-noise devices 
might not be acceptable in some applications. Even if the low-noise device itself is of large 
dynamic range, there can be a reduction of the dynamic range of the receiver as  compared to a 
receiver with a mixer as  its front-end. Dynamic range is usually defined as the ratio of the 
maximum signal that can be handled to the smallest signal capable of being detected. The 
smallest signal is the minimum detectable signal as determined by receiver noise, and 
the maximum signal is that which causes a specified degree of intermodulation or a specified 
deviation from linearity (usually 1 dB) of the output-vs.-input curve. 

When an  R F  amplifier is inserted ahead of the mixer stage, and if no  change is made in the 
remainder of the receiver, the minimum signal will be reduced because of the lower noise 
figure of the R F  amplifier, but the maximum signal that can be handled by the receiver will 
also be reduced by an amount equal to  the gain of the amplifier. Since the gain of the R F  
amplifier is usually high compared to  the reduction in receiver noise-figure, the net result is a 
reduction in receiver dynamic range. However, this can be corrected and the original dynamic 
range recovered by reducing the gain of the I F  amplifier to maintain a constant output (or 
constant noise level going into the d i ~ p l a y ) . ' ~  On  the other hand, if the mixer rather than the 
I F  amplifier is what limits the total dynamic range of the receiver, the introduction of the 
low-noise front-end will cause a sacrifice in the mixer dynamic range and, consequently, 
the dynamic range of the entire r e c e i ~ e r . ~  

A low-noise receiver may also not be warranted if the R F  losses preceding the receiver are 
high. From Eq. (9.15) the overall noise figure of a radar receiver with a noise figure F, preceded 
by R F  circuitry with a loss hF, is equal t o  F , h F .  In a radar the overall loss hF due t o  the 
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higher frequencies. The transistor is generally used in a multistage configuration with a
typical gain per stage decreasing frOml2dB at VHF to 6 dB at K II band. 10 In the GaAs FET,
the thermal noise contribution is greater than the shot noise. Cooling the device will therefore
improve the noise figure. 2

I

The tunnel-diode amplifier has been considered in the past as a low-noise front-end, with
noise figures from 4 to 7 dB over the range 2 to 25 GHz. IO It has been supplanted by the
improvements made in the transistor amplifier. The traveling-wave-tube amplifier has also
been considered as a low-noise front-end, but it has been overtaken by other devices. Cryo­
genic parametric amplifiers and masers produce the lowest noise figures, but the added
complexity of operating at low temperatures has tempered their use in radar.

The noise figure of the ordinary" broadband" mixer whose image frequency is ter­
minated in a matched load is not shown in Fig. 9.4. It would lie about 2 dB higher than the
noise figure shown for the image-recovery mixer. ,J

There are other factors beside the noise figure which can influence the selection of a
receiver front-end. Cost, burnout, and dynamic range must also be considered. The selection of
a particular type of receiver front-end might also be influenced by its instantaneous band­
width, tuning range, phase and amplitude stability, and any special requirements for cooling.
The image-recovery mixer represents· a practical compromise which tends to balance its
slightly greater noise figure by its lower cost, greater ruggedness, and greater dynamic range.l.l

Utility of low-noise front-ends. The lower the noise figure of the radar receiver, the less need be
the transmitter power and/or the antenna aperture. Reductions in the size of the transmiuer
and the antenna are always desirable if there are no concomitant reductions in performance. A
few decibels improvement in receiver noise-figure can be obtained at a relatively low cost as
compared to the cost and complexity of adding the same few decibels to a high-power
transmitter.

There are, however, limitations to the use of a low-noise front-end in some radar
applications. 7 A~ mentioned above, the cost, burnout, and dynamic range of low-noise devices
might not be acceptable in some applications. Even if the low-noise device itself is of large
dynamic range, there can be a reduction of the dynamic range of the receiver as compared to a
receiver with a mixer as its front-end. Dynamic range is usually defined as the ratio of the
maximum signal that can be handled to the smallest signal capable of being detected. The
smallest signal is the minimum detectable signal as determined by receiver noise, and
the maximum signal is that which causes a specified degree of intermodulation or a specified
deviation from linearity (usually I dB) of the output-vs.-input curve.

When an RF amplifier is inserted ahead of the mixer stage, and if no change is made in the
remainder of the receiver, the minimum signal will be reduced because of the lower noise
figure of the RF amplifier, but the maximum signal that can be handled by the receiver will
also be reduced by an amount equal to the gain of the amplifier. Since the gain of the RF
amplifier is usually high compared to the reduction in receiver noise-figure, the net result is a
reduction in receiver dynamic range. However, this can be corrected and the original dynamic
range recovered by reducing the gain of the IF amplifier to maintain a constant output (or
constant noise level going into the display).54 On the other hand, if the mixer rather than the
IF amplifier is what limits the total dynamic range of the receiver, the introduction of the
low-noise front-end will cause a sacrifice in the mixer dynamic range and, consequently,
the dynamic range of the entire receiver.7

A low-noise receiver may also not be warranted if the RF losses preceding the receiver are
high. From Eq. (9.15) the overall noise figure of a radar receiver with a noise figure F, preceded
by RF circuitry with a loss .l...ttF' is equal to Fr.l...ttF' In a radar the overall loss .l...ttF due to the
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transn~ission line, rotary joint, duplexer, receiver protector, and preselector filter might not be 
insignificant. I n  some nonradar applications, as for example radio astronomy, most of these 
lossy components are not necessary as they are 'in radar, so that a low noise figure front-end 
can be used effectively. However, an extremely low receiver noise-figure is not usually warranted 
in radar because of the unavoidable RF losses found in most radars. Even if  the noise figure of 
the receiver were essentially 0 dB, the overall receiver noise-figure would still be equal to the 
losses in the RF portiori of the systeni. 

I n  a military radar, a low-noise receiver car1 make the radar more susceptible to the effects 
o f  deliberate electrorlic countermeasures (ECM). When practical, i t  may be preferred to delib- 
erately employ a conventional receiver with modest sensitivity and to make up for the 
reduced sensitivity by larger transmitter power. This is not the most economical way to build a 
radar, but i t  does make the task of the hostile ECM designer more difficult. 

A variety of low-noise radar receivers are available to the radar system designer. The 
well-recognized benefits of low-noise receivers, combined with their relative affordability, 
make them an attractive feature in modern radar design. However, low-noise receivers are 
~ornetinies accompanied by otlier less desirable properties that tend to result in a compromise 
irl receiver perforr~iance. 'fhus a low-noise receiver might not always be the obvious selection. 
if  properties otlier than sensitivity are in~portant. 

9.5 DISPLAYS 

The purpose of the display is to visually present in a form suitable for operator interpretatiorl 
and action the information contained in the radar echo signal. When the display is connected 
directly to the video output of the receiver, the information displayed is called raw video. This 
is the " traditional " type of radar presentation. When the receiver video output is first 
processed by an aut'omatic detector or automatic detection and tracking processor (ADT), the 
output displayed is sometimes called sytlthetic video. 

The cathode-ray tube (CRT) has been almost universally used as the radar display. There 
are two basic cathode-ray tube displays. One is the dejection-modulated CRT, such as the 
A-scope, in which a target is indicated by the deflection of the electron beam. The other is the 
irltertsit~~-rrrod~~late~i CRT, such as the PPI, in which a target is indicated by intensifying 
the electron beam and presenting a luminous spot on the face of the CRT. In general, 
deflection-modulated displays have the advantage of simpler circuits than those of intensity- 
modulated displays, and targets may be more readily discerned in the presence of noise or 
interference. On the other hand, intensity-modulated displays have the'advantage of present- 
ing data in a convenient and easily interpreted form. The deflection of the beam or the 
appearance of an intensity-modulated spot on a radar display caused by the presence of a 
target is commonly referred to as a blip. . 

?'he focusing and deflection of the electron beam may be accomplished electrostatically, 
electrornagnetically, or by a combination of the two. Electrostatic deflection CRTs use an 
electric field applied to pairs of deflecting electrodes, or plates, to deflect the electron beam. 
Such tubes are usually longer than magnetic tubes, but the overall size, weight, and power 
dissipation are less. Electromagnetic deflection CRTs .require magnetic coils, or deflection 
yokes, positioned around the neck of the tube. They are relatively lossy and require more drive 
power than electrostatic devices. Deflection-modulated CRTs, such as the A-scope, generally 
employ electrostatic deflection. Intensity-modulated CRTs, such as the PPI, generally employ 
electromagnetic deflection. 

Magnetically focused tubes utilize either an electromagnet or a permanent magnet around 
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transmission line. rotary joint. duplexer. receiver protector. and preselector filter might not be
insignificant. In some nonradar applications, as for example radio astronomy, most of these
lossy components are not necessary as th'eyate 'in radar, so that a low noise figure front-end
can be used effectively. However, an extremely low receiver noise-figure is not usually warranted
in radar because of the unavoidable RF losses found in most radars. Even if the noise figure of
the receiver were essentially 0 dB. the overall receiver noise-figure would still be equal to the
losses in the RF portion of the system.

In a military radar, a low-noise receiver can make the radar more susceptible to the effects
of deliberate electronic countermeasures (ECM). When practical. it may be preferred to delib­
erately employ a conventional receiver with modest sensitivity and to make up for the
reduced sensitivity by larger transmitter power. This is not the most economical way to build a
radar. but it does make the task of the hostile ECM designer more difficult.

A variety of low-noise radar receivers are available to the radar system designer. The
well-recognized benefits of low-noise receivers, combined with their relative alTordability.
make them an attractive feature in modern radar design. However, low-noise receivers are
somctimes accompanied by other less desirable properties that tend to result in a compromise
in receivcr performance. Thus a low-noise receiver might not always be the obvious selection.
if properties other than sensitivity are important.

9.5 DISPLAYS

The purpose of the display is to visually present in a form suitable for operator interpretation
and action the information contained in the radar echo signal. When the display is connected
directly to the video output of the receiver. the information displayed is called raw video. This
is the "traditional." type of radar presentation. When the receiver video output is first
processed by an automatic detector or automatic detection and tracking processor (ADT), the
output displayed is sometimes called synthetic video.

The cathode-ray tube (CRT) has been almost universally used as the radar display. There
are two basic cathode-ray tube displays. One is the deflection-modulated CRT, such as the
A-scope. in which a target is indicated by the deflection of the electron beam. The other is the
illtensit,l'-modtllated CRT, such as the PPI, in which a target is indicated by intensifying
the electron beam and presenting a luminous spot on the face of the CRT. In general,
deflection-modulated displays have the advantage of simpler circuits than those of intensity­
modulated displays, and targets may be more readily discerned in the presence of noise or
interference. On the other hand, intensity-modulated displays have the 'advantage of present­
ing data in a convenient and easily interpreted form. The deflection of the beam or the
appearance of an intensity-modulated spot on a radar display caused by the presence of a
target is commonly referred to as a blip.

The focusing and deflection of the electron beam may be accomplished electrostatically,
electromagnetically, or by a combination of the two. Electrostatic deflection CRTs use an
electric field applied to pairs of deflecting electrodes, or plates, to deflect the electron beam.
Such tubes are usually longer than magnetic tubes, but the overall size, weight, and power
dissipation are less. Electromagnetic deflection CRTs .require magnetic coils, or deflection
yokes, positioned around the neck of the tube. They are relatively lossy and require more drive
power than electrostatic devices. Deflection-modulated CRTs, such as the A-scope, generally
employ electrostatic deflection. Intensity-modulated CRTs, such as the PPI, generally employ
electromagnetic deflection.

Magnetically focused tubes utilize either an electromagnet or a permanent magnet around
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the neck of the CRT to  provide an axial magnetic field. Magnetic focus generally can provide 
better resolution, but the spot tends to  defocus at the edge of the tube. 

The C R T  display is by no means ideal. I t  employs a relatively large vacuum tube and the 
entire display is often big and can be expensive. The cost is not simply the tube itself, which is 
usually modest, but the various circuits needed to display the desired information and provide 
the operator with flexibility. The amount of information that can be displayed is limited by the 
spot size, which in a high-performance display is less than 0.1 percent of the screen diameter." 
In some high-range-resolution radars, however, the number of resolvable range cells available 
from the radar might be greater than the number of resolution cells available on the PPI 
screen. The result is a collapsing loss (Sec. 2.12). Increasing the C R T  diameter does not 
necessarily help, since the spot diameter varies linearly with the screen diameter. Another 
limitation is the dynamic range, or contrast ratio, of an intensity modulated display which is of 
the order of 10 dB. This might cause blooming of the display by large targets so as  to mask the 
blips from nearby smaller targets. 4 

The decay of the visual information displayed on the CRT should be long enough to allow 
the operator not to miss target detections, yet short enough not to allow the information 
painted on one scan to  interfere with the new information entered from the succeeding scan. ' 

However, there is usually not sufficient flexibility available to the CRT designer to always 
obtain the desired phosphor decay characteristics. The brilliance of the initial " flash " from the 
CRT phosphor may be high, but the afterglow is dim so that it is often necessary to carefully 
control both the color and the intensity of the ambient lighting t o  achieve optimum seeing 
conditions. The conventional CRT usually requires a darkened room or the use of a viewing 
hood by the operator. In spite of the limitations of the conventional CRT display, i t  is almost 
universally used for radar applications. Many of its limitations can be overcome, but 
sometimes with a sacrifice in some other property. 

The ability of an operator to extract information efficiently from a CRT display will 
depend on such factors as  the brightness of the display, density and character of the back- 
ground noise, pulse repetition rate, scan rate of the antenna beam, signal clipping, decay time 
of the phosphor, length of time of blip exposure, blip size, viewing distance, ambient illumina- 
tion, dark adaptation, display size, and operator fatigue. Empirical data derived from exper- 
imental testing of many of these factors are a ~ a i l a b l e . ~ ' * ~ ~  

There has been much interest in applying solid-state technology as a radar display to 
replace the vacuum-tube CRT. Although the light-emitting diode has been too costly and , 

complex t o  be a general replacement for the CRT, it might be applied when required t o  display 
limited information without the display occupying excessive space, such as in the Distance 
from Touchdown Indicator (DFTI) used in aircraft control towers to monitor landing 
aircraft.?' Liquid crystal displays which can operate in high ambient lighting conditions have 
also been of interest for some special radar requirements, but they also are limited compared 
to the capability of a CRT. The plasma panel has also been considered as a bright radar 
display capable of incorporating alphanumeric labels.59 

Types of display presentations. The various types of CRT displays which might be used for 
surveillance and tracking radars are defined as follows: 

A-scope. A deflection-modulated display in which the vertical deflection is proportional to target echo 
strength and the horizontal coordinate is proportional to range. 

B-scope. An intensity-modulated rectangular display with azimuth angle indicated by the horizontal 
coordinate and range by the vertical coordinate. 

C-scope. An intensity-modulated rectangular display with azimuth angle indicated by the horizontal 
coordinate and elevation angle by the vertical coordinate. 

D-scope. A C-scope in which the blips extend vertically to give a rough estimate of distance. 
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the neck of the CRT to provide an axial magnetic field. Magnetic focus generally can provide
better resolution, but the spot tends to defocus at the edge of the tube.

The CRT display is by no means ideal. It employs a relatively large vacuum tube and the
entire display is often big and can be expensive. The cost is not simply the tube itself, which is
usually modest, but the various circuits needed to display the desired information and provide
the operator with flexibility. The amount of information that can be displayed is limited by the
spot size, which in a high-performance display is less than 0.1 percent of thescreen diameter. 17

In some high-range-resolution radars, however, the number of resolvable range cells available
from the radar might be greater than the number of resolution cells available on the PPI
screen. The result is a collapsing loss (Sec. 2.12). Increasing the CRT diameter does not
necessarily help, since the spot diameter varies linearly with the screen diameter. Another
limitation is the dynamic range, or contrast ratio, of an intensity modulated display which is of
the order of 10 dB. This might cause blooming of the display by large targets so as to mask the
blips from nearby smaller targets. ..}

The decay of the visual information displayed on the CRT should be long enough to allow
the operator not to miss target detections, yet short enough not to allow the information
painted on one scan to interfere with the new information entered from the succeeding scan.
However, there is usually not sufficient flexibility available to the CRT designer to always
obtain the desired phosphor decay characteristics. The brilliance of the initial" flash" from the
CRT phosphor may be high, but the afterglow is dim so that it is often necessary to carefully
control both the color and the intensity of the ambient lighting to achieve optimum seeing
conditions. The conventional CRT usually requires a darkened room or the use of a viewing
hood by the operator. In spite of the limitations of the conventional CRT display, it is almost
universally used for radar applications. Many of its limitations can be overcome, but
sometimes with a sacrifice in some other property.

The ability of an operator to extract information efficiently from a CRT display will
depend on such factors as the brightness of the display, density and character of the back­
ground noise, pulse repetition rate, scan rate of the antenna beam, signal clipping, decay time
of the phosphor, length of time of blip exposure, blip size, viewing distance, ambient illumina­
tion, dark adaptation, display size, and operator fatigue. Empirical data derived from exper­
imental testing of many of these factors are available. 28 •29

There has been much interest in applying solid-state technology as a radar display to
replace the vacuum-tube CRT. Although the light-emitting diode has been too costly and
complex to be a general replacement for the CRT, it might be applied when required to 1isplay
limited information without the display occupying excessive space, such as in the Distance
from Touchdown Indicator (DFTI) used in aircraft control towers to monitor landing
aircraft. 2 7 Liquid crystal displays which can operate in high ambient lighting conditions have
also been of interest for some special radar requirements, but they also are limited compared
to the capability of a CRT. The plasma panel has also been considered as a bright radar
display capable of incorporating alphanumeric labels.S9

Types of display presentations. The various types of CRT displays which might be used for
surveillance and tracking radars are defined as follows:

A-scope. A deflection-modulated display in which the vertical deflection is proportional to target echo
strength and the horizontal coordinate is proportional to range.

B-scope. An intensity-modulated rectangular display with azimuth angle indicated by the horizontal
coordinate and range by the vertical coordinate.

C-scope. An intensity-modulated rectangular display with azimuth angle indicated by the horizontal
coordinate and elevation angle by the vertical coordinate.

D-scope. A C-scope in which the blips extend vertically to give a rough estimate or distance.
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E-scope. An intensity-modulated rectangular display with distance indicated by the horizontal coordinate 
and elevation angle by the vertical coordinate. Similar to the R H i  in which target height or altitude is 
the vertical coordinate. 

f'-Scope A rectangular display in which a target appears as a ceiltralizcd blip when the radar anterlna is 
alnled at i t .  iiorizontal and vertical aiming errors are respectively indicated by the horizontal and 
vertical displacement of the blip. 

G-Scope. A rectangular display in which a target appears as a laterally centralized blip when the radar 
nntenna is ainled a1 i t  in a7iniuth, and wings appear to grow on the pip as the distance to the target is 
dit~lirlished; tlorizori~al and vertical rtillli~lg errors are respectively indicated by llorizotllal and verti- 
cal displacement of the blip. 

If-scope.  A B-scope r~lodified to include indication of angle of elevation. The target appears as two closely 
spaced blips which approximate a short bright line, the slope of which is in proportion to the sine of 
the angle of target elevation. 

I-scope. A display in which a target appears as a complete circle when the radar antenna is pointed at i t  
and in which the radius of the circle is proportional to target distance; incorrect aiming of the 
antenna changes the circle to a segment whose arc length is inversely proportional to the magnitude 
of the pointing error, and the position of the segment indicates the reciprocal of the pointing 
direction of the antenna. 

J-scope. A modified A-scope in which the time base is a circle and targets appear as radial deflections from 
the time base. 

K-scope. A modified A-scope in which a target appears as a pair of vertical deflections. When the radar 
antenna is correctly pointed at the target, the two deflections are of equal height, and when not so 
pointed, the dikrence in deflection amplitude is an indication of the direction and magnitude of the 
pointing error. 

L-scope. A display in which a target appears as two horizontal blips, one extending to the right from a 
central vertical time base and the other to the left; both blips are of equal amplitude when the radar is 
pointed directly at the target, any inequality representing relative pointing error, and distance 
upward along the baseline representing target distance. 

hf-scope.  A type of A-scope in which the target distance is determined by moving an adjustable pedestal 
signal along the baseline until it coincides with the horizontal position of the target signal 
deflections; the control which moves the pedestal is calibrated in distance. 

N-scope. A K-scope having an adjustable pedestal signal, as in the M-scope, for the measurement of 
distance. 

0-scope .  An A-scope modified by the inclusion of an adjustable notch for measuring distance. 
PPI ,  or Plan Position Indicator (also called P-scope). An intensity-modulated circular display on which 

echo signals produced from reflecting objects are shown in plan position with range and azimuth 
angle displayed in polar (rho-theta) coordinates, forming a map-like display. An offset, or offcenter, 
PPI has the zero position of the time base at a position other than at the center of the display to 
provide the equivalent of a larger display for a selected portion of the service area. A delayed P P l  is 
one in which the initiation of the time base is delayed. 

R-scope. An A-scope with a segment of the time base expanded near the blip for greater accuracy in 
distanq measurement. 

R N I ,  or Range-Height Indicator. An intensity modulated display with height (altitude) as the vertical axis 
and range as the horizontal axis. 

The above definitions are taken from the IEEE Standard  definition^,^^ with some 
modifications. The terms A-scope and A-display, B-scope and B-display, etc., are used inter- 
changeably. These letter descriptions of radar displays date back to World War 11. They are 
not all in current usage; however, the PPI,  A-scope, B-scope, and R H I  are among the more 
usual displays employed in radar. There are also other types of modern radar displays not 
included in the above listing which have not been given special letter designations. These 
include the various synthetic and raw video displays with alphanumeric characters and sym- 
bols for conveying additional information directly on the display. 

CRT scream. A number of different cathode-ray-tube screens are used in radar applications. 
They differ primarily in their decay times and persistence. The properties of some of the 
nhosphors which have been used in radar CRTs are listed in Table 9.1. The degree of image 

RECEIVERS, DISPLAYS, AND DUPLEXERS 355

E-scope. An intensity-modulated rectangular display with distance indicated by the horizontal coordinate
and elevation angle bytheveHital coordinate: Similar to the RHf in which target height or altitude is
the vertical coordinate.

['-Scope. A rectangular display in which a target appears as a centralized blip when the radar antenna is
aimed at it. Horizontal and vertical aiming errors are respectively indicated by the horizontal and
vertical displacement of the blip.

G-Scope. A rectangular display in which a target appears as a laterally centralized blip when the radar
antenna is aimed at it in azimuth. and wings appear to grow on the pip as the distance to the target is
diminished; horizontal and vertical aiming errors are respectively indicated by horizontallllH.I verti­
cal displacement of the blip.

II-scope. A B-scope modified to include indication of angle of elevation. The target appears as two closely
spaced blips which approximate a short bright line, the slope of which is in proportion to the sine of
the angle of target elevation.

I-scope. A display in which a target appears as a complete circle when the radar antenna is pointed at it
and in which the radius of the circle is proportional to target distance; incorrect aiming of the
antenna changes the circle to a segment whose arc length is inversely proportional to the magnitude
of the pointing error, and the position of the segment indicates the reciprocal of the pointing
direction of the antenna.

J-5cope. A modified A-scope in which the time base is a circle and targets appear as radial deflections from
the time base.

K -scope. A modified A-scope in which a target appears as a pair of vertical deflections. When the radar
antenna is correctly pointed at the target, the two deflections are of equal height, and when not so
pointed, the difference in deflection amplitude is an indication of the direction and magnitude of the
pointing error.

L-scope. A di~play in which a target appears as two horizontal blips, one extending to the right from a
central vertical time base and the other to the left; both blips are of equal amplitude when the radar is
pointed directly at the target, any inequality representing relative pointing error, and distance
upward along the baseline representing target distance.

M-scope. A type of A-scope in which the target distance is determined by moving an adjustable pedestal
signal along the baseline until it coincides with the horizontal position of the target signal
deflections; the control which moves the pedestal is calibrated in distance.

N -scope. A K-scope having an adjustable pedestal signa~ as in the M-scope, for the measurement of
distance.

O-scope. An A-scope modified by the inclusion of an adjustable notch for measuring distance.
PPI, or Plan Position Indicator (also called P-scope). An intensity-modulated circular display on which

echo signals produced from reflecting objects are shown in plan position with range and azimuth
angle displayed in polar (rho-theta) coordinates, forming a map-like display. An offset, or offcenter,
PPI has the zero position of the time base at a position other than at the center of the display to
provide the equivalent of a larger display for a selected portion of the service area. A delayed PPI is
one in which the initiation of the time base is delayed.

R-scope. An A-scope with a segment of the time base expanded near the blip for greater accuracy in
distancr measurement.

RHI, or Range-Height Indicator. An intensity modulated display with height (altitude) as the vertical axis
and range as the horizontal axis.

The above definitions are taken from the IEEE Standard Definitions,23 with some
modifications. The terms A-scope and A-display, B-scope and B-display, etc., are used inter­
changeably. These letter descriptions of radar displays date back to World War II. They are
not all in current usage; however, the PPI, A-scope, B-scope, and RHI are among the more
usual displays employed in radar. There are also other types of modern radar displays not
included in the above listing which have not been given special letter designations. These
include the various synthetic and raw video displays with alphanumeric characters and sym­
bols for conveying additional information directly on the display.

CRT screem. A number of different cathode-ray-tube screens are used in radar applications.
They differ primarily in their decay times and persistence. The properties of some of the
ohosphors which have been used in radar CRTs are listed in Table 9.1. The degree of image



persistence required in a cathode-ray-tube screen depends upon the application. A long- 
persistence screen such as the P I 9  is appropriate for PPI presentations where the frar~le times 
are on the order of several seconds. On the other hand, where no persistence is needed, as when 
the frame time is less than the response time of the eye (0.1 s or less), a PI phospl~or niight he 
used. The PI phosphor is commonly found in most A-scope presentations. 

I n  order to achieve long decay times a two-layer, or cascade, screen is sometimes used, as 
in the P7 or the P14. The first phosphor layer emits an intense light of short duration when 
excited by the electron beam. The light from the initial flash excites the second layer, emitting a 
persistent luminescence. The tandem action of the cascade screen results in greater efficiency 
than if the second, long-persistence layer had been excited by the electron beam directly, 
instead of by light emitted from the first layer. In the P14 screen, the initial flash of short 
duration from the first screen is blue in color and the persistent light radiated by the second 
screen is orange. An orange filter placed across the face of the tube eliminates the flash and 
leaves only the long-persistent trace. I f  a blue filter were used instead, the afterglow of 
the second layer wouid be removed, leaving only the short-duration flash. Thus a single 
cascade screen can give either a short or a long persistence display, depending upon the filter 
employed. 

In Table 9.1 the color emitted by the screen during both fluorescence (short duration) and 
phosphorescence (long duration) is given. In general terms, fluorescence may be thought of as 
luminescence which ceases almost immediately upon removal of the excitation, whereas in 
phosphorescence the luminescence persists. Cascaded screens produce different colors under 
fluorescence or phosphorescence. 

Not all longduration screens need be cascade. The P 19 is a single-component phosphor 
with long persistence and no flash. If extremely long persistence is desired in a cathode-ray-tube 
display, a storage tube may be used. For all practical purposes, an image placed on a storage 
tube will remain indefinitely until erased. 

Table 9.1 Radar CRT phosphor characteristics (after   erg^^) 

Phosphor Fluorescent color Phosphorescent color Persistence* 

P 1 Yellowish green Yellowish green Medium 
P7 Blue Yellowish green Blue, medium short; 

yellow, long 
PI2  Orange Orange Long 
P13 Reddish orange Reddish orange Medium 
P14 Purplish blxe Yellowish orange Blue, medium short; 

yellowish orange, medium 
P 17 Blue Yellow Blue, short; yellow, long 
P I9  Orange Orange Long 
P2 1 Reddish orange Reddish orange Medium 
P25 Orange Orange Medium 
P26 Orange Orange Very long 
P28 Yellowish green Yellowish green Long 
P3 2 Purplish blue Yellowish green Long 
P3 3 Orange Orange Very long 
P34 Bluish green Yellowish green Very long 
P38 Orange Orange Very long 
P39 Yellowish green Yellowish green Long 

* Persistence to  10 percent level: short = 1 to  10 ps; medium short = 10 ps t o  I ms; 
medium = 1 t o  100 ms; long = 100 ms to  1 s; very long = > 1 s. 
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persistence required in a cathode-ray-tube screen depends upon the application. A long­
persistence screen such as the P 19 is appropriate ,forPPI presentations where the frame times
are on the order of several seconds. On the other hand, where no persistence is needed, as when
the frame time is less than the response time of the eye (0.1 s or less), a PI phosphor might he
used. The PI phosphor is commonly found in most A-scope presentations.

In order to achieve long decay times a two-layer, or cascade, screen is sometimes used, as
in the P7 or the P14. The first phosphor layer emits an intense light of short duration when
excited by the electron beam. The light from the initial flash excites the second layer, emitting a
persistent luminescence. The tandem action of the cascade screen results in greater efficiency
than if the second, long-persistence layer had been excited by the electron beam directly,
instead of by light emitted from the first layer. In the P14 screen, the initial flash of short
duration from the first screen is blue in color and the persistent light radiated by the second
screen is orange. An orange filter placed across the face of the tube eliminates the flash and
leaves only the long-persistent trace. If a blue filter were used instead, the persisterlt afterglow of
the second layer wou1d be removed, leaving only the short-duration flash. Thus a single
cascade screen can give either a short or a long persistence display, depending upon the filter
employed.

In Table 9.1 the color emitted by the screen during both fluorescence (short duration) and
phosphorescence (long duration) is given. In general terms, fluorescence may be thought oras
luminescence which ceases almost immediately upon removal of the excitation, whereas in
phosphorescence the luminescence persists. Cascaded screens produce different colors under
fluorescence or phosphorescence.

Not alliong-duration screens need be cascade. The P19 is a single-component phosphor
with long persistence and no flash. If extremely long persistence is desired in a cathode-ray-tube
display, a storage tube may be used. For all practical purposes, an image placed on a storage
tube will remain indefinitely until erased.

Table 9.1 Radar CRT phosphor characteristics (after Berg26
)

Phosphor Fluorescent color Phosphorescent color Persistence·

PI Yellowish green Yellowish green Medium
P7 Blue Yellowish green Blue, medium short;

yellow, long
P12 Orange Orange Long
Pl3 Reddish orange Reddish orange Medium
Pl4 Purplish bbe Yellowish orange Blue, medium short;

yellowish orange, medium
Pl7 Blue Yellow Blue, short; yellow, long
Pl9 Orange Orange Long
P21 Reddish orange Reddish orange Medium
P25 Orange Orange Medium
P26 Orange Orange Very long
P28 Yellowish green Yellowish green Long
P32 Purplish blue Yellowish green Long
P33 Orange Orange Very long
P34 Bluish green Yellowish green Very long
P38 Orange Orange Very long
P39 Yellowish green Yellowish green Long

• Persistence to 10 percent level: short = 1 to 10 Jls; medium short = 10 Jls to 1 ms;
medium = 1 to 100 ms; long = 100 msto 1 s; very long = > 1 s.
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Resolution on the CRT is lirnited by the phosphor characteristics as well as the electron 
beam. A double-layer phosphor will have poorer resolution that a single-layer phosphor. 

Color CRTs. The availability of color cathode-ray tubes provides another "dimension" for 
the display of target inforrnat ion. Target altitude, cross section, or identity might be color 
coded. The outputs from more than one radar or the outputs from each beam of a stacked- 
beam radar may be displayed on the same CRT in different color, as can alphanumeric data 
or synibols. Color can be an "atterition-getter," arid can improve the accuracy of recognition. 
I n  an M'I'I radar wi th  a syr~tl~etic-video display that presents only moving targets, the clutter 
that is rejected (tlie raw video) can be superimposed on the display by showing it in a 
diffcrr~it color tIi;111 tlie sy~ithet ic-video targets. (The display of weather clutter is of importance 
to Ilie a i r  traflic cor~troller to avoid directing aircraft to areas of severe weather. TIie display 
of land clutter is also of importance in some applications so as to provide reference landmarks.) 
l r i  pririciple. availability of color allows an intensity-modulated CRT, which is normally of 
lir~iited dyriai~iic range, to display target amplitude informatiori by color coding the target blip 
according to the magnitude of the target cross section. Studies show that three or perhaps 
four colors is the optimum number for color display a p p l i ~ a t i o n . ~ ~ * ~ ~  A particular four-color 
display tested for air-traffic-control radar utilized yellow to present the aircraft data blocks, 
gteen for the area-sector map lines, red for navigation aids, and orange for showing 
pre~ipitation.~ ' 

The tricolor shadow-mask cathode-ray tube commonly used for color television has a 
pliosphor screen that consists of a series of three color dots. Although it may be well suited 
for comniercial TV, it is not always a good display for radar since its resolution is limited 
by the size and spacing of the dots. Another color CRT of interest to radar is the penetration 
color rtrhe using a multi-layer screen. The color is controlled by the anode voltage which 
determines the depth of penetration of the electron beam into a series of phosphor layers. 
Varying the anode voltage varies the depth of penetration and the particular phosphor layer 
that is excited. Typically, the difference between penetration of the layers is about 4 kV per 
l a y ~ r . ~ "  A single-electrorl-gull, bicolor penetration-CRT, for example, might employ a layer of 
red phosphor and a layer of green separated by a layer of transparent dielectric materia1.26.27 
A t  low ancde voltage (6 k V )  the red pliosphor is excited. At high voltage (12 kV), the 
green phosphor is excited. With intermediate voltages, yellow and orange can be obtained, 
giving a total of four dinerent colors which can be distinguished. This method of color 
excitation permits better resolution to be obtained than with conventional TV color tubes. 
The range ofcolors available is not as great as with a color TV tube, but in many information- 
display applications it is sufficient. 

A similar technique using anode-voltage control with two phosphors having the same 
color but different decay times can provide a CRT display with variable persistence. It is also 
possible to achieve a multicolor tube with variable persistence. 

Although color displays may be pleasing and attractive to the operator, the applications 
in which they have proven superior to properly coded monochromatic displays apparently 
are fewer in number than might have been anticipated." 

Bright displays. There are applications where it is not possible or convenient to use the 
conventional CRT display that requires a darkened environment; such as in the cockpit of an 
aircraft or an airfield control tower. One form of bright display is the direct-view storage 
t~ihe." I t  riot otily operates under ambient light conditions, but it can provide a variable 
persistence. In this device, neither the brightness nor the persistence is directly affected by the 
short duration of the video signal, or by the characteristic of the viewing-screen phosphor. 
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Resolution on the CRT is limited by the phosphor characteristics as well as the electron
beam. A double-layer phosphor will have poorer resolution that a single-layer phosphor.

Color CRTs. The availability of color cathode-ray tubes provides another "dimension" for
the display of target information. Target altitude, cross section, or identity might be color
coded. The outputs from more than one radar or the outputs from each beam of a stacked­
beam radar may be displayed on the same CRT in different color, as can alphanumeric data
or symhols. Color can be an "attention-getter," and can improve the accuracy of recognition.
III an MTI radar with a synthetic-video display that presents only moving targets, the clutter
that is rejected (the raw video) can be superimposed on the display by showing it in a
d ifTcrcl1t color than the synt het ic-video targets. (The display of weather clutter is of importance
to the air traffic controller to avoid directing aircraft to areas of severe weather. The display
of land clutter is also of im portance in some applications so as to provide reference landmarks.)
I n principle. availability of color allows an intensity-modulated CRT, which is normally of
limited dynamic range, to display target amplitude information by color coding the target blip
according to the magnitude of the target cross section. Studies show that three or perhaps
four colors is the optimum number for color display application.s 7,58 A particular four-color
display tested for air-traffic-control radar utilized yellow to present the aircraft data blocks,
gl een for the area-sector map lines, red for navigation aids, and orange for showing
precipitation.61

The tricolor shadow-mask cathode-ray tube commonly used for color television has a
phosphor screen that consists of a series of three color dots. Although it may be well suited
for commercial TV. it is not always a good display for radar since its resolution is limited
by the size and spacing of the dots. Another color CRT of interest to radar is the penetration
color (lihe using a multi-layer screen. The color is controlled by the anode voltage which
determines the depth of penetration of the electron beam into a series of phosphor layers.
Varying the anode voltage varies the depth of penetration and the particular phosphor layer
that is excited. Typically, the difference between penetration of the layers is about 4 kV per
layer.·,n A single-electron-gun. bicolor penetration-CRT, for example, might employ a layer of
red phosphor and a layer of green separated by a layer of transparent dielectric materiaJ.26.2 7

At low anode voltage (6 kV) the red phosphor is excited. At high voltage (12 kV), the
green phosphor is excited. With intermediate voltages, yellow and orange can be obtained,
giving a total of four different colors which can be distinguished. This method of color
excitation permits better resolution to be obtained than with conventional TV color tubes.
The range orcolors available is not as great as with a color TV tube, but in many information­
display applications it is sufficient.

A similar technique using anode-voltage control with two phosphors having the same
color but different decay times can provide a CRT display with variable persistence. It is also
possible to achieve a multicolor tube with variable persistence.

Although color displays may be pleasing and attractive to the operator, the applications
in which they have proven superior to properly coded monochromatic displays apparently
are fewer in number than might have been anticipated.58

Bright displays. There are applications where it is not possible or convenient to use the
conventional CRT display that requires a darkened environment; such as in the cockpit of an
aircraft or an airfield control tower. One form of bright display is the direct-view storage
("he. 31 It not only operates under ambient light conditions, but it can provide a variable
persistence. In this device, neither the brightness nor the persistence is directly affected by the
short duration of the video signal, or by the characteristic of the viewing-screen phosphor.
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The storage tube uses two electron beams generated by separate electron guns. One is a 
writing beam. The other is a flood beam that permits a bright, persistent display of the 
information carried by the writing beam. The writing beam does not impinge directly on the 
viewing screen as in a conventional CRT. I t  strikes a storage mesh, mounted just behind the 
screen, made up of a thin film of insulator material deposited on a metallic backing electrode. 
The insulator, which is the storage medium, is illuminated continuously by a "flood" beam. 
When illuminated by the writing beam, charge is stored on the insulator surface because of 
its secondary emission characteristics. The information written on the insulator storage 
surface forms a charge pattern that is made visible by the action of the flood beam. At those 
points where the action of the writing beam reduces the potential of the storage medium 
sufficiently, the electrons from the flood beam are allowed to pass through and reach the 
viewing screen. The display is continuous since the phosphor is continuously excited in the 
written areas by the flood beam. 3 

A resolution of about 80 lines per inch with a screen brightness of 200 foot-lamberts 
can be obtained. The persistence can be varied from a fraction of a second to several 
minutes, or 10nger.~' From five to seven gray-scale ranges are typical.2b The direct-view 
storage tube can also be obtained with two colors and the shades in between." 

The direct-view storage tube generally is capable of less resolution than a conventional 
CRT. Also, the continuous buildup on the storage medium of strong, fixed clutter echoes 
when the persistence is long can result in a loss of picture quality due to a loss of resolution 
and a loss of contrast caused by the brightening of the dark area immediately surrounding 
the blip. 

Another method for achieving a bright display is the scan converter. The output of a 
normal PPI display is stored in either an analog or digital storage medium, and the stored 
information is read out and displayed on a conventional TV m o n i t ~ r . ~ ~ . ~ ~ . ~ ~  The conversion 
of the radial rho-theta raster of the PPI to the rectangular raster of the TV represents a 
"scan conversion," hence the name. )The stored display may be read out repetitively to 
produce a bright flicker-free display. The display is bright not only because the stored 
information is displayed at a sufficiently high repetition rate to appear conlin~ious, bill 
also because TV monitors with typical brightness of 50 to 100 foot-lamberts are inherently 
brighter than the conventional CRT display. 

One type of storage device that has been used in scan converters is a double-ended 
storage tube with two electron guns, one on each side of a charge-storage surface.32 The 
radar output is written in PPI format by one electron gun on one side of the charge-storage 
surface. The second gun, on the other side of the storage surface, reads the stored charge 
pattern with a TV raster. The video outputs of several different radars, each with their own 
scan converter, can be combined on a single TV display. Use of the scan converter permits 
the convenient display of data from radars with different antenna rotation rates witholrt tht: 
confusion produced by generating different rotation rates on the PPI. The complete displays 
of each radar or selected sectors from each radar can be combined as desired so that the TV 
display presents the available information in the best possible manner without including the 
sectors of those radars with poor or no data. Radar video clutter-maps or computer-generated 
information can also be combined on the TV display. A disadvantage of this form of scan 
converter is its low resolution. 

A digital memory can be used as the storage device in a scan converter to overcome 
the limitations of the analog storage tube. 

Rear Port. This is a flat plate-glass window in the cone of a cathode-ray tube aligned to be 
parallel to the tube It allows slide or film information to be projected onto the 
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The storage tube uses two electron beams generated by separate electron guns. One is a
writing beam. The other is a flood beam that permits a bright; persistent display of the
information carried by the writing beam. The writing beam does not impinge directly on the
viewing screen as in a conventional CRT. It strikes a storage mesh, mounted just behind the
screen, made up of a thin film of insulator material deposited on a metallic backing electrode.
The insulator, which is the storage medium, is illuminated continuously by a .. flood" beam.
When illuminated by the writing beam, charge is stored on the insulator surface because of
its secondary emission characteristics. The information written on the insulator storage
surface forms a charge pattern that is made visible by the action of the flood beam. At those
points where the action of the writing beam reduces the potential of the storage medium
sufficiently, the electrons from the flood beam are allowed to pass through and reach the
viewing screen. The display is continuous since the phosphor is continuously excited in the
written areas by the flood beam. .J

A resolution of about 80 lines per inch with a screen brightness of 200 foot-lamberts
can be obtained. The persistence can be varied from a fraction of a second to several
minutes, or longer.31 From five to seven gray-scale ranges are typical. 26 The direct-view
storage tube can also be obtained with two colors and the shades in between. 3o

The direct-view storage tube generally is capable of less resolution than a conventional
CRT. Also, the continuous buildup on the storage medium of strong, fixed clutter echoes
when the persistence is long can result in a loss of picture quality due to a loss of resolution
and a loss of contrast caused by the brightening of the dark area immediately surrounding
the blip. .

Another method for achieving a bright display is the scan converter. The output of a
normal PPI display is stored in either an analog or digital storage medium, and the stored
information is read out and displayed on a conventional TV monitor.26.32.33 The conversion
of the radial rho-theta raster of the PPI to the rectangular raster of the TV represents a
"scan conversion," hence the name. ,The stored display may be read out repetitively to
produce a bright flicker-free display., The display is bright not only because the stored
information is displayed at a sufficiently high repetition rate to appear continuous, btit
also because TV monitors with typical brightness of 50 to 100 foot-Iamberts are inherently
brighter than the conventional CRT display.

One type of storage device that has been used in scan converters is a double-ended
storage tube with two electron guns, one on each side of a charge-storage surface. 32 The
radar output is written in PPI format by one electron gun on one side of the charge-storage
surface. The second gun, on the other side of the storage surface, reads the stored charge
pattern with a TV raster. The video outputs of several different radars, each with their own
scan converter, can be combined on a single TV display. Use of the scan converter permits
the convenient display of data from radars with different antenna rotation rates without the
confusion produced by generating different rotation rates on the PPI. The complete displays
of each radar or selected sectors from each radar can be combined as desired so that the TV
display presents the available information in the best possible manner without including the
sectors of those radars with poor or no data. Radar video clutter-maps or computer-generated
information can also be combined on the TV display. A disadvantage of this form of scan
converter is its low resolution. ,

A digital memory can be used as the storage device in a scan converter to overcome
the limitations of the analog storage tube.

. . .
Rear Port. This is a flat plate-glass window in the cone of a cathode-ray tube aligned to be
parallel to the tube faceplate. 34

,S? It allows slide or film information to be projected onto the
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back of the tube phosphor, or it can be used to  photograph the display without interfering 
with the operator. The CRT phosphor doubles as an optical and an electronic screen to give 
the operator a mixed presentation viewed in the usual manner from the front. 

Synthetic-video ~ i s ~ l a ~ s . ~ ~ ~ ~ ~ ~ ~ ~  The use of a digital computer, as in an automatic detection 
and tracking processor. to extract target information results in a synthetic display in which 
target informatiorl is preserited wit11 standard symbols and accompanying alphanumerics. 
This is especially useful in an air-traffic-control display in which such information as target 
ide~ltity a ~ i d  altitude is desired to be displayed. The positions of targets on a predeterniiried 
number of previous scans might be shown on a synthetic display, or a line might be generated 
tb  indicate the direction of the target's trajectory and the target's speed. (The length of the 
line can be made proportional to target speed.) The use of a computer t o  generate the 
grapllicq arid coritrol the CRT display offers flexibility in the choice of such things as range 
scales, olfcenter displ;ty, blow-up of selected areas, physical map outlines, grid displays, airport 
runways, stored clutter map, raw video, outlines of areas of weather blanked by the operator, 
tlispiay of stored flight plans, arid time-compressed display of several successive radar scans. 
Also i t  can aid in the requesting of height-finder data by the operator, blanking of areas 
coritaining excessive interference or weather, providing training of operators by superimposing 
sinlulated targets, and otller futictions necessary for an air-traffic-control system or air-defense 
system. The operator can conirnunicate in an  interactive manner with the computer by such 
means as a keyboard, light pen, track ball, or even voice entry. Sometimes a n  auxiliary 
CRT display is mounted adjacent to the main radar display to  provide tabular data and 
other information that would otherwise clutter the main display. 

The characters and symbols that constitute the synthetic information may be inserted 
on a C R T  during the radar dead time at the end of the sweep prior to  the triggering of the 
next pulse. In some situations there might be too much information to  be fully inserted 
during the available dead time. In a long-range air-traffic-control radar located in a busy area 
there might be more than a hundred targets for display extracted. For each target the 
necessary information to  be presented might consist of perhaps ten alphanumeric characters 
and a number of line segments.35 When the amount of data  is large, writing time might 
have to be taken from the radar time by blanking one out of every n sweeps or writing the 
synthetic information during a random interruption of the sweep. It is also possible to utilize 
a second electron gun in the CRT to minimize the amount of time taken from the radar to  
insert the synthetic data. Another method for achieving the necessary time to display alpha- 
numeric data is to store the video in a shift register and then read it out at  a higher rate. 
The CCD, or charge coupled device, is one possibility as a shift register. 

The data on the synthetic display must be refreshed at a sufficiently high rate to  obtain 
a Iiigh brightness and to avoid flicker. When a number of displays are used with the output 
of a single radar, a dedicated minicomputer can be used at each display position for the 
refresh of data so as to reduce the data-transfer rate from the radar central processor. 

9.6 DUPLEXEHS AND RECEIVER PROTECTORS 

The duplexer is the device that allows a single antenna to  serve both the transmitter and the 
receiver. On transmission it must protect the receiver from burnout or  damage, and on 
reception i t  must channel the echo signal to the receiver. Duplexers, especially for high-power 
applications, sometimes employ a form of gas-discharge device. Solid-state devices are also 
utilized. In a typical duplexer application the transmitter peak power might be a megawatt or  
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back of the tube phosphor, or it can be used to photograph the display without interfering
with the operator. The CRT phosphordoublesasarloptical and an electronic screen to give
the operator a mixed presentation viewed in the usual manner from the front.

Synthetic-video Displa~'s,26.35.36 The use of a digital computer, as in an automatic detection
and tracking processor, to extract target information results in a synthetic display in which
target information is presented with standard symbols and accompanying alphanumerics.
This is especially useful in an air-trame-control display in which such information as target
identity and altitude is desired to be displayed. The positions of targets on a predetermined
number of previous scans might be shown on a synthetic display, or a line might be generated
to indicate the direction of the target's trajectory and the target's speed. (The length of the
line can be made proportional to target speed.) The use of a computer to generate the
graphics and control the CRT display offers l1exibility in the choice of such things as range
scales, olTcellter display, blow-up of selected areas, physical map outlines, grid displays, airport
runways. stored clutter map, raw video, outlines of areas of weather blanked by the operator,
display of stored night plans, and time-compressed display of several successive radar scans.
Also it can aid in the requesting of height-finder data by the operator, blanking of areas
containing excessive interference or weather, providing training of operators by superimposing
simulated targets, and other functions necessary for an air-traffic-control system or air-defense
system. The operator can communicate in an interactive manner with the computer by such
means as a keyboard, light pen, track ball, or even voice entry. Sometimes an auxiliary
CRT display is mounted adjacent to the main radar display to provide tabular data and
other information that would otherwise clutter the main display.

The characters and symbols that constitute the synthetic information may be inserted
on a CRT during the radar dead time at the end of the sweep prior to the triggering of the
next pulse. In some situations there might be too much information to be fully inserted
during the available dead time. In a long-range air-traffic-control radar located in a busy area
there might be more than a hundred targets for display extracted. For each target the
necessary information to be presented might consist of perhaps ten alphanumeric characters
and a number of line segments. J5 When the amount of data is large, writing time might
have to be taken from the radar time by blanking one out of every n sweeps or writing the
synthetic information during a random interruption of the sweep. It is also possible to utilize
a second electron gun in the CRT to minimize the amount of time taken from the radar to
insert the synthetic data. Another method for achieving the necessary time to display alpha­
numeric data is to store the video in a shift register and then read it out at a higher rate.
The CCD, or charge coupled device, is one possibility as a shift register.

The data on the synthetic display must be refreshed at a sufficiently high rate to obtain
a high brightness and to avoid l1icker. When a number of displays are used with the output
of a single radar, a dedicated minicomputer can be used at each display position for the
refresh of data so as to reduce the data-transfer rate from the radar central processor.

9.6 DVPLEXERS AND RECEIVER PROTECTORS

The duplexer is the device that allows a single antenna to serve both the transmitter and the
receiver. On transmission it must protect the receiver from burnout or damage, and on
reception it must channel the echo signal to the receiver. Duplexers, especially for high-power
applications, sometimes employ a form of gas-discharge device. Solid-state devices are also
utilized. In a typical duplexer application the transmitter peak power might be a megawatt or
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more and the maximum safe power that can be tolerated at the receiver might be less than a 
watt. Therefore, the duplexer must provide, in this example, more than 60 dB of isolation 
between the transmitter and receiver with only negligible loss of the desired signal. In addition, 
during the interpulse period or when the radar is shut down, the receiver must be protected 
from high-power radiation, as from nearby radars, that might enter the radar antenna with less 
power than that needed to activate the duplexer, but with greater power than can be safely 
handled by the receiver. 

There have been two basic methods employed that allow the use of a common antenna 
for both transmitting and receiving. The older method is represented by the branch-type du- 
plexer and the balanced duplexer which utilize gas TR-tubes for accomplishing the necessary 
switching actions. The other method uses a ferrite circulator to  separate the transmitter 
and receiver, and a receiver protector consisting of a gas TR-tube and diode limiter. 

4 
Branch-type duplexers. The branch-type duplexer, diagrammed in Fig. 9.5 was one of the 
earliest duplexer configurations employed. It consists of a TR (transmit-receive) switch and an 
ATR (anti-transmit receive) switch, both of which are gas-discharge tubes. When the transmit- 
ter is turned on, the TR and the ATR tubes ionize; that is, they break down, or  fire. The TK in 
the fired condition acts as a short circuit to  prevent transmitter power from entering the 
receiver. Since the TR is located a quarter wavelength from the main transmission line, i t  
appears as a short circuit at  the receiver but as an open circuit at the transmission line so that 
i t  does not impede the flow of transmitter power. Since the ATR is displaced a quarter 
wavelength from the main transmission line, the short circuit i t  produces during the fired 
condition appears as an open circuit on the transmission line and thus has no effect on 
transmission. 

During reception, the transmitter is off and neither the TR nor the ATR is fired. The open 
circuit of the ATR, being a quarter wave from the transmission line, appears as a short circuit 
across the line. Since this short circuit is located a quarter wave from the receiver branch-line, 
the transmitter is effectively disconnected from the line and the echo signal power is directed to  
the receiver. The diagram of Fig. 9.5 is a parallel configuration. Series or  series-parallel 
configurations are po~s ib l e .~ '  

The branch-type duplexer is of limited bandwidth and power-handling capability, and has 
generally been replaced by the balanced duplexer and other protection devices. It is used, in 
spite of these limitations, in some low-cost radars. 

Balanced duplexers. The balanced duplexer, Fig. 9.6, is based on the short-slot hybrid junction 
which consists of two sections of waveguides joined along one of their narrow walls with a slot 
cut in the common narrow wall to provide coupling between the t w 0 . ~ 9 h e  short-slot hybrid 
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Figure 9.5 Principle of branch-type duplexer. 
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more and the maximum safe power that can be tolerated at the receiver might be less than a
watt. Therefore, the duplexer must provide, in this example, more than 60 dB of isolation
between the transmitter and receiver with only negligible loss of the desired signal. In addition,
during the interpulse period or when the radar is shut down, the receiver must be protected
from high-power radiation, as from nearby radars, that might enter the radar antenna with less
power than that needed to activate the duplexer, but with greater power than can be safely
handled by the receiver.

There have been two basic methods employed that allow the use of a common antenna
for both transmitting and receiving. The older method is represented by the branch-type du­
plexer and the balanced duplexer which utilize gas TR-tubes for accomplishing the necessary
switching actions. The other method uses a ferrite circulator to separate the transmitter
and receiver, and a receiver protector consisting of a gas TR-tube and diode limiter.

..}

Branch-type duplexers. The branch-type duplexer, diagrammed in Fig. 9.5 was one of the
earliest duplexer configurations employed. It consists of a TR (transmit-receive) switch and an
ATR (anti-transmit receive) switch, both of which are gas-discharge tubes. When the transmit­
ter is turned on, the TR and the ATR tubes ionize; that is, they break down, or fire. The TR in
the fired condition acts as a short circuit to prevent transmitter power from entering the
receiver. Since the TR is located a quarter wavelength from the main transmission line, it
appears as a short circuit at the receiver but as an open circuit at the transmission line so that
it does not impede the flow of transmitter power. Since the ATR is displaced a quarter
wavelength from the main transmission line, the short circuit it produces during the fired
condition appears as an open circuit on the transmission line and thus has no effect on
transmission.

During reception, the transmitter is off and neither the TR nor the ATR is fired. The open
circuit of the ATR, being a quarter wave from the transmission line, appears as a shoft circuit
across the line. Since this short circuit is located a quarter wave from the receiver branch-line,
the transmitter is effectively disconnected from the line and the echo signal power is directed to
the receiver. The diagram of Fig. 9.5 is a parallel configuration. Series or series-parallel
configurations are possible. 3

7

The branch-type duplexer is oflimited bandwidth and power-handling capability, and has
generally been replaced by the balanced duplexer and other protection devices. It is used, in
spite of these limitations, in some low-cost radars.

Balanced duplexers. The balanced duplexer, Fig. 9.6, is based on the short-slot hybrid junction
which consists of two sections of waveguides joined along one of their narrow walls with a slot
cut in the common narrow wall to provide coupling between the twO. 3M The short-slot hybrid
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may he considered as a broadband directional coupler with a coupling ratio of 3 dB. In the 
transmit condition (Fig. 9 . 6 ~ )  power is divided equally into each waveguide by the first short- 
slot hybrid junction. Both TR tubes break down and reflect the incident power out the antenna 
arm as shown. The short-slot hybrid has the property that each time the energy passes through 
the slot in either direction, its phase is advanced 90". Therefore, the energy must travel as 
indicated by the solid lines. Any energy which leaks through the TR tubes (shown by the 
dashed lines) is directed to the arm with the matched dummy load and not to the receiver, In 
addition to the attenuation provided by the TR tubes, the hybrid junctions provide an addi- 
tional 20 to 30 dB of isolation. 

On reception the TR tubes are unfired and the echo signals pass through the duplexer and 
into the receiver as shown in Fig. 9.6b. The power splits equally at the first junction and 
because of the 90" phase advance on passing through the slot, the energy recombines in the 
receiving artn and not in the dummy-load arm. 

The power-handling capability of the balanced duplexer is inherently greater than that of 
the branch-type duplexer and it has wide bandwidth, over ten percent with proper design. A 
receiuer protector, to be described later, is usually inserted between the duplexer and the 
receiver for added protection. 

Another form of balanced duplexerJg uses four ATR tubes and two hybrid junctions 
(Fig. 9.7). During transmission (Fig. 9 . 7 ~ )  the ATR tubes located in a mount between the two 
short-slot hybrids ionize and allow high power to pass to the antenna. Dashed lines show the 
flow of power. During reception (Fig. 9.7b) the ATR tubes present a high impedance which 
results in the echo-signal power being reflected to the receiver. The ATR type of balanced 
duplexer has higher power-handling capability than that of Fig. 9.6, but it has less bandwidth. 

T R  tubes. ?'he TR tube is a gas-discharge device designed to break down and ionize quickly at 
the onset of high RF power, and to deionize quickly once the power is removed. One common 
construction of a TR consists of a section of waveguide containing one or more resonant filters 
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Figure 9.6 Balanced duplexer using dual TR tubes and two short-slot hybrid junctions. (a) Transmit
condition; (b) receive condition.

may be considered as a broadband directional coupler with a coupling ratio of 3 dB. In the
transmit condition (Fig. 9.6a) power is divided equally into each waveguide by the first short­
slot hybrid junction. Both TR tubes break down and reflect the incident power out the antenna
arm as shown. The short-slot hybrid has the property that each time the energy passes through
the slot in either direction, its phase is advanced 90°. Therefore, the energy must travel as
indicated by the solid lines. Any energy which leaks through the TR tubes (shown by the
dashed lines) is directed to the arm with the matched dummy load and not to the receiver. In
addition to the attenuation provided by the TR tubes, the hybrid junctions provide an addi­
tional 20 to 30 dB of isolation.

On reception the TR tubes are unfired and the echo signals pass through the duplexer and
into the receiver as shown in Fig. 9.6b. The power splits equally at the first junction and
because of the 90° phase advance on passing through the slot, the energy recombines in the
receiving arm and not in the dummy-load arm.

The power-handling capability of the balanced duplexer is inherently greater than that of
the branch-type duplexer and it has wide bandwidth, over ten percent with proper design. A
receiver protector, to be described later, is usually inserted between the duplexer and the
receiver for added protection.

Another form of balanced duplexer 39 uses four ATR tubes and two hybrid junctions
(Fig. 9.7). During transmission (Fig. 9.7a) the ATR tubes located in a mount between the two
short-slot hybrids ionize and allow high power to pass to the antenna. Dashed lines show the
now of power. During reception (Fig. 9.7b) the ATR tubes present a high impedance which
resu Its in the echo-signal power being reflected to the receiver. The ATR type of balanced
duplexer has higher power-handling capability than that of Fig. 9.6, but it has less bandwidth.

TR tubes. The TR tube is a gas-discharge device designed to break down and ionize quickly at
the onset of high RF power, and to deionize quickly once the power is removed. One common
construction of a TR consists of a section of waveguide containing one or more resonant filters
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Figure 9.7 Balanced duplexer using ATR tubes. (a) Transmit condition; (b) receive condition 

and two glass-to-metal windows to seal in the gas at low pressure. A noble gas like argon in the 
TR tube has a low breakdown voltage, and offers good receiver protection and relatively long 
life. Pure-argon-filled tubes, however, have relatively long deionization times and are not 
suitable for short-range applications. The deionization process can be speeded up by the 
addition of water vapor or a halogen. The life of TR tubes filled with a mixture of a noble gas 
(argon) and a gas with high electron affinity (water vapor) is less than the life of tubes filled 
with a noble gas only. 

To ensure reliable and rapid breakdown of the TR tube upon application of the RF pulse, 
an auxiliary source of electrons is supplied to the tube. This may be accomplished with a 
" keep-alive," which is a weak d-c discharge that generates electrons which diffuse into the TR 
where they act to trigger the breakdown once RF power is applied. The keep-alive generates 
noise just as any other gas-discharge device. The excess noise temperature is generally less 
than 50 K.40 

Receiver protectors. Since the keep-alive in the TR is not usually energized when the radar is 
turned off, considerably more power is needed to break down the TR than when it  is energized. 
Radiations from nearby transmitters mgy therefore damage the receiver without firing the TR. 
To protect the receiver under these conditions, a mechanical shutter can be used to short- 
circuit the input to the receiver whenever the radar is not operating. The shutter might be 
designed to attenuate a signal by 25 to 50 dB. 

The TR is not a perfect switch; some transmitter power always leaks through to the 
receiver. The envelope of the RF leakage might be similar to that shown in Fig. 9.8. The 
short-duration, large-amplitude " spike " at the leading edge of the leakage pulse is the result of 
the finite time required for the TR to ionize or break down. Typically, this time is of the order 
of 10 nanoseconds. After the gas in the TR tube is ionized, the power leaking through the tube 
is considerably reduced from the peak value of the spike. This portion of the leakage pulse is 
termed thepat. Damage to the receiver front-end may result when either the energy contained 
within the spike or the power in the flat portion of the pulse is too large. "Typical" TR tubes 
might have a spike leakage of one erg or less and might provide an attenuation of the incident 
transmitter power of the order of 70 to 90 dB. 
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Figure 9.7 Balanced duplexer using ATR tubes. (a) Transmit condition; (b) receive condition.

and two glass-to-metal windows to seal in the gas at low pressure. A noble gas like argon in the
TR tube has a low breakdown voltage, and otTers good receiver protection and relatively long
life. Pure-argon-filled tubes, however, have relatively long deionization times and are not
suitable for short-range applications. The deionization process can be speeded up by the
addition of water vapor or a halogen. The life of TR tubes filled with a mix ture of a noble gas
(argon) and a gas with high electron affinity (water vapor) is less than the life of tubes filled
with a noble gas only.

To ensure reliable and rapid breakdown of the TR tube upon application of the RF pulse,
an auxiliary source of electrons is supplied to the tube. This may be accomplished with a
.. keep-alive," which is a weak d-c discharge that generates electrons which diffuse into the TR
where they act to trigger the breakdown once RF power is applied. The keep-alive generates
noise just as any other gas-discharge device. The excess noise temperature is generally less
than 50 K.40 .

Receiver protectors. Since the keep-alive in the TR is not usually energized when the radar is
turned off, considerably more power is needed to break down the TR than when it is energized.
Radiations from nearby transmitters milY therefore damage the receiver without firing the TR.
To protect the receiver under these conditions, a mechanical shutter can be used to short­
circuit the input to the receiver whenever the radar is not operating. The shutter might be
designed to attenuate a signal by 25 to 50 dB.

The TR is not a perfect switch; some transmitter power always leaks through to the
receiver. The envelope of the RF leakage might be similar to that shown in Fig. 9.8. The
short-duration, large-amplitude" spike~'at the leading edge of the leakage pulse is the result of
the finite time required for the TR to ionize or break down. Typically, this time is of the order
of to nanoseconds. After the gas in the TR tube is ionized, the power leaking through the tube
is considerably reduced from the peak value of the spike. This portion of the leakage pulse is
termed the flat. Damage to the receiver front-end may result when either the energy contained
within the spike or the power in the fiat portion of the pulse is too large... Typical" TR tubes
might have a spike leakage of one erg or less and might provide an attenuation of the incident
transmitter power of the order of 70 to 90 dB.



l i m e  --+ Figure 9.8 Leakage pulse through a I'R tube. 

A fractiotl of the transmitter power incident on the TR tube is absorbed by the discharge. 
l . l~ i s  is called arc loss. Its tnagtiitude depends upon the characteristics of the input window and 
the gas used. ?'he arc loss might be f to 1 dB in tubes filled with water vapor and 0.1 dB or less 
with argon filling. On reception, the TR tube introduces an insertion loss of about f to 1 dB. 

The life of a conventional TR is limited by the keep-alive, the amount of water vapor in 
the gas filling, and by disappearance, or " clean-up," of the gas due to the gas molecules 
becoming imbedded in the walls of the TR tubes4' The end of life of a TR tube is determined 
more by the amount of leakage power which it allows to pass than by physical destruction or 
wear. 

The keep-alive can be replaced as a supplier of priming electrons in the TR by a radio- 
active source, such as tritium, which produces low-energy-level beta rayss2 The tritium is 
in compound form as a tritide film. The replacement of the keep-alive by radioactive tritium 
eliminates the excess noise of the keep-alive and increases the life of the TR by an 'order of 
magditude. Since a tritium TR needs no active voltages, a mechanical shutter is not required to 
protect the receiver from nearby transmissions when the radar is turned off. This also improves 
the reliability. The tritium-activated TR is usually followed by a diode limiter. The combina- 
tion of the two is called a passive TR-lirniter and is widely used as a receiver protector. 

Solid-state limiters. Solid-state PN and PIN diodes can be made to act as RF limiters and are 
thus of interest as receiver p r o t e ~ t o r s . ~ ' - . ~ ~  Ideally, a limiter passes low power without attenua- 
tion, but above some threshold it provides attenuation of the signal so as to maintain the 
output power constant. This property can be used for the protection of radar receivers in two 
differentp implementations depending on whether the diodes are operated unbiased (self- 
actuated) or with a d-c forward-bias current. Unbiased operation is also known as passive. It is 
used for low-power applications. Biased operation is also known as active and is capable of 
switching high p o ~ e r . ~ ~ . ~ ~ . ~ ~  Biased PIN diodes can replace the gas-tube TRs of the balanced- 
duplexer configuration of Fig. 9.6 or they may be used as receiver protectors. For example>4 a 
V H F  balanced duplexer configuration using 32 PIN diodes mounted in 33 inch coaxial line (16 
in each of two SPST shunt-type limiters) handled 150 kW peak power, 10 kW average power, 
with a pulse width of 200 ,us. At  the frequency of operation (200 to 225 MHz), the use of 
self-actuated diodes was practical. Recovery time was required to be less than 10 ,us. The loss 
on transmit was 0.15 dB and on receive it was 2 dB. (The receive loss could be reduced to 
1 dB with application of reverse bias to the diodes.) The device provided from 40 to 50 dB of 
protection. Another example4' is an L-band receiver protector using 10 PIN diodes mounted 
in a coaxial line which was able to handle 1.6 M W  peak power and 100 kW average power 
with a 50 11s pulse width over a 10 percent bandwidth. The loss was 0.6 dB, isolation 70 dB, 
turn-on time 2 )is and turn-off time 25 11s. Although the active diode-limiter offers many 
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lime -~ Figure 9.8 Leakage pulse through a TR lUbe.

A fraction of the transmitler power incident on the TR tube is absorbed by the discharge.
This is called arc loss. Its magnitude depends upon the characteristics of the input window and
the gas used. The arc loss might be'; to 1 dB in tubes filled with water vapor and 0.1 dB or less
with argon filling. On reception, the TR tube introduces an insertion loss of about! to 1 dB.

The life of a conventional TR is limited by the keep-alive, the amount of water vapor in
the gas filling, and by disappearance, or "clean-up," of the gas due to the gas molecules
becoming imbedded in the walls of the TR tubes.41 The end of life of a TR tube is determined
more by the amount of leakage power which it allows to pass than by physical destruction or
wear.

The keep-alive can be replaced as a supplier of priming electrons in the TR by a radio­
active source, such as tritium, which produces low-energy-Ievel beta rays. S2 The tritium is
in compound form as a tritide film. The replacement of the keep-alive by radioactive tritium
eliminates the excess noise of the keep-alive and increases the life of the TR by an 'order of
magnitude. Since a tritium TR needs no active voltages, a mechanical shutter is not required to
protect the receiver from nearby transmissions when the radar is turned off. This also improves
the reliability. The tritium-activated TR is usually followed by a diode limiter. The combina­
tion of the two is called a passive TR-Iimiter and is widely used as a receiver protector.

Solid-state limiters. Solid-state PN and PIN diodes can be made to act as RF limiters and are
thus of interest as receiver protectors.42

-
44 Ideally, a limiter passes low power without attenua­

tion, but above some threshold it provides attenuation of the signal so as to maintain the
output power constant. This property can be used for the protection of radar receivers in two
differentf'implementations depending on whether the diodes are operated unbiased (self­
actuated) or with a d-c forward-bias current. Unbiased operation is also known as passive. It is
used for low-power applications. Biased operation is also known as active and is capable of
switching high power.43.44.62 Biased PIN diodes can replace the gas-tube TRs of the balanced­
duplexer configuration of Fig. 9.6 or they may be used as receiver protectors. For example,44 a
VHF balanced duplexer configuration using 32 PIN diodes mounted in JA- inch coaxial line (16
in each of two SPST shunt-type limiters) handled 150 kW peak power, 10 kW average power,
with a pulse width of 200 /lS. At the frequency of operation (200 to 225 MHz), the use of
self-actuated diodes was practical. Recovery time was required to be less than 10 /lS. The loss
on transmit was 0.15 dB and on receive it was 2 dB. (The receive loss could be reduced to
I dB with application of reverse bias to the diodes.) The device provided from 40 to 50 dB of
protection. Another example4S is an L-band receiver protector using 10 PIN diodes mounted
in a coaxial line which was able to handle 1.6 MW peak power and 100 kW average power
with a 50 115 pulse width over a to percent bandwidth. The loss was 0.6 dB, isolation 70 dB,
turn-on time 2 115 and turn-ofT time 25 liS. Allhough the active diode-limiter offers many
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advantages for duplexer application, it does not protect the receiver when the bias is off. 
Therefore, i t  offers poor protection against nearby transmissions during the interpulse period 
or when the radar is shut down. 

The passive diode-limiter without any bias current is operable at all times, but it is 
capable of handling much less power than the active limiter with bias. Thus its use as an all 
solid-state limiter is restricted to low power systems, perhaps handling less than 1.5 kW peak 
power.45 When it  can be used, the diode limiter has the advantage of fast recovery time (about 
1 ~ t s  for 1 kW peak power, and 50ns for 100 W);j3 no spike leakage; low flat leakage; reason- 
able loss, size and weight; and i t  can have a long life.40 

Passive TR-limiter. The passive diode-limiter also finds important application when used with 
a radioactive-primed gas tube TR. The combination is known as a passiile TR-limiter. The 
passive TR-limiter protects the receiver from nearby transmissions even when the iadar is shut 
off since it requires no active voltages for either the radioactive-primed TR tube or the diode 
limiter. The presence of the diode limiter following the TR tube considerably reduces the spike 
leakage, increasing the life of the device itself as well as the receiver front-end i t  is supposed to 
protect. The passive TR-limiter, however, has a higher insertion loss than the TR tube but 11 

generates no excess noise because i t  does not employ a keep-alive discharge. Its recovery time 
is superior to the conventional TR tube, but inferior to the diode limiter acting alone or the 
ferrite diode limiter.40 

The passive TR-limiter has low leakage over a wide range of input power. As an 
example,40 below 1 mW peak power the output power is linearly related to the input power. 
From 10 mW to 100 kW, the output flat-leakage increases by as little as 3 to 10 dB. Below 
1-W input power, the diode alone provides the limiting action. Above I-W, the TR tube ionizes 
to protect the diode limiter from burnout. More than one diode may be used to provide 
greater attenuation or larger bandwidth. 

Before the introduction of the solid-state diode limiter, a low-power gas TR-tube, known 
as a protector TR, was often used as added protection for the receiver. It was placed between 
the receiver port of the duplexer and the receiver to safeguard against random pulses from 
nearby radar equipments which were too weak to fire the conventional TR tubes in the 
duplexer, but strong enough to damage the receiver. The passive TR-limiter or the diode 
limiter has replaced the protector TR. Such devices are known as receiver protectors. Receiver 
protectors also serve to protect against power reflected by mismatches at the antenna. 

Ferrite limiter. The ferrite limiter46 followed by a diode limiter, has also been eruploycd as a 
solid-state receiver p r o t e c t ~ r . ~ ~ * ~ ~  The-diode is necessary to reduce the spike leakage to a safe 
level since the ferrite acting alone does not offer sufficient suppression of the spike leakage at 
high peak power. The ferrite diode limiter has fast recovery time (can be as low as several tens 
of nanoseconds), and if the power rating is not exceeded, the life should be essentially un- 
limited. The spike and flat leakage is low, but the insertion loss is usually higher and the 
package is generally longer and heavier than other receiver protectors. Except for the initial 
spike, the ferrite limiter is an absorptive device as compared to the gas-tube TR or the 
TR-limiter which are reflective. Therefore, the incident power is absorbed in the ferrite so that 
the average power capability can be a problem. Air or water cooling might be needed. 
The ferrite material may be biased, as for example a latching-ferrite circulator, to permit 
the handling of higher power.4s Since the latching-ferrite receiver protector is undamaged by 
high power when in either state, protection from nearby transmitters can be had by inserting a 
passive TR-limiter following the ferrite. 
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advantages for duplexer application, it does not protect the receiver when the bias is off.
Therefore, it offers poor protection against nearby transmissions during the interpulse period
or when the radar is shut down.

The passive diode-limiter without any bias current is operable at all times, but it is
capable of handling much less power than the active limiter with bias. Thus its use as an all
solid-state limiter is restricted to low power systems, perhaps handling less than 1.5 kW peak
power. 45 When it can be used, the diode limiter has the advantage of fast recovery time (about
1 JLS for 1kW peak power, and 50ns for 100 W);43 no spike leakage; low flat leakage; reason­
able loss, size and weight; and it can have a long life. 40

Passive TR-limiter. The passive diode-limiter also finds important application when used with
a radioactive-primed gas tube TR. The combination is known as a passive TR-limirer. The
passive TR-limiter protects the receiver from nearby transmissions even when the ladar is shut
off since it requires no active voltages for either the radioactive-primed TR tube or the diode
limiter. The presence of the diode limiter following the TR tube considerably reduces the spike
leakage, increasing the life of the device itself as well as the receiver fronl-end it is supposed to
protect. The passive TR-limiter, however, has a higher insertion loss than the TR tube but it
generates no excess noise because it does not employ a keep-alive discharge. Its recovery time
is superior to the conventional TR tube, but inferior to the diode limiter acting alone or the
ferrite diode limiter.40

The passive TR-limiter has low leakage over a wide range of input power. As an
example,40 below 1 mW peak power the output power is linearly related to the input power.
From 10 mW to 100 kW, the output flat-leakage increases by as little as 3 to 10 dB. Below
l-W input power, the diode alone provides the limiting action. Above l-W, the TR tube ionizes
to protect the diode limiter from burnout. More than one diode may he used to provide
greater attenuation or larger bandwidth. -

Before the introduction of the solid-state diode limiter, a low-power gas TR-tube, known
as a protector TR, was often used as added protection for the receiver. Jt was placed between
the receiver port of the duplexer and the receiver to safeguard against random pulses from
nearby radar equipments which were too weak to fire the conventional TR tubes in the
duplexer, but strong enough to damage the receiver. The passive TR-limiter or the diode
limiter has replaced the protector TR. Such devices are known as receiver protectors. Receiver
protectors also serve to protect against power reflected hy mismatches at the antenna.

Ferrite limiter. The ferrite limiter46 followed by a diode limiter, has also heen employed as a
solid-state receiver protector.40 ,45 The-diode is necessary to reduce the spike leakage to a safe
level since the ferrite acting alone does not offer sufficient suppression of the spike leakage at
high peak power. The ferrite diode limiter has fast recovery time (can be as low as several tens
of nanoseconds), and if the power rating is not exceeded, the life should be essentially un­
limited. The spike and flat leakage is low, but the insertion loss is usually higher and the
package is generally longer and heavier than other receiver protectors. Except for the initial
spike, the ferrite limiter is an absorptive device as compared to the gas-tube TR or the
TR-limiter which are reflective. Therefore, the incident power is absorbed in the ferrite so that
the average power capability can be a problem. Air or water cooling might be needed.
The ferrite material may be biased, as for example a latching-ferrite circulator, to permit
the handling of higher power.45 Since the latching-ferrite receiver protector is undamaged by
high power when in either state, protection from nearby transmitters can be had by inserting a
passive TR-lil]liter following the ferrite.
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Figure 9.9 <'irculator ant! receiver protector. A four-port circulator is shown with the  fourth port ter- 
minated in a matched load to provide greater isolation between the transmitter and the receiver than 
provided hy  a three-port circulator. 

Circulator and receiver protector. The ferrite circulator4' is a three- or four-port device that 
can, in principle, offer separation of the transmitter and receiver without the need for the 
conventional duplexer configurations of Figs. 9.5 to 9.7. The circulator does not provide 
sufficient protectiorl by itself and requires a receiver protector as in Fig. 9.9. The isolation 
between the transmitter and receiver ports of a circulator is seldom sufficient to protect the 
receiver fj-om damage. However, it is not the isolation between transmitter and receiver ports 
that usually determines the amount of transmitter power at the receiver, but the impedance 
mismatch at the antenna which reflects transmitter power back into the receiver. The VSWR is 
a measure of the amount of power reflected by the antenna. For example, a VSWR of 1.5 
means that about 4 percent of the transmitter power will be reflected by the antenna mismatch 
in the direction of the receiver, which corresponds to an isolation of only 14 dB. About 11 
percent of the power is reflected when the VSWR is 2.0, corresponding to less than 10 dB of 
isolation. Thus, a receiver protector is almost always required. It also reduces to a safe level 
radiations from nearby transmitters. The receiver protector might use solid-state diodes for an 
all s6lid-state c~nf igura t ion ,~~ or it might be a passive TR-limiter consisting of a radioactive 
primed TR-tube followed by a diode limiter.49*50 The ferrite circulator with receiver protector 
is attractive for radar applications because of its long life, wide bandwidth, and compact 
design. 

Other duplexer considerations. The duplexers described above using passive receiver protec- 
tors have recovery times from a fraction of a microsecond to several tens of microseconds. By 
employing the principle of multipacting, a recovery time as short as 5 ns is p o s ~ i b l e . ~ ~ * ~ ~  A 
multipact& is a vacuum tube which contains surfaces capable of a high yield of secondary 
emission upon impact by an electron.   he secondary emission surfaces are biased with a d-c 
potential. The presence of RF energy causes electrons to make multiple impacts to generate by 
secondary emission a large electron cloud. The electron cloud moves in phase with the oscilla- 
tion of the applied RF electric field to absorb energy from the RF field. The RF power is 
dissipated thermally at the secondary emission surfaces. The recovery time of the multipactor 
is extremely fast. I t  has low spike-leakage, and can handle high peak and average powers. The 
flat-leakage power passed by the multipactor is high enough to require a passive diode limiter 
following the multipactor. The multipactor has the disadvantage of being complex, and it 
offers no protection if the power is turned off. 

With fast-rise-time, high-power RF sources, the receiver protector may be required to 
self-limit in less than one nanosecond. This can be achieved with fast-acting PN (varactor) 
diodes. A number of diode stages, preceded by plasma limiters, might be employed in such a 
receiver protector. In one design, an X-band passive receiver protector was capable of limiting 
a 1 ns risetime, multi-kilowatt RF pulses to 1-W spike levels.53 

RECEIVERS, D1SPLA Y5, AND DUPLEXERS 365

Antenna

Transmitter

Circulator

TR tube
r-----+I(radioac live - 1----'----1

primed)

y

Passive TR-limiter

)

Receiver

Figure 9.9 Circulator and receiver protector. A four-port circulator is shown with the fourth port ter­
minated in a matched load to provide greater isolation between the transmitter and the receiver than
provided by a three-port circulator.

Circulator and receiver protector. The ferrite circulator47 is a three- or four-port device that
can, in principle. offer separation of the transmitter and receiver without the need for the
conventional duplexer configurations of Figs. 9.5 to 9.7. The circulator does not provide
sufficient protection by itself and requires a receiver protector as in Fig. 9.9. The isolation
bet ween the transmitter and receiver ports of a circulator is seldom sufficient to protect the
receiver from damage. However, it is not the isolation between transmitter and receiver ports
that usually determines the amount of transmitter power at the receiver, but the impedance
mismatch at the antenna which reflects transmitter power back into the receiver. The VSWR is
a measure of the amount of power reflected by the antenna. For example, a VSWR of 1.5
means that about 4 percent of the transmitter power will be reflected by the antenna mismatch
in the direction of the receiver, which corresponds to an isolation of only 14 dB. About 11
percent of the power is reflected when the VSWR is 2.0, corresponding to less than 10 dB of
isolation, Thus, a receiver protector is almost always required. It also reduces to a safe level
radiations from nearby transmitters. The receiver protector might use solid-state diodes for an
all solid-state configuration,48 or it might be a passive TR-limiter consisting of a radioactive
primed TR-tube followed by a diode limiter.49.5o The ferrite circulator with receiver protector
is attractive for radar applications because of its long life, wide bandwidth, and compact
design.

Other duplexer considerations. The duplexers described above using passive receiver protec­
tors have recovery times from a fraction of a microsecond to several tens of microseconds. By
employing the principle of multipacting, a recovery time as short as 5 ns is possible.44

•
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multipactdf is a vacuum tube which contains surfaces capable of a high yield of secondary
emission upon impact by an electron. Th'e secondary emission surfaces are biased with a d-c
potential. The presence of RF energy causes electrons to make multiple impacts to generate by
secondary emission a large electron cloud. The electron cloud moves in phase with the oscilla­
tion of the applied RF electric field to absorb energy from the RF field. The RF power is
dissipated thermally at the secondary emission surfaces. The recovery time of the multipactor
is extremely fast. It has low spike-leakage, and can handle high peak and average powers. The
flat-leakage power passed by the multipactor is high enough to require a passive diode limiter
following the multipactoL The multipactor has the disadvantage of being complex, and it
offers no protection if the power is turned off.

With fast-rise-time, high-power RF sources, the receiver protector may be required to
self-limit in less than one nanosecond. This can be achieved with fast-acting PN (varactor)
diodes. A number of diode stages, preceded by plasma limiters, might be employed in such a
receiver protector. In one design, an X-band passive receiver protector was capable of limiting
a I ns risetime, multi-kilowatt RF pulses to l-W spike levels. 53



In many radar systems the STC (sensitivity time control), which is a time-dependent 
attenuator, is placed in the RF portion of the radar receiver rather than in the IF. When a 
diode limiter is used in the receiver protector, the STC function can be readily incorporated by 
inserting a variable bias into the limiter diodes to provide an attenuator that varies with 
time.40*49 The PIN diodes serve the dual function of self-limiting during transmit, and act as a 
variable attenuator, or STC, during receive. One of the advantages of an integral STC using 
the diode limiter rather than a separate RF STC, is that no additional insertion loss is suffered 
for the STC other than that inherent in the TR-limiter itself. 

In a solid-state limiter, it is also possible to couple a noise diode into the output to 
provide a convenient source for checking receiver noise-figure." 

Several hundred hours of life is considered typical for conventional TR tubes that use an 
active keep-alive discharge. However, a duplexer using a passive radioactive-primed TR and 
diode limiter is capable of perhaps five thousand hours of life,50 with predictionsfof up to four 
years of continuous ~ p e r a t i o n . ~ '  
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In many radar systems the STC (sensitivity time control), which is a time-dependent
attenuator, is placed in the RF portion of the radar receiver rather than in the I F. When a
diode limiter is used in the receiver protector, the STC function can be readily incorporated by
inserting a variable bias into the limiter diodes to provide an attenuator that varies with
time.40

,49 The PIN diodes serve the dual function of self-limiting during transmit, and act as a
variable attenuator, or STC, during receive. One of the advantages of an integral STC using
the diode limiter rather than a separate RF STC, is that no additional insertion loss is suffered
for the STC other than that inherent in the TR-limiter itself.

In a solid-state limiter, it is also possible to couple a noise diode into the output to
provide a convenient source for checking receiver noise-figure"~o

Several hundred hours of life is considered typical for conventional TR tubes that use an
active keep-alive discharge. However, a duplexer using a passive radioactive-primed TR and
diode limiter is capable of perhaps five thousand hours of life,50 with predictionsJof up to four
years of continuous operation.49
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CHAPTER 

TEN 
DETECTION OF RADAR SIGNALS IN NOISE 

The two basic operations performed by radar are ( I )  detectio~t of the presence of reflecting 
objects, and (2) exrractiotl of information from the received waveform to obtain such target 
data as position, velocity, and perhaps size. The operations of detection and extraction may be 
performed separately and in either order, although a radar that is a good detection device is 
usually a good radar for extracting information, and vice versa. In this chapter some aspects of 
the problem of detecting radar signals in the presence of noise will be considered. Noise 
ultimately limits the capability of any radar. The problem of extracting information from the 
received waveform is described in the next chapter. The detection of signals in the presence of 
clutter is discussed in Chap. 13. 

A network wllose frequency-respoose function maximizes the output peak-signal-to-tnean- 
noise (power) ratio is called a matchedfilter. This criterion, or its equivalent, is used for the 
design of almost all radar receivers. 

The frequency-response function, denoted H (  f ), expresses the relative amplitude and 
phase of the output of a network with respect to the input when the input is a pure sinusoid. 
The magnitude I H (  f )  I of the frequency-response function is the receiver amplitude passband 
characteristic. I f  the bandwidth of the receiver passband is wide compared with that occupied 
by the signal energy, extraneous noise is introduced by the excess bandwidth which lowers the 
output signal-to-noise ratio. On the other hand, if the receiver bandwidth is narrower than the 
bandwidth occupied by the signal, the noise energy is reduced along with a considerable part 
of the signal energy. The net result is again a lowered signal-to-noise ratio. Thus there is an 
optimum bandwidth at which the signal-to-noise ratio is a maximum. This is well known to 
the radar receiver designer. The rule of thumb quoted in pulse radar practice is that the 
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TEN
DETECTION OF RADAR SIGNALS IN NOISE

10.1 INTRODUCTION

The two basic operations performed by radar are (1) detection of the presence of reflecting
objects, and (2) extraction of information from the received waveform to obtain such target
data as position, velocity, and perhaps size. The operations ofdetection and extraction may be
performed separately and in either order, although a radar that is a good detection device is
usually a good radar for extracting information, and vice versa. In this chapter some aspects of
the problem of detecting radar signals in the presence of noise will be considered. Noise
ultimately limits the capability of any radar. The problem of extracting information from the
received waveform is descrihed in the next chapter. The detection of signals in the presence of
clutter is discussed in Chap. 13.

('

10.2 MATCHED-FILTER RECEIVER18

A network whose frequency-response function maximizes the output peak-signal-to-mean­
noise (power) ratio is called a matched filter. This criterion, or its equivalent, is used for the
design of almost all radar receivers.

The frequency-response function, denoted H(f), expresses the relative amplitude and
phase of the output of a network with respect to the input when the input is a pure sinusoid.
The magnitude IH(f) I of the frequency-response function is the receiver amplitude passband
characteristic. If the bandwidth of the receiver passband is wide compared with that occupied
by the signal energy, extraneous noise is introduced by the excess bandwidth which lowers the
output signal-to-noise ratio. On the other hand, if the receiver bandwidth is narrower than the
bandwidth occupied by the signal, the noise energy is reduced along with a considerable part
of the signal energy. The net result is again a lowered signal-to-noise ratio. Thus there is an
optimum bandwidth at which the signal-to-noise ratio is a maximum. This is well known to
the radar receiver designer. The rule of thumb quoted in pulse radar practice is that the



receiver bandwidth B should be approximately equal to the reciprocal of the pulse width T. As 
we shall see later, this is a reasonable approximation for pillse radars with conventional 
superheterodyne receivers. It is not generally valid for other waveforms, however, and is 
mentioned to illustrate in a qualitative manner the effect of the receiver characteristic on 
signal-to-noise ratio. The exact specification of the optimum receiver characteristic involves 
the frequency-response function and the shape of the received waveform. 

The receiver frequency-response function, for purposes of this discussion, is assumed to 
apply from the antenna terminals to the output of the I F  amplifier. (The second detector and 
video portion of the well-designed radar superheterodyne receiver will have negligible effect on 
the output signal-to-noise ratio if the receiver is designed as a matched filter.) Narrowbanding 
is most conveniently accomplished in the IF. The bandwidths of the R F  and mixer stages of 
the normal superheterodyne receiver are usually large compared with the IF  bandwidth. 
Therefore the frequency-response function of the portion of the receiver included'between the 
antenna terminals to  the output of the I F  amplifier is taken to be that of the I F  amplifier alone. 
Thus we need only obtain the frequency-response function that maximizes the signal-to-noise 
ratio at  the output of the IF. The I F  amplifier may be considered as a filter with gain. The 
response of this filter as a function of frequency is the property of interest. 

For a received waveform s(t) with a given ratio of signal energy E to noise energy N o  (or 
noise power per hertz of bandwidth), North1 showed that the frequency-response functton of 
the linear, time-invariant filter which maximizes the output peak-signal-to-mean-noise 
(power) ratio for a fixed input signal-to-noise (energy) ratio is 

H ( f )  = G,S*(f) exp ( -j2ncSt 1) (10.1) 
00 

where S( f )  = s(t) exp (-j2zfi) dl  = voltage spectrum (Fourier transform) of input 
J -m 

signal 
S*(f)  = complex conjugate of S( f) 

t ,  = fixed value of time at which signal is observed to be maximum 
G, = constant equal to maximum filter gain (generally taken to  be unity) 

The noise that accompanies the signal is assumed to  be stationary and to have a uniform 
spectrum (white noise). It need not be gaussian. If the noise is not white, Eq. (10.1) may be 
modified as discussed later in this section. The filter whose frequency-response function is 
given by Eq. (10.1) has been called the North filter, the conjugate filter, or more usually the 
matched filter. It has also been called the Fourier transform criterion. It should not be confused 
with the circuit-theory concept of impedance matching, which maximizes the power transfer 
rather than the signal-to-noise ratio. 

The frequency-response function of the matched filter is the conjugate of the spectrum of 
the received waveform except for the phase shift exp ( -  j2rcftl). This phase shift varies uniformly 
with frequency. Its effect is to  cause a constant time delay. A time delay is necessary in the 
specification of the filter for reasons of physical realizability since there can be no  output from 
the filter until the signal is applied. The frequency spectrum of the received signal may be 
written as  an amplitude spectrum IS( f )  ( and a phase spectrum exp [ -  j4,( f )]. The matched- 
filter frequency-response function may similarly be written in terms of its amplitude and phase 
spectra / H(  f )  ) and exp [-I&,( f )]. Ignoring the constant G,, Eq. (10.1) for the matched filter 
may then be written as  

and 4m(f)  = -4df) + 2xfil (10.3b) 
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receiver bandwidth 8 should be approximately equal to the reciprocal of the pulse width r. As
we shall see later, this is a reasonable approximation for pulse radars with conventional
superheterodyne receivers. It is not generally valid for other waveforms, however, and is
mentioned to illustrate in a qualitative manner the effect of the receiver characteristic on
signal-to-noise ratio. The exact specification of the optimum receiver characteristic involves
the frequency-response function and the shape of the received waveform.

The receiver frequency-response function, for purposes of this discussion, is assumed to
apply from the antenna terminals to the output of the IF amplifier. (The second detector and
video portion of the well-designed radar superheterodyne receiver will have negligible efTect on
the output signal-to-noise ratio if the receiver is designed as a matched filter.) Narrowbanding
is most conveniently accomplished in the IF. The bandwidths of the RF and mixer stages of
the normal superheterodyne receiver are usually large compared with the IF bandwidth.
Therefore the frequency-response function of the portion of the receiver included' between the
antenna terminals to the output of the IF amplifier is taken to be that of the IF amplifier alone.
Thus we need only obtain the frequency-response function that maximizes the signal-to-noise
ratio at the output of the IF. The IF amplifier may be considered as a filter with gain. The
response of this filter as a function of frequency is the property of interest.

For a received waveform s(t) with a given ratio of signal energy E to noise energy No (or
noise power per hertz of bandwidth), North j showed that the frequency-response function of
the linear, time-invariant filter which· maximizes the output peak-signal-to-mean-noise
(power) ratio for a fixed input signal-to-noise (energy) ratio is

H(J) = GaS*(J) exp (- j2nft d (10.1 )
00

where S(J) = f s(t) exp (- j2nJt) dt = voltage spectrum (Fourier transform) of input
-00

signal
S*(J) = complex conjugate of S(J)

t j = fixed value of time at which signal is observed to be maximum
Ga = constant equal to maximum filter gain (generally taken to be unity)

The noise that accompanies the signal is assumed to be stationary and to have a uniform
spectrum (white noise). It need not be gaussian. If the noise is not white, Eq. (10.1) may be
modified as discussed later in this section. The filter whose frequency-response function is
given by Eq. (10.1) has been called the North filter, the conjugate filter, or more usually the
matched filter. It has also been called the Fourier transJorm criterion. It should not be confused
with the circuit-theory concept of impedance matching, which maximizes the power transfer
rather than the signal-to-noise ratio.

The frequency-response function of the matched filter is the conjugate of the spectrum of
the received waveform except for the phase shift exp (- j2nft 1)' This phase shift varies uniformly
with frequency. Its effect is to cause a constant time delay. A time delay is necessary in the
specification of the filter for reasons of physical realizability since there can be no output from
the filter until the signal is applied. The frequency spectrum of the received signal may be
written as an amplitude spectrum IS(J) I and a phase spectrum exp [ - jtPs(J)]. The matched­
tilter frequency-response function may similarly be written in terms of its amplitude and phase
spectra IH(J) I and exp [ -jtPm(J)]. Ignoring the constant Ga, Eq. (10.1) for the matched filter
may then be written as

or

and

IH(J) I exp [ - jtPm(J)] = IS(J) I exp {j[tPJ(J) - 2nJt.]}

IH(J}I = IS(J) I
tPm(J) = -tPs(J) + 2nft j

( to.2)

(1O.3a)

(1O.3b)



'l'hus the amplitude spectrum of the matched filter is the same as the amplitude spectrurr~ of  the 
signal, but the phase spectrum of  the matched filter is the negative of the phase spectrum of the 
signal plus a phase shift proportional to frequency. 

The matched filter may also be specified by its impulse response I l ( r ) ,  which is the inverse 
1-ourier trar~sforrn of t I~c  frequency-respot~se fur~ction. 

I = H ( / )  exp (j2nj1) d/ 
- w 

Pt~ysically, the iri~pi~lse response is the output of the filter as a function of time when the itiput 
is an irnpulse (delta function). Substituting Eq. (10.1) into Eq. (10.4) gives 

Since S * ( f )  = S(- f ), we have 

a3 

/ I ( ( )  = G,, S ( f )  exp [j2nf ( t i  - r ) ]  d f  = G,s(t - t )  

A rather interesting result is that the impulse response of the matched filter is the image of 
the received waveform; that is, i t  is the same as the received signal run backward in time 
starting from the fixed time t , .  Figure 10.1 shows a received waveform s ( t )  and the impulse 
response I t ( ( )  of its matched filter. 

The impulse response of the filter, if it is to  be realizable, is not defined for t  < 0. (One 
cannot have any response before the impulse is applied.) Therefore we must always have 
r < r ,. This is equivalent to  the condition placed on the transfer function H ( f )  that there be a 
phase shift exp (-j2nj-t ,). However, for the sake of convenience, the impulse response of the 
matched filter is sometimes written simply as s ( -  t). 

Derivation of the matched-filter characteristic, The frequency-response function of the 
matched filter has been derived by a number of authors using either the calculus of varia- 
tions' or the Schwartz i n e q ~ a l i t y . ~  In this section we shall derive the matched-filter frequency- 
response function using the Schwartz inequality. 

I-, 
( a )  

I I-+ Figure 10.1 (a) Received waveform s ( t ) ;  (b) impulse response 
( b )  I t ( t )  of the matched filter. 
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Thus the amplitude spectrum orthe matched filter is the same as the amplitude spectrum of the
signal, but the phase spectrum of the matched filter is the negative of the phase spectrum of the
signal plus a phase shirt proportional to frequency.

The matched filter may also be specified by its impulse response h(t), which is the inverse
Fourier transform of the frequency-response function.

00

h(t) = f HU) exp (j2nft) df
-00

( 10.4)

Physically, the impulse response is the output of the filter as a function of time when the input
is an impulse (delta function). Substituting Eq. (10.1) into Eq. (10.4) gives

II(t) = Ga foo S*U) exp [-j2rif(tl - t)J df
-00

Since S*(f) = S( -f), we have

h(t) = Ga foo SU) exp [j2nf(tt - t)] df= Gas(tt - t)
-00

(10.5 )

(10.6 )

A rather interesting result is that the impulse response of the matched filter is the image of
the received waveform; that is, it is the same as the received signal run backward in time
starting from the fixed time (I' Figure 10.1 shows a received waveform s(t) and the impulse
response II(r) of its matched filter.

The impulse response of the filter, if it is to be realizable, is not defined for t < O. (One
cannot have any response before the impulse is applied.) Therefore we must always have
( < (I' This is equivalent to the condition placed on the transfer function H(f) that there be a
phase shift exp ( - j2rr.ft I)' However, for the sake of convenience, the impulse response of the
matched filter is sometimes written simply as s( - t).

Derivation of the matched-filter characteristic. The frequency-response function of the
matched filter has been derived by a number of authors using either the calculus of varia­
t ions 1 or the Schwartz inequality.9 In this section we shall derive the matched-filter frequency­
response function using the Schwartz inequality.

5 (t)

t, t---
(a)

h(t)

(b)

t- Figure 10.1 (a) Received waveform s(t); (b) impulse response
h(r) of the matched filter.
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We wish to show that the frequency-response function of the linear, time-invariant filter 
which maximizes the output peak-signal-to-mean-noise ratio is 

when the input noise is stationary and white (uniform spectral density). The ratio we wish to 
maximize is 

where (s0(t)lm,, = maximum value of output signal voltage and N = mean noise power at 
receiver output. The ratio Rf is not quite the same as the signal-to-noise ratio which has been 
considered previously in the radar equation. [Note that the peak power as used iere  is actually 
the peak instantaneous power, whereas the peak power referred to in the discussion of the 
radar equation in Chap. 2 was the average value of the power over the duration of a pulse of 
sine wave. The ratio R , is twice the average signal-to-noise power ratio when the input signal 
s(t) is a rectangular sine-wave pulse.] The output voltage of a filter with frequency-response 
function H( f) is 

where S(f)  is the Fourier transform of the input (received) signal. The mean output noise 
power is 

where N o  is the input noise power per unit bandwidth. The factor appears before the integral 
because the limits extend from - oo to + oo, whereas N o  is defined as the noise power per cycle 
of bandwidth over positive values only. Substituting Eqs. (10.8) and (10.9) into (10.7) and 
assuming that the maximum value of Is,(t)12 occurs at time t = t l ,  the ratio Rf becomes 

Schwartz's inequality states that if P and Q are two complex functions, then 

The equality sign applies when P = kQ, where k is a constant. Letting 

P* = S(f) exp (jZnfl,) and Q = H(f)  

and recalling that 
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We wish to show that the frequency-response function of the linear, time-invariant filter
which maximizes the output peak-signal-to-mean-noise ratio is

H(J) = GaS*(J) exp (- j2nft 1)

when the input noise is stationary and white (uniform spectral density). The ratio we wish to
. . .

maxImIze IS

( to.7)

where jso(t)lmax = maximum value of output signal voltage and N = mean noise power at
receiver output. The ratio R f is not quite the same as the signal-to-noise ratio which has been
considered previously in the radar equation. [Note that the peak power as used ttere is actually
the peak instantaneous power, whereas the peak power referred to in the discussion of the
radar equation in Chap. 2 was the average value of the power over the duration of a pulse of
sine wave. The ratio R f is twice the average signf:ll-to-noise power ratio when the input signal
s(t) is a rectangular sine-wave pulse.] The output voltage of a filter with frequency-response
function H(J) is

Iso(t) I = , f:a? S(J)H(J) exp (j2nft) df I (to.8 )

where S(J) is the Fourier transform of the input (received) signal. The mean output noise
power is

( 10.9)

where No is the input noise power per unit bandwidth. The factor -1 appears before tht: integral
because the limits extend from - 00 to + 00, whereas No is defined as the noise poweri>er cycle
of bandwidth over positive values only. Substituting Eqs. (to.8) and (to.9) into (to.7) and
assuming that the maximum value of Iso(t) 1

2 occurs at time t = tl> the ratio Rf becomes

R

f

~ It:S(J)H(f) exp (j2nft,) df '

NoJa? IH(f)1 2 df
2 - a?

Schwartz's inequality states that if P and Q are two complex functions, then

I p*P dx JQ*Q dx ~ II P*Q dx 1

2

The equality sign applies when P = kQ, where k is a constant. Letting

p* = S(f) exp U2nfc 1) and Q = H(J)

and recalling that

fp.P dx = f IP 12 dx

(to. 10)

(10.11 )
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we get, on applying the Scllwartz inequality to the numerator of Eq. (10.10), 

,r > n~ 

( 7 )  1 i f  = s 2 ( t )  dt = signal energy = E (10.13) 
m - - m 

-l'tiereTc>re we have 

The  frequency-response function which maximizes the peak-signal-to-mean-noise ratio R, 
rnay be obtained by noting that the equality sign in Eq. (10.1 1 )  applies when P = kQ, or 

where the constant k has been set equal to  l /G,.  
The interesting property of the matched filter is that n o  matter what the shape of the 

input-signal waveform, the maximum ratio of the peak signal power to  the mean noise power 
is simply twice the energy E contained in the signal divided by the noise power per hertz of 
band width N o .  The noise power per hertz of bandwidth, N o ,  is equal to kTo F where k is the 
Roltzmann constant, To is the standard temperature (290 K), and F is the noise figure. 

The matched filter and the correlation function. The output of the matched filter is not a replica 
of the input signal. However, from the point of view of detecting signals in noise, preservjng the 
shape of  the signal is of  no  importance. If it is necessary t o  preserve the shape of the input 
pulse rather than maximize the output signal-to-noise ratio, some other criterion must be 
employed. ' O  

The output of the matched filter may be shown to be proportional to the input signal 
cross-correlated with a replica of the transmitted signal, except for the time delay t l .  Thc 
cross-correlqion function R ( t )  of two signals y(A) and s(A), each of finite duration, is defined as 

The output yo( t )  of a filter with impulse response h( t )  when the input is yi,(t) = s ( t )  + r t ( t )  is 

I f  the filter is a matched filter, then h(A) = s ( t l  - A )  and Eq. (10.17) becomes 

Thus the matched filter forms the cross correlation between the received signal corrupted by 
noise and a replica of the transmitted signal. The replica of the transmitted signal is "built in " 
t o  the matched filter via the frequency-response function. If the input signal y,,(t) were the 
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wc gct, on applying the Schwartz inequality to the numerator of Eq. (10.10),
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(10.14)

The frequency-response function which maximizes the peak-signal-to-mean-noise ratio R f
may be obtained by noting that the equality sign in Eq. (10.11) applies when P = kQ, or

H(f) = GaS*(J) exp( -j2nftd (10.15)

where the constant k has been set equal to I/Ga •

The interesting property of the matched filter is that no matter what the shape of the
input-signal waveform, the maximum ratio of the peak signal power to the mean noise power
is simply twice the energy E contained in the signal divided by the noise power per hertz of
bandwidth No. The noise power per hertz of bandwidth, No, is equal to kToF where k is the
Boltzmann constant, To is the standard temperature (290 K), and F is the noise figure.

lbe matched filter and the correlation function. The output of the matched filter is not a replica
of the input signal. However, from the point of view of detecting signals in noise, preservjng the
shape of the signal is of no importance. If it is necessary to preserve the shape of the input
pulse rather than maximize the output signal-to-noise ratio, some other criterion must be
employed. I 0

The output of the matched filter may be shown to b(: proportional to the input signal
cross-correlated with a replica of the transmitted signal, except for the time delay t l' The
cross-correl<\lion function R(t) of two signals Y(A) and S(A), each of finite duration, is defined as

R(t) = Ioo

Y(A)S(A - t) dA
-00

(10.16)

The output yo(t) of a filter with impulse response h(t) when the input is Yin{t) = s{t) + ll{t) is

00

yo(t) = I Yin(A)h(t - A) dA
-00

If the filter is a matched filter, then 11(,1.) = S{tl - A) and Eq. (1O.17) becomes

Yo(t) = Ioo

Y'n(A)s(t I - t + A) dA = R(t - t d
-00

(10.17)

(10.18)

Thus the matched filter forms the cross correlation between the received signal corrupted by
noise and a replica of the transmitted signal. The replica of the transmitted signal is" built in"
to the matched filter via the frequency-response function. If the input signal Yln(t) were the
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Figure 10.2 Efficiency, relative to a matched filter, of a single-tuned resonant filter and a rectangular 
shaped filter, when the input signal is a rectangular pulse of width r.  B = filter bandwidth. 

same as the signal s(t) for which the matched filter was designed (that is, the noise is assumed 
negligible), the output would be the autocorrelation function. The autocorrelation function of 
a rectangular pulse of width r is a triangle whose base is of width 2.r. 

Efficiency of nonmatched filters. In practice the matched filter cannot always be obtained 
exactly. It is appropriate, therefore, to examine the efficiency of nonmatched filters compared 
with the ideal matched filter. The measure of efficiency is taken as the peak signal-to-noise 
ratio from the nonmatched filter divided by the peak signal-to-noise ratio ( 2 E / N o )  from the 
matched filter. Figure 10.2 plots the efficiency for a single-tuned (RLC) resonant filter and a 
rectangular-shaped filter of half-power bandwidth B, when the input is a rectangular pulse of  
width t. The maximum efficiency of the single-tuned filter occurs for Br w 0.4. The correspond- 
ing loss in signal-to-noise ratio is 0.88 dB as compared with a matched filter. Table 10.1 lists 

Table 10.1 Efficiency of nonmatched filters compared with the matched filter 

input signal 

Rectangular pulse 
Rectangular pulse 
Gaussian pulse 
Gaussian pulse 
Rectangular pulse 

Rectangular pulse 

Rectangular pulse 

Loss in SNR compared 
with matched filter, dB 

0.85 
0.49 
0.49 
0 (matched) 

0.88 

0.56 

0.5 
I 

Filter 

Rectangular 
Gaussian 
Rectangular 
Gaussian 
One-stage, 

single-tuned circuit 
2 cascaded single-tuned 

stages , .. 
5 cascaded &le-tuned 

stages ' 

. 
Optimum Br 

1.37 
0.72 
0.72 
0.44 

0.4 

0.613 

0.672 
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Figure 10.2 Efficiency, relative to a matched filter, of a single-tuned resonant filter and a rectangular
shaped filter, when the input signal is a rectangular pulse of width r. B = filter bandwidth.

same as the signal s(t) for which the matched filter was designed (that is, the noise is assumed
negligible), the output would be the autocorrelation function. The autocorrelation function of
a rectangular pulse of width r is a triangle whose base is of width 2r.. .

Efficiency of nonmatched filters. In practice the matched filter cannot always be obtained
exactly. It is appropriate, therefore, to examine the efficiency of non matched filters compared
with the ideal matched filter. The measure of efficiency is taken as the peak signal-to-noise
ratio from the nonmatched filter divided by the peak signal-to-noise ratio (2E/ No) from the
matched filter. Figure 10.2 plots the efficiency for a single-tuned (RLC) resonant filter and a
rectangular-shaped filter of half-power bandwidth B, when the input is a rectangular pulse of
width r. The maximum efficiency of the single-tuned filter occurs for Br ;.::::: 0;4, The correspond­
ing loss in signal-to~noise ratio is 0.88 dB as compared with a matched filter. Table 10.1 lists

Table 10.1 Efficiency of nonmatched filters compared with the matched filter

Loss in SNR compared
Input signal Filter Optimum Br with matched filter, dB

Rectangular pulse Rectangular 1.37 0.85
Rectangular pulse Gaussian 0.72 0.49
Gaussian pulse Rectangular 0.72 0.49
Gaussian pulse Gaussian 0.44 0 (matched)
Rectangular pulse One-stage,

single-tuned circuit 0.4 0.88
Rectangular pulse 2 cascaded single-tuned

stages ... :',; ~ . 0.613 0.56
Rectangular pulse 5 cascaded single-tuned

stages
. , .

0.672 0.5
;
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the values of Br which maximize the signal-to-noise ratio (SNR) for various combinations of 
filters and pulse shapes. I t  can be seen that the loss in SNR incurred by use of these non- 
matched filters is small. 

hlatched filter with nonwhite noise. In the derivation of the matched-filter characteristic 
[Eq. (10.15)], the spectrurn of the noise accompanying the signal was assumed to be white; that 
is, i t  was independent of frequency. If this assumption were not true, the filter which maximizes 
the output signal-to-noise ratio would not be the same as the matched filter of Eq. (10.15). I t  
has been shown " I '  that if  the input power spectrum of the interfering noise is given by 
[ N , ( . f ) J 2 ,  the frequency-response function of the filter which maximizes the output signal-to- 
noise ratio is 

When the noise is nonwhite, the filter which maximizes the output signal-to-noise ratio is 
called the N W N  (nonwhite noise) matched filter. For white noise [Ni(f )I2 = constant and the 
N W N matched-filter frequency-response function of Eq. (10.19) reduces to that of Eq. (10.15). 
Equation (10.19) can be written as 

1 H (  f )  = - -  --- '('I * exp ( - j2njii, ) 
N i O )  ~ a ( ~ i ( f ) )  

This indicates that the NWN matched filter can be considered as the cascade of two filters. The 
first filter, with frequency-response function l/Ni( f ), acts to make the noise spectrum uniform, 
or white. I t  is sometimes called the whiteningfilter. The second is the matched filter described 
by Eq. (10.15) when the input is white noise and a signal whose spectrum is S(f )/Ni(f ). 

10.3 CORRELATION  DETECTION'^^^ 

Equation (10.18) describes the output of the matched filter as the cross correlation between the 
input signal and a delayed replica of the transmitted signal. This implies that the matched-filter 
receiver can be replaced by a cross-correlation receiver that performs the same rnathematica! 
operation. as shown in Fig. 10.3. The input signal y ( t )  is multiplied by a delayed replica of the 
transmitted Ggnal s(r  - T,), and the product is passed through a low-pass filter to perform 
the integration. The cross-correlation receiver of Fig. 10.3 tests for the presence of a target at 
only a single time delay T,. Targets at other time delays, or ranges, might be found by varying 
T,.  However, this requires a longer search time. The search time can be reduced by adding 

Received siqnol y;( l )  

Mixer 
(multiplier) fi lter Output 

(integrator) 

Stored Delay 

Figure 103 Block diagram of a cross-correlation receiver. 
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the values of Br which maximize the signal-to-noiseratio,(SNR) for various combinations of
filters and pulse shapes. It can be seen that the loss in SNR incurred by use of these non­
malched filters is small.

Matched filter with nonwhite noise. In the derivation of the matched-filter characteristic
[Eq. (10.15)J, the spectrum of the noise accompanying the signal was assumed to be white; that
is, it was independent of frequency. Ir this assumption were not true, the filter which maximizes
the output signal-ta-noise ratio would not be the same as the matched filter of Eq. (10.15). It
has been shown 11 13 that if the input power spectrum of the interfering noise is given by
[NlfW, the frequency-response function of the filter which maximizes the output signal-to­
noise ratio is

( 10.19)

When the noise is nonwhite, the filter which maximizes the output signal-to-noise ratio is
called the NWN (nonwhite noise) matched filter. For white noise [N j(f)]2 = constant and the
NWN matched-filler frequency-response function of Eq. (10.19) reduces to that ofEq. (10.15).
Equation (10.19) can be written as

1 ( S(f) )* .H(J) =----- x G -- exp (- ]2nJt )
Nj(f) a Nj(f) 1

( 10.20)

This indicates that the NWN matched filter can be considered as the cascade of two filters. The
first filter, with frequency-response function IjN j(J), acts to make the noise spectrum uniform,
or white, It is sometimes called the whitening filter. The second is the matched filter described
by Eq. (10.15) when the input is white noise and a signal whose spectrum is S(J)jNj(J).

10.3 CORRELATION DETECfION l 4-23

Equation (10.18) describes the output of the matched filter as the cross correlation between the
input signal and a delayed replica of the transmitted signal. This implies that the matched-filter
receiver can be replaced by a cross-correlation receiver that performs the same mathematica~

operation, as shown in Fig. 10.3. The input signal y(t) is multiplied by a delayed replica of the
transmitted f1gnal s(r - 1;), and the product is passed through a low-pass filter to perform
the integration. The cross-correlation receiver of Fig. 10.3 tests for the presence of a target at
only a single time delay T,. Targets at other time delays, or ranges, might be found by varying
T,. However, this requires a longer search time. The search time can be reduced by adding

Output

Received signal h( t)
-

Mixer Low-pass

(multlplierl f- filter f------
(integrator)

Stored Delay
replica sltl r,. s(t-T,.l

FiRU"e 10.3 Block diagram of a cross-correlation receiver.



parallel channels, each containing a delay line corresponding to a particular value of T,,  as 
well as a multiplier and low-pass filter. In some applications it may be possible to record the 
signal on some storage medium, and at a higher playback speed perform the search sequen- 
tially with different values of T,. That is, the playback speed is increased in proportion to the 
number of time-delay intervals T, that are to be tested. 

Since the cross-correlation receiver and the matched-filter receiver are equivalent math- 
ematically, the choice as to which one to use in a particular radar application is determined by 
which is more practical to implement. The matched-filter receiver, or an approximation, has 
been generally preferred in the vast majority of applications. 

10.4 DETECTION CRITERIA J 

The detection of weak signals in the presence of noise is equivalent to deciding whether the 
receiver output is due to noise alone or to signal-plus-noise. This is the type of decision 
probably made (subconsciously) by a human operator on the basis of the information present 
at the radar indicator. When the detection process is carried out automatically by electronic 
means without the aid of an operator, the detection criterion cannot be left to chance and must 
be carefully specified and built into the decision-making device by the radar designer. 

In Chap. 2 the radar detection process was described in terms of threshold detection. 
Almost all radar detection decisions are based upon comparing the output of a receiver with 
some threshold level. If the envelope of the receiver output exceeds a pre-established threshold, 
a signal is said to be present. The purpose of the threshold is to divide the output into a region 
of no detection and a region of detection; or in other words, the threshold detector allows a 
choice between one of two hypotheses. One hypothesis is that the receiver output is due to 
noise alone; the other is that the output is due to signal-plus-noise. It was shown in Chap. 2 
that the dividing line between these two regions depended upon the probability of a false 
alarm, which in turn is related to the average time between false alarms. 

There are two types of errors that might be made in the decision process. These are 
t~navoidable with observations of finite duration in the presence of noise. One kind of error 15 

to mistake noise for signal when only noise is present. This occurs whenever the noise is large 
enough to exceed the threshold level. In statistical detection theory it  is sometimes called a 
type I error. The radar engineer would call it a false alarm. A type 11 error is one in which the 
signal is erroneously considered to be noise when signal is actually present. This is a missell 
detection to the radar engineer. The setting of the threshold represents a compromise between 
these two types of errors. A relatively large threshold will reduce the probability of a false 
alarm, but there will be more missed detections. The nature of the radar application will 
influence to a large extent the relative importance of these two errors and, therefore, the setting 
of the threshold. 

Neyman-Pearson observer. The threshold level was selected in Chap. 2 so as not to exceed a 
specified false-alarm probability; that is, the probability of detection was maximized for a fixed 
probability of false alarm. This is equivalent to fixing the probability of a type I error and 
minimizing the type I1 error. It is similar to the Neyman-Pearson test used in statistics 
for determining the validity of a specified statistical h y p o t h e s i ~ . ~ ~ ~ ~ ~  Therefore this type of 
threshold detector is sometimes called a Neyman-Pearson Observer. In statistical terms it is 
claimed to be a uniformly most powerful test and is an optimum one, no matter what the a 
priori probabilities of signal and noi~e.~"he Neyman-Pearson criterion is well suited for 
radar application and is usually used in practice, whether knowingly or not. 
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parallel channels, each containing a delay line corresponding to a particular value of T" as
well as a multiplier and low-pass filter. In some applications it may be possible to record the
signa"! on some storage medium, and at a higher playback speed perform the search sequen­
tially with different values of T,.. That is, the playback speed is increased in proportion to the
number of time-delay intervals T,. that are to be tested.

Since the cross-correlation receiver and the matched-filter receiver are equivalent math­
ematically, the choice as to which one to use in a particular radar application is determined by
which is more practical to implement. The matched-filter receiver, or an approximation, has
been generally preferred in the vast majority of applications.

lOA DETECTION CRITERIA .J

The detection of weak signals in the presence of noise is equivalent to deciding whether the
receiver output is due to noise alone or to signal-plus-noise. This is the type of decision
probably made (subconsciously) by a human operator on the basis of the information presen t
at the radar indicator. When the detection process is carried out automatically by electronic
means without the aid of an operator, the detection criterion cannot be left to chance and must
be carefully specified and built into the decision-making device by the radar designer.

In Chap. 2 the radar detection process was described in terms of threshold detection.
Almost all radar detection decisions are based upon comparing the output of a receiver with
some threshold level. Hthe envelope of the receiver output exceeds a pre-established threshold,
a signal is said to be present. The purpose of the threshold is to divide the output into a region
of no detection and a region of detection; or in other words, the threshold detector allows a
choice between one of two hypotheses. One hypothesis is that the receiver output is due to
noise alone; the other is that the output is due to signal-plus-noise. It was shown.in Chap. 2
that the dividing line between these two regions depended upon the probability of a false
alarm, which in turn is related to the average time between false alarms.

There are two types of errors that might be made in the decision process. These are
unavoidable with observations of finite duration in the presence of noise. One kind of error is
to mistake noise for signal when only noise is present. This occurs whenever the noise is large
enough to exceed the threshold level. In statistical detection theory it is sometimes called a
type I error. The radar engineer would call it afalse alarm. A type II error is one in which the
signal is erroneously considered to be noise when signal is actually present. This is a missed
detection to the radar engineer. The setting of the threshold represents a compromise between
these two types of errors. A relatively large threshold will reduce the probability of a false
alarm, but there will be more missed detections. The nature of the radar application will
influence to a large extent the relative importance of these two errors and, therefore, the setting
of the threshold.

Neyman-Pearson observer. The threshold level was selected in Chap. 2 so as not to exceed a
specified false-alarm probability; that is, the probability of detection was maximized for a fixed
probability of false alarm. This is equivalent to fixing the probability of a type I error and
minimizing the type II error. It is similar to the Neyman-Pearson test used in statistics
for determining the validity of a specified statistical hypothesis.24.2~ Therefore this type of
threshold detector is sometimes called a Neyman-Pearson Observer. In statistical terms it is
claimed to be a uniformly most powerful test and is an optimum one, no matter what the a
priori probabilities of signal and noise. 25 The Neyman-Pearson criterion is well suited for
radar application and is usually used in practice, whether knowingly or not.
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Likelihood-ratio receiver. The likelitlood ratio is an important statistical tool and may be 
defiried as the ratio of the probability-detisity function corresponding to signal-plus-noise, 
prn(r), to the probability-density function of noise alone, pn(t) ) .  

I t  is a rlieasure of how likely i t  is that the receiver envelope 1)  is due to signal-plus-noise as 
compared witti noise alone, I t  is a random variable and depends upon the receiver input. I f  the 
likelihood ratio l , , ( t ) )  is sufficicrltly I;~rge, i t  would be reasonable to conclude that the siprial 
was indeed present. Thus detection rnay be accomplished by establishing a threshold at the 
out put of a receiver which conlputes the likelihood ratio. The selection of the proper threshold 
level will dcpc~ld upor1 tltc statistical dctectiotl criterioti used and by the probabilities of error 
desired and their relative importance. 

The likelihood ratio is primarily useful in the analysis of the statistical-detection problem. 
I t  is difficult to conceive, however, of a receiver that computes the likelihood ratio directly as 
defined by Eq. (10.21). However, in certain cases the receiver which computes the likelihood 
ratio is equivalent to a receiver which co~nputes the cross-correlation function or to one with a 
matched-filter characteristic, that is, one which maximizes the output signal-to-noise ratio.24 

Tile Neyrnan-Pearson Observer is equivalent to examining the likelihood ratio and deter- 
rriining i f  L,(v )  2 K, where K is a real, nonnegative number dependent upon the probability of 
false alarm selected. 

Interse probability receiver. A detection criterion that has been popular particularly for the 
theoretical analysis of statistical detection and for statistical parameter estimation is that 
based on irlverse probability. The usual detection criteria employ the concept of direct probabil- 
ity, which describes the chance of an event happening on a given hypothesis. For example, the 
probability that a particular radar will detect a certain target under specified conditions is a 
direct probability. On the other hand, if an event actually happens, the problem of forming the 
best estimate of the cause of the event is a problem in inverse probability. For example, assume 
the event in question to be the output voltage v from a radar receiver. Upon obtaining this 
voltage, i t  is of interest to determine whether the output was caused by noise or by signal in the 
presence of noise. The probabilities of obtaining noise and signal-plus-noise before the event 
takes place are the a priori probabilities. They represent the initial state of knowledge concern- 
ing the even& The probability that the receiver output v was caused by noise or by signal-plus- 
noise is an a posteriori probability and represents the state of knowledge obtained as a result 
of observing the output. 

The method of inverse probability involves the use of the a priori probabilities associated 
with each of the possible hypotheses which could explain the event. The a priori probabilities 
are used, along with a knowledge of the event, to compute the a posteriori probabilities. A 
separate a posteriori probability is computed for each hypothesis. That hypothesis which 
results in the largest a posteriori probability is selected as the most likely to explain the event. 

This method has been applied by Woodward and Davies to the reception of signals in 
It is based upon the application of Bayes' rule for the probability of causes.29 The 

joint probability of two events x and y is 

where p(x) and p(y) = probabilities of events x and y, respectively 

p(y 1 x) = conditional probability that event y will occur, given that event x has 
occurred 

p ( ~  1 1 . )  - rondi t i r>t in l  n rohnhi l i tv  nf  veti it u eiven f l in t  I. hns nccr~rred 
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Likelihood-ratio receher. The likelihood ratio is an important statistical tool and may be
defined as the ratio of the probahilliy~density function correspollding to signal-plus-noise.
p,"(I'). to the probability-density function of noise alone, p"(v).

( 10.21 )

I t is a measure of how likely it is that the receiver envelope IJ is due to signal-plus-noise as
compared with noise alone. It is a random variable and depends upon the receiver input. Hthe
likelihood ratio L.(p) is surticiently large, it would be reasonable to conclude that the signal
was indeed present. Thus detection Illay be accomplished by establishing a threshold at the
output of a receiver which computes the likelihood ratio. The selection of the proper threshold
level will depend upon the statistical detection criterion used and by the probabilities of error
desired and their relative importance.

The likelihood ratio is primarily useful in the analysis of the statistical-detection problem.
It is difficult to conceive, however, of a receiver that computes the likelihood ratio directly as
defined by Eq. (10.21). However, in certain cases the receiver which computes the likelihood
ratio is equivalent to a receiver which computes the cross-correlation function or to one with a
matched-filter characteristic, that is, one which maximizes the output signal-to-noise ratio. 24

The Neyman-Pearson Observer is equivalent to examining the likelihood ratio and deter­
mining if Lr(v) ~ K, where K is a real, nonnegative number dependent upon the probability of
false alarm selected.

Im'erse probability receiver. A detection criterion that has been popular particularly for the
theoretical analysis of statistical detection and for statistical parameter estimation is that
based on inverse probability. The usual detection criteria employ the concept of direct probabil­
ity, which describes the chance of an event happening on a given hypothesis. For example, the
probability that a particular radar will detect a certain target under specified conditions is a
direct probability. On the other hand, if an event actually happens, the problem of forming the
best estimate of the cause of the event is a problem in inIJerse probability. For example, assume
the event in question to be the output voltage v from a radar receiver. Upon obtaining this
voltage, it is of interest to determine whether the output was caused by noise or by signal in the
presence of noise. The probabilities of obtaining noise and signal-plus-noise before the event
takes place are the a priori probabilities. They represent the initial state of knowledge concern~

ing the evenJ.. The probability that the receiver output v was caused by noise or by signal-plus­
noise is an a posteriori probability and represents the state of knowledge obtained as a result
of observing the output.

The method of inverse probability involves the use of the a priori probabilities associated
with each of the possible hypotheses which could explain the event. The a priori probabilities
are used, along with a knowledge of the event, to compute the a posteriori probabilities. A
separate a posteriori probability is computed for each hypothesis. That hypothesis which
results in the largest a posteriori probability is selected as the most likely to explain the event.

This method has been applied by Woodward and Davies to the reception of signals in
noise.2

6-28 It is based upon the application of Bayes' rule for the probability of causes.29 The
joint probability of two events x and y is

p(x, y) = p(x)p(y Ix) = p(y)p(x Iy) (10.22)

where p(x) and p(y) = probabilities of events x and y, respectively

p(y Ix) = conditional probability that event y will occur, given that event x has
occurred

,,( Y I ,.) - ('nllriirinl1f11 nrnh~hilirv nf pVPllf y vivPIl fhflt ,. h~<; n('C-llrrf"O
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Let the event x = SN represent signal-plus-noise, and let the event y be the receiver input, 
which may consist of either signal-plus-noise or noise alone. Equation (10.22) may be 
rewritten as 

This is Bayes' rule. It expresses the (a posteriori) probability that the signal is present, given 
that the receiver input is y. 

For a particular input y, the receiver can assess from Eq. (10.23) the probability that a 
particular signal was received. Since y will then be fixed, the denominator p(y )  will be constant 
and the a posteriori probability is 

where the constant k is determined by the normalizing condition; that is, the integral of 
p(SN I y) over all possible values must be unity. Therefore, if the a priori probability p(SN) is - . 
known, the a posteriori probability may be found directly from Eq. (10.24) once p(y1SN) has 
been evaluated. If the received waveform y ( t )  as a function of time consists of the signal 
waveform si(t) plus the white gaussian noise waveform n(t) = y(t) - st((), Woodward and 
D a ~ i e s ~ ~  show that 

where pn[n(t)] = probability-density function for noise waveform n(t) and No = mean noise 
power per unit bandwidth (dimensions of energy). With this substitution, the a posteriori 
probability for the signal si(t) becomes 

The integral in this expression is a definite one, with limits defined by the duration of the 
observation time (0 -, To). 

Equation (10.26) forms the basis of the technique used by Woodward and Davies for the 
analysis of radar reception problems when the interference is caused by white gaussian noise. 
Except for the a priori weighting factor p(SN), Eq. (10.26) shows that the most probable 
waveform si(t) is the one which has the least-mean-square deviation from the received 
waveform y(t). 

The computation of the a posteriori probability might be accomplished by computing the 
cross-correlation function between the actual waveform and the various possible waveforms 
that might be received. Expanding the integral in Eq. (10.26) we get 

Upon reception, the waveform y(t) is known, so that the first integral on the right-hand side of 
the equation is constant and can be absorbed in the constant k .  The last integral is the energy E 
contained within the signal si(t) and also is a constant. The second integral is not a constant. 
The a posteriori probability can be written 
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Let the event x = SN represent signal-plus-noise, and let the event y be the receiver input,
which may consist of either signalo;pius-noise or noise alone. Equation (10.22) may be .
rewritten as

p(SN Iy) = p(SN)p(y I~~l
p(y)

(10.23 )

This is Bayes' rule. It expresses the (a posteriori) probability that the signal is present, given
that the receiver input is y.

For a particular input y, the receiver can assess from Eq. (10.23) the probabililY that a
particular signal was received. Since y will then be fixed, the denominator p(y) will be constant
and the a posteriori probability is

p(SN Iy} = kp(SN}p(y ISN} j (10.24)

(10.25)

where the constant k is determined by the normalizing condition; that is, the integral of
p(SN Iy) over all possible values must be unity. Therefore, if the a priori probability p(SN) is
known, the a posteriori probability may be found directly from Eq. (10.24) once p(yISN) has
been evaluated. If the received waveform y(t} as a function of time consists of the signal
waveform Sj(t} plus the white gaussian noise waveform n(t) = y(e} - Sj(t), Woodward and
Davies 27 show that

p(y ISN) = Pn[n(t}] = Pn[y(t} - Sj(t)] ex exp [ - ~~ f n2(e) deI
where Pn[n(t)] = probability-density function for noise waveform n(t) and No = mean noise
power per unit bandwidth (dimensions of energy). With this substitution, the a posteriori
probability for the signal Sj(t} becomes

{

ITO }
p(SN Iy) = kp(SN) exp - No t [y(t) - Si(tW dt (10.26)

The integral in this expression is a definite one, with limits defined by the duration of the
observation time (0 -. To).

Equation (10.26) forms the basis of the technique used by Woodward and Davies for the
analysis of radar reception problems when the interference is caused by white gaussian noise.
Except for the a priori weighting factor p(SN), Eq. (10.26) shows that the most probable
waveform Sj(t) is the one which has the least-mean-square deviation from the received
waveform y(t}.

The computation of the a posteriori probability might be accomplished by computing the
cross-correlation function between the actual waveform and the various possible waveforms
that might be received. Expanding the integral in Eq. (10.26) we get

f [y(t) - Sj(t)]2 dt = f y2(t) dt - 2 f y(t)s/(t) dt + f sf(t) de (10.27)

Upon reception, the waveform y(t) is known, so that the first integral on the right-hand side of
the equation is constant and can be absorbed in the constant k. The last integral is the energy E
contained within the signal Sj(t) and also is a constant. The second integral is not a constant.
The a posteriori probability can be written

[
2 To lp(SN Iy) = kp(SN) exp N~t y(t)s/(t) dt (10.28)



IjETECTION OF RADAR SIGNALS IN NOISE 379 

where the first and third integrals of  Eq. (10.27) are absorbed in the constant k. An a posteriori 
receiver, i f  i t  could be built, is one whose output is given by the above equation. If the receiver 
output (the a posteriori probability) is greater than a predetermined threshold, a target is said 
to be present. I f  the a priori probability p(SN) can be considered constant, the computation of 
the a posteriori probability is equivalent to multiplying the received signal y(t) by the signal 
wavefor111 s , ( r )  aritf iritcgr;lting with respect to tirlie. 'This is tlle same process performed by the 
cross-correlation receiver (Sec. 10.3) and is equivalent to the operation of a matched filter 
(Sec. 10.2). 

A liriiitation of ttie rnethod of inverse probability based on the application of Bayes' rule is 
the difficulty of specifying the a priori probabilities. In most cases of practical interest, one is 
ignorant of the a priori probabilities. For example, it would be necessary to specify the a priori 
probability of finding a target at any particular range at any particular time. This is an almost 
inipossible task. In the absence of better data, i t  might be assumed that all range intervals are 
equally probable a priori, and the a priori probability may be considered to be constant. 
However, such an assumption applied blindly to computations involving inverse probability 
can sonietimes lead to erroneous and contradictory conclusions.29 This difficulty in specifying 
the a priori probability was recognized by Woodward and Davies2' They suggest, however, 
that the a priori factor be omitted from the inverse-probability specification when it is doubt- 
ful, and in practice it may be supplied subjectively by the human observer. This merely begs 
the question, for i t  has not been proved that an operator can supply the necessary a priori 
probability, and in addition, there are many applications where no operator is involved in 
making the detection decision. Nevertheless, it may be stated that whenever the a priori 
probabilities are known, the inverse-probability method may be used with confidence. When 
the a priori probabilities are not known, the likelihood-ratio test is usually employed. 

Relationship of inverse probability and likelihood-ratio receivers. The receiver input y may be 
either signal-plus-noise or noise alone. Therefore the probability of the event y may be ex- 
pressed as 

P(Y) = P(Y I SN)P(SN) + P(Y I N)P(N) (10.29) 

The a posteriori probability of Eq. (10.23) becomes 

Or, in terms of the likelihood ratio3' 

Therefore, if  a receiver can be built which computes the likelihood ratio and if the a priori 
probability p(SN) is known, the a posteriori probability can be calculated. Since ~ ( s N J ~ )  is a 
rnonotonic function of Lr(y), the output of the likelihood receiver (or the matched-filter 
receiver) can be calibrated directly in terms of the a posteriori probability. The chief difference 
between the two representations is that the concept of inverse probability requires a knowlege 
of the a priori probabilities whereas the likelihood ratio does not. (The likelihood ratio follows 
from inverse probability if the assumption is made that the a priori probabilities are equally 
likely.) Both the a posteriori method and the likelihood method may be implemented by 
computing the cross-correlat ion function between the received signal and the signal s,(t). 
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where the first and third integrals of Eq.(1O.27) are absorbed in the constant k. An a posteriori
receiver, if it could be built, is one whose output is given by the above equation. If the receiver
output (the a posteriori probability) is greater than a predetermined threshold, a target is said
to be present. If the a priori probability p(SN) can be considered constant, the computation of
the a posteriori probability is equivalent to multiplying the received signal y(t) by the signal
waveform Sj(t) and integrating with respect to time. This is the same process performed by the
cross-correlation receiver (Sec. 10.3) and is equivalent to the operation of a matched filter
(Sec. 10.2).

;\ limitation of the method of inverse probability based on the application of Bayes' rule is
the difficulty of specifying the a priori probabilities. In most cases of practical interest, one is
ignorant of the a priori probabilities. For example, it would be necessary to specify the a priori
probability of finding a target at any particular range at any particular time. This is an almost
impossible task. In the absence of better data. it might be assumed that all range intervals are
equally probable a priori, and the a priori probability may be considered to be constant.
However, such an assumption applied blindly to computations involving inverse probability
can sometimes lead to erroneous and contradictory conclusions. 29 This difficulty in specifying
the a priori probability was recognized by Woodward and Davies. 27 They suggest, however,
that the a priori factor be omitted from the inverse-probability specification when it is doubt­
ful, and in practice it may be supplied subjectively by the human observer. This merely begs
the question, for it has not been proved that an operator can supply the necessary a priori
probability, and in addition, there are many applications where no operator is involved in
making the detection decision. Nevertheless, it may be stated that whenever the a priori
probabilities are known, the inverse-probability method may be used with confidence. When
the a priori probabilities are not known, the likelihood-ratio test is usually employed.

Relationship of inverse probability and likelihood-ratio receivers. The receiver input y may be
either signal-plus-noise or noise alone. Therefore the probability of the event y may be ex­
pressed as

p(y) = p(y ISN)p(SN) + p(y IN)p(N)

The a posteriori probability of Eq. (10.23) becomes

N _ p(SN)p(yISN)
p(S Iy) - p(y ISN)p(SN) + p(y IN)p(N)

r
Or, in terms of the likelihood rati0 30

L ( ) = p(y IS~J
, y p(y IN)

L,(y)p(SN)
p(SN Iy) = L,(y)p(SN) + 1 - p(SN)

(10.29)

(10.30)

(10.31)

Therefore, if a receiver can be built which computes the likelihood ratio and if the a priori
probability p(SN) is known, the a posteriori probability can be calculated. Since p(SNIY) is a
monotonic function of L,(y), the output of the likelihood receiver (or the matched-filter
receiver) can be calibrated directly in terms of the a posteriori probability. The chief difference
between the two representations is that the concept ofinverse probability requires a knowlege
of the a priori probabilities whereas the likelihood ratio does not. (The likelihood ratio follows
from inverse probability if the assumption is made that the a priori probabilities are equally
likely.) Both the a posteriori method and the likelihood method may be implemented by
computing the cross-correlation function between the received signal and the signal s,(t).



ldeal observer. The criterion of Neyman-Pearson is not the only one which might be used for 
establishing a threshold level. One of the first mathematical criteria applied to the theory of 
radar detection was the Idea Observer as formulated by Siegert.j ' (The term " Ideal " does not 
necessarily imply that this criterion is the ideal criterion.) The criterion of the Ideal Observer 
maximizes the total probability of a correct decision (or minimizes the total probability of an 
error). Since the two ways in which an error might be made are ( I )  false alarm and (2) missed 
detection, the of ari error is. 

where p(N) and p(SN) = a priori probabilities of obtaining noise and signal-plus-noise, re- 
spectively [p(N) + p(SN) = 11 

p,, = conditional probability of a false alarm, given that noise is present 
J 

p, = conditional probability of a miss, given that signal 1s present (a, B 
are often used in mathematical references for pf, and p,) 

The a priori probability is the probability of obtaining either noise alone or signal-plus-noise 
before the detection decision is made. These probabilities must be known beforehand in the 
Ideal Observer. 

The false-alarm probability depends upon the miss probability in the case of the Ideal 
Observer. This is unlike the Neyman-Pearson Observer in which P f ,  was fixed. The function of 
the Ideal Observer is to minimize the total probability of error. It accomplishes this by 
adjusting the threshold, which in turn affects both the false alarm and the miss probabilities. 
The dependence of the two errors upon one another is probably the chief limitation of the 
Ideal Observer as a radar detection criterion. MiddletonZ5 states that when the probability of 
false alarm is 0.05, the probability of detection is 0.90. A false-alarm probability of 0.05 is 
usually high for most radar applications. Radar false-alarm probabilities are rarely greater 
than Low values of false-alarm probability with the Ideal Observer require extremely 
large values of detection probabilities. For example, a false-alarm probability of 10- corre- 
sponds to a detection probability of 0.99998. Thus the privilege of minimizing the total error 
seems to result in overdetecting the target. Therefore, from a practical point of view, the Ideal 
Observer is less efficient than the Neyman-Pearson Observer for most radar applications. 

The Ideal Observer applies equal weight to an error due to a false alarm and to an error 
due to a miss. However, there may be cases in which equal weight is not appropriate (Bayes 
criterion). If the errors are not of equal importance, the theory of the Ideal Observer may be 
modified to take this into account using the concepts of statistical decision t heory.24.3 2 - 3 4  

Unfortunately, in most radar applications there is no realistic basis for assigning a value to a 
miss or to a false alarm; consequently, the usefulness of decision theory in radar is limited. 

Sequential observer. Most radars utilize the equivalent of the Neyman-Pearson Observer and 
operate with a fixed number of pulses. However, the detection decision might very well be 
made on the basis of only a few observations or possibly a single observation, and it would not 
be necessary to record the later observations that occur once the threshold has been crossed. 
Hence there may be some advantage to using a flexible detection criterion which takes account 
of this fact. Such a detection criterion is the Sequential O b s e r ~ e r . ~ ~ ~ ~  The Sequential Observer 
makes an observation of the receiver output and, on the basis of this single observation, 
decides between one of three choices: (1) the receiver output is due to the presence of signal 
with noise; (2) the output is due to noise alone; or (3) the available evidence is not convincing 
enough to make a decision between choices 1 and 2. If the evidence is sufficient to allow a 
choice to be made between signal-plus-noise (1) and noise alone (2), the test is completed. But 
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Ideal observer. The criterion of Neyman-Pearson is not the only one which might be used for
establishing a threshold level. One of the first mathematical criteria applied to the theory of
radar detection was the Idea Observer ·as formulated by Siegert 31 (The term "Ideal" does not
necessarily imply that this criterion is the ideal criterion.) The criterion of the Ideal Observer
maximizes the total probability of a correct decision (or minimizes the total probability of an
error). Since t~e two ways in which an error might be made are (I) false alarm and (2) missed
detection, the probability of ari error is.

p(E) = p(N)pfa + p(SN)Pm (10.32 )

where p(N) and p(SN) = a priori probabilities of obtaining noise and signal-plus-noise, re­
spectively [peN) + p(SN) = 1]

Pfa = conditional probability of a false alarm, given that noise is present
Pm = conditional probability of a miss, given that signal Is present (11, p

are often used in mathematical references for Pea and Pm)

The a priori probability is the probability of obtaining either noise alone or signal-plus-noise
before the detection decision is made. These probabilities must be known beforehand in the
Ideal Observer.

The false-alarm probability depends upon the miss probability in the case of the Ideal
Observer. This is unlike the Neyman-Pearson Observer in which Pea was fixed. The function of
the Ideal Observer is to minimize the total probability of error. It accomplishes this by
adjusting the threshold, which in turn affects both the false alarm and the miss probabilities.
The dependence of the two errors upon one another is probably the chief limitation of the
Ideal Observer as a radar detection criterion. Middleton25 states that when the probability of
false alarm is 0.05, the probability of detection is 0.90. A false-alarm probability of 0.05 is
usually high for most radar applications. Radar false-alarm probabilities are rarely greater
than 10- 4. Low values of false-alarm probability with the Ideal Observer require extremely
large values of detection probabilities. For example, a false-alarm probability of 10- 5 corre­
sponds to a detection probability of 0.99998. Thus the privilege of minimizing the total error
seems to result in overdetecting the target. Therefore, from a practical point of view, the Ideal
Observer is less efficient than the Neyman-Pearson Observer for most radar applications.

The Ideal Observer applies equal weight to an error due to a false alarm and to an error
due to a miss. However, there may be cases in which equal weight is not appropriate (Bayes
criterion). If the errors are not of equal importance, the theory of the Ideal Observer may be
modified to take this into account using the concepts of statistical decision theory.24.32-H
Unfortunately, in most radar applications there is no realistic basis for assigning a value to a
miss or to a false alarm; consequently, the usefulness of decision theory in radar is limited.

Sequential observer. Most radars utilize the equivalent of the Neyman-Pearson Observer and
operate with a fixed number of pulses. However, the detection decision might very well be
made on the basis of only a few observations or possibly a single observation, and it would not
be necessary to record the later observations that occur once the threshold has been crossed.
Hence there may be some advantage to using a flexible detection criterion which takes account
of this fact. Such a detection criterion is the Sequential Observer. 3

0-
43 The Sequential Observer

makes an observation of the receiver output and, on the basis of this single observation,
decides between one of three choices: (1) the receiver output is due to the presence of signal
with noise; (2) the output is due to noise alone; or (3) the available evidence is not convincing
enough to make a decision between choices 1 and 2. If the evidence is sufficient to allow a
choice to be made between signal-plus-noise (1) and noise alone (2), the test is completed. But

,,/



ifchoice 3 is indicated, no coriclusive decision can be reached and another observation is made. 
The three choices are agaitt examined on the basis of the combined observations. If no 
decision is reached as to  the presence of signal or the presence of noise, another observation 
is made, and the process is repeated until the evidence is convincing enough to  make a definite 
conclusion. 

The Sequential Observer fixes the probability of errors beforehand but allows the integra- 
tion time (or the number of  observations) to be a variable. Two threshold levels are established 
wit11 a gray region in between. I f  the output is definitely below the lower threshold, noise alone 
i s  snit1 to hc prcscrlt. I f  the upper tl~rcshold is exceeded, the signal is declared to be present 
along with the noise. But i f  the output lies between the two thresholds, no  decision is possible 
: ~ r ) c l  ; ~ r ~ o t l ~ c r  obscrv;~!ion is r~~ntfe.  

i 11e Sequerrtial Observer perr~tits a sigrlificarit reductiori in t l ~ e  merage nuniber of sa~liples 
(pulses) needed for making a decision. The improvement depends upon whether a signal is 
present or not. I f  a signal is present, the average number of samples (or observations) required 
for rrlakitlg a decision is significantly greater than when noise alone is present. The Sequential 
Observer makes a relatively prompt decision when only noise is present. 

The average savings also depend upon whether detection is performed coherently or 
noncoherently. Assuming coherent detection (pulses integrated predetection) and P ,  = 0.90 
and P, ,  = the Sequential Observer is able to  determine, on the average, that noise alone 
is present with less than one-tenth the number of observations required for the Neyman- 
Pearsori O b ~ e r v e r . ~ '  In the presence of a threshold signal, the Sequential Observer requires, 
on the average, about one-half the number of observations of the equivalent fixed-sample 
observer. Again assuming P ,  = 0.90 and PI, = a noncoherent Sequential Observer 
(pulses integrated postdetection) requires only one-fourteenth the number of observations 
when only noise is present. When signal is present, approximately one-half the number of 
observations are needed as with an equivalent Neyman-Pearson Observer. 

Unfortunately, the application of the Sequential Observer to  radar is limited. At any 
particular antenna position a radar normally observes many range resolution intervals, per- 
haps several hundred. At each range interval within the biamwidth of the antenna a decision 
has to be made concerning the presence or  absence of a target before the antenna beam can be 
positioned to  a new direction. Therefore the dwell time in any direction is determined not by 
the average nuniber of observations made by each sequential detector, but by that range 
interval which requires the largest number of observations. This can result in relatively long 
dwell times, and it is possible for the savings obtained with the Sequential Observer t o  be 

f 
negated. The required dwell time might be even longer than that of the fixed sample-number 
Neyman-Pearson Observer. 

If the Sequential Observer allows a savings in average power of from 8 to  10 dB when 
implemented for a single-range cell, the power advantage decreases to  3 t o  4 dB  for 200-range 
cells and can even be as  little as 1 dB.40 In addition, the Sequential Observer requires some- 
thing more flexible than the usual rotating-antenna radar. Because of the variable dwell time 
the anteona beam-positioning system must usually be a phased-array antenna and the data 
processing must be digital. Thus if full benefit is to  be had from the Sequential Observer in 
radar, only one or  a few independent decisions per beam position should be made, It  might be 
employed when only a single " guard-band" is desired for detecting targets within a selected 
range interval, a not too usual application. It has also been considered for use in a low-signal 
density environment when the criterion is that either no  signal is present o r  one signal of fixed 
and specified level is present and equally likely t o  be in any range i n t e r ~ a l . ~ ' * ~ ~  

The term sequential detection is sometimes used synonymously with Sequential Observer. 
Sequential detection has also been used to  describe a two-step, o r  two-stage, detection process 
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if choice J is indicated, no conclusive decision can be reached and another observation is made.
The three choices are again eX'aminedon the basis of the combined observations. If no
decision is reached as to the presence of signal or the presence of noise, another observation
is made. and the process is repeatcd until the evidence is convincing enough to make a definite
conclusion.

The Sequential Observer fixes the probability of errors beforehand but allows the integra­
tion time (or the number of observations) to be a variable. Two threshold levels are established
with a gray region in between. If the output is definitely below the lower threshold, noise alone
is said to hc prescnt. If the uppcr threshold is exceeded, the signal is declared to be present
along with the noise. But if the output lies between the two thresholds, no decision is possible
anll anol her ohserva tion is Ill<lde.

Thc Sequcntial Observer permits a significant reduction in the average number of samples
(pulses) needed for making a decision. The improvement depends upon whether a signal is
present or not. If a signal is present, the average number of samples (or observations) required
for making a decision is significantly greater than when noise alone is present. The Sequential
Observer makes a relatively prompt decision when only noise is present.

The average savings also depend upon whether detection is performed coherently or
noncoherently. Assuming coherent detection (pulses integrated predetection) and Pv = 0.90
and Pra = 10- 8, the Sequential Observer is able to determine, on the average, that noise alone
is present with less than one-tenth the number of observations required for the Neyman­
Pearson Observer.9o In the presence of a threshold signal, the Sequential Observer requires,
on the average, about one-half the number of observations of the equivalent fixed-sample
observer. Again assuming Pv = 0.90 and Pra = 10- 8, a noncoherent Sequential Observer
(pulses integrated postdetection) requires only one-fourteenth the number of observations
when only noise is present. When signal is present, approximately one-half the number of
observations are needed as with an equivalent Neyman-Pearson Observer.

Unfortunately, the application of the Sequential Observer to radar is limited. At any
particular antenna position a radar normally observes many range resolution intervals, per­
haps several hundred. At each range interval within ~he beamwidth of the antenna a decision
has to be made concerning the presence or absence of a target before the antenna beam can be
positioned to a new direction. Therefore the dwell time in any direction is determined not by
the average number of observations made by each sequential detector, but by that range
interval which requires the largest number of observations. This can result in relatively long
dwell times, and it is possible for the savings obtained with the Sequential Observer to be
negated. Th~ required dwell time might be even longer than that of the fixed sample-number
Neyman-Pearson Observer.

If the Sequential Observer allows a savings in average power of from 8 to 10 dB when
implemented for a single-range cell, the power advantage decreases to 3 to 4 dB for 200-range
cells and can even be as little as 1 dB.40 In addition, th~ Sequential Observer requires some­
thing more flexible than the usual rotating-antenna radar. Because of the variable dwell time
the antenna beam-positioning system must usually be a phased-array antenna and the data
processing must be digital. Thus if full benefit is to be had from the Sequential Observer in
radar, only one or a few independent decisions per beam position should be made. It might be
employed when only a single" guard-band" is desired for detecting targets within a selected
range interval, a not too usual application. It has also been considered for use in a low-signal
density environment when the criterion is that either no signal is present or one signal affixed
and specified level is present and equally likely to be in any range interval.38,39

The term sequential detection is sometimes used synonymously with Sequential Observer.
Sequential detection has also been used to describe a two-step, or two-stage, detection process
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that can be employed with phased-array radar.39*42 The radar transmits a pulse or a series of 
pulses in a particular direction as in an ordinary radar, except that the false alarm probability 
is slightly higher than would normally be used. I f  no threshold crossings are obtained, the 
antenna beam moves to the next angular position. However, if a threshold crossing is observed 
from any range cell, a second pulse or set of pulses is transmitted with higher energy, and with 
a different threshold. A target is declared to be present only if threshold crossings are observed 
from the same range cell on both transmissions. The second transmission might also be of 
greater resolution as well as higher power. When the two thresholds are optimized, i t  has been 
found that a second transmission is employed in about four percent of the beam positions.J2 I t  
is claimed that a power saving of from 3 to 4 dB can be obtained as compared with uniform 
scanning.42 

10.5 DETECTOR CHARACTERISTICS 
f 

The portion of the radar receiver which extracts the modulation from the carrier is called the 
detector. The use of this term implies somewhat more than simply a rectifying element. I t  
includes that portion of the radar receiver from the output of the IF amplifier to the input of 
the indicator or data processor. We shall not be concerned about the problem of amplification, 
although it is an important aspect of receiver design. Instead, we shall be more interested in the 
effect of the detector on the desired signal and the noise. 

One form of detector is the envelope detector, which recognizes the presence of the signal 
on the basis of the amplitude of the carrier envelope. All phase information is destroyed. I t  is 
also possible to design a detector which utilizes only phase information for recognizing targets. 
An example is one which counts the zero crossings of the received waveform. The zero- 
crossings detector destroys amplitude information. If the exact phase of the echo carrier were 
known, it would be possible to design a detector which makes optimum use of both the phase 
information and the amplitude information contained in the echo signal. It would perform 
more efficiently than a detector which used either amplitude information only or phase infor- 
mation only. The coherent detector is an example of one which uses both phase and amplitude. 
These three types of detectors-the envelope, the zero-crossings, and the coherent detectors- ! 

are considered in the present section. 

Envelope detector-optimumdetector law. The function of the envelope detector is to extract 
the modulation and reject the carrier. By eliminating the carrier, all phase information is lost 
and the detection decision is based solely on the envelope amplitude. It will be recalled that 
most of the analysis of the radar equation in Chap. 2 was based on the envelope detector. 

The envelope detector consists of a rectifying element and a low-pass filter to pass the 
modulation frequencies but to remove the carrier frequency. The rectifier characteristic relates 
the output signal to the input signal and is calledbthe detector law. Most detector laws 
approximate either a linear or a square-law~characteristic. In the linear detector the output 
signal is directly proportional to the input envelope. (Actually, the so-called linear detector is a 
nonlinear device, or else it would not be a detector.) Similarly, in the square-law detector, the 
output signal is proportional to the sciuare'of the input envelope. In some of the quoted 
mathematical results, the linear-detector law is assumed, while in others, the square law is 
assumed. In general, the difference2between the two is small and the detector law in any 
analysis is usually chosen for mathematical convenience. When we speak of a detector law we 
really mean the combined law of the.detector and video integrator, if one is used. If the 
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that can be employed with phased:-arrayradar. 39,42 The radartransmits a pulse or .a series of
pulses in a particular direction as in an ordinary radar, except that the false alarm probability
is slightly higher than would normally be used. If no threshold crossings are obtained, the
antenna beam moves to the next angular position. However, if a threshold crossing is observed
from any range cell, a second pulse or set of pulses is transmitted with higher energy, and with
a different threshold. A target is declared to be present only if threshold crossings are observed
from the same range cell on both transmissions. The second transmission might also be of
greater resolution as well as higher power. When the two thresholds are optimized, it has been
found that a second transmission is employed in about four percent of the beam positions:o It
is claimed that a power saving of from 3 to 4 dB can be obtained as compared with uniform
scanning.42

j

to.5 DETECTOR CHARACTERISTICS

The portion of the radar receiver which extracts the modulation from the carrier is called the
detector. The use of this term implies somewhat more than simply a rectifying element. It
includes that portion of the radar receiver from the output of the IF amplifier to the input of
the indicator or data processor. We shall not be concerned about the problem of amplification,
although it is an important aspect of receiver design. Instead, we shall be more interested in the
effect of the detector on the desired signal and the noise.

One form of detector is the envelope detector, which recognizes the presence of the signal
on the basis of the amplitude of the carrier envelope. All phase information is destroyed. It is
also possible to design a detector which utilizes only phase information for recognizing targets.
An example is one which counts the· zero crossings of the received waveform. The zero­
crossings detector destroys amplitude information. If the exact phase of the echo carrier were
known, it would be possible to design a detector which makes optimum use of both the phase
information and the amplitude .information contained in the echo signal. It would perform
more efficiently than a detector 'Yhich .used either amplitude information only or phase infor­
mation only. The coherent detector is an example of one which uses both phase and amplitude.
These three types of detectors-the envelope, the zero-crossings, and the coherent detectors­
are considered in the present section...

Em'elope detector-optimum-detector law. The function of the envelope detector is to extract
the modulation and reject the carrier. By eliminating the carrier, all phase information is lost
and the detection decision is based solely on the envelope amplitude. It will be recalled that
most of the analysis of the radar equation in Chap. 2 was based on the envelope detector.

The envelope detector consis~s of a rectifying element and a low-pass filter to pass the
modulation frequencies but to remove the carrier frequency. The rectifier characteristic relates
the output signal to the input signal and· is called- the detector law. Most detector laws
approximate either a linear or a square-law'characteristic. In the linear detector the output
signal is directly pr9portional to the input envelope. (Actually, the so-called linear detector is a
nonlinear device, or else it would not be a detector.) Similarly, in the square-law detector, the
output signal is proportional to the 'square! of the input envelope. In some of the quoted
mathematical results, the linear-detector law is assumed, while in others, the square law is
assumed. In general, the difference' between the two is small and the detector law in any
analysis is usually chosen for mathematical convenience. When we speak of a detector law we
really mean the combined law of the, detector and video integrator, if one is used. If the



detector were linear while the video integrator had a square-law characteristic, the combina- 
tion of detector and integrator would be considered square law. 

In the following we shall derive the optimum form of the secondadetector  la^.^^*^^ 
Assurne that there are rl independent pulses with envelope amplitudes u,, v2, . . . , on available 
from the radar receiver. The probletn consists in determining whether these rt pulses are due to 
signal-plus-noise or wliether they are due to noise alone. The probability-density function for 
the envelope of 11 independent noise sanlples is the product of the probability-density function 
for each sarrlple, or 

n 

The probability-derlsity function for itll  noise pulse pn(oi) is given by Eq. (2.2 I), rewritten 

wl~ere I . ,  i5 ttie ratio of the envelope amplitude R to the rms noise voltage Likewise, the 
probability-derlsity fu~lctiorl for the e~lvelope of n signal-plus-noise pulses is 

The probability-density function for signal-plus-noise, p,(vi), is the Rice distribution of 
Eq. (2.27) 

where a = ratio of signal (sine-wave) amplitude to rms noise voltage and Io(x) = modified 
Bessel function of zero order. The detection process is equivalent tc  determining which of the 
two density functions [Eq. (10.33) or (10.34)] more closely describes the output of the receiver. 

The ratio of the density function for signal-plus-noise to  that for noise alone is the 
likelihood ratio. I t  may be used to decide whether or not the signal is present. The greater the 
likelihood ratio, the more probable it is that the receiver input is due to signal-plus-noise 
rather than noise alone. The likelihood ratio, or any other monotonic function of this ratio, 
must exceed a predetermined threshold value in order to declare that the signal is present. 
The selection of the threshold will depend upon the probability of false alarm. The likelihood 
ratio [Eq. (1634) divided by (10.33)] is 

where I is the constant which depends on the false-alarm probability. Taking the logarithm 
gives 

a 2  
In Io(avi) t In I + n - 

2 
(10.36) 

i =  1 

This states that for optimum processing one should take the pulses, each of amplitude v ,  
n 

(where i = I, 2, . . ., n), and sum them according to  the law C In lo(av,). This sum is 
1 =  1 

compared with a threshold as given by the right-hand side of Eq. (10.36). Therefore the 
combined detector and integrator must have a law given by 
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detector were linear while the video integrator had a square-law characteristic, the combina­
tion of detector and integrator would be considered square law.

In the following we shall derive the optimum form of the second~detector law. 26
•
43

Assume that there are II independent pulses with envelope amplitudes VJ, V2' .•• , Vn available
from the radar receiver. The problem consists in determining whether these II pulses are due to
signal-plus-noise or whether they are due to noise alone. The probability-density function for
the envelope of II independent noise samples is the product of the probability-density function
for each sample. or

n

Pn(lI, I'd = n Pn(vd
i= I

(10.33 )

The prohahility-density function for ith noise pulse Pn(Vj) is given by Eq. (2.21), rewritten

(2.21 )

where 1'; is the ratio of the envelope amplitude R to the rms noise voltage t/Ji,/2. Likewise, the
probability-density function for the envelope of" signal-plus-noise pulses is

n

P.•(II, Vi) = n Ps(Vi)
i= 1

(10.34)

The probability-density function for signal-plus-noise, Ps(Vi), IS the Rice distribution of
Eq. (2.27)

(2.27)

(10.35)

where a = ratio of signal (sine-wave) amplitude to rms noise voltage and I o(x) = modified
Bessel function of zero order. The detection process is equivalent t<.- determining which of the
two density functions [Eq. (10.33) or (10.34)] more closely describes the output of the receiver.

The ratio of the density function for signal-plus-noise to that for noise alone is the
likelihood ratio. It may be used to decide whether or not the signal is present. The greater the
likelihood ratio, the more probable it is that the receiver input is due to signal-plus-noise
rather than noise alone. The likelihood ratio, or any other monotonic function of this ratio,
must exceed a predetermined threshold val"ue in order to declare that the signal is present.
The selection of the threshold will depend upon the probability of false alarm. The likelihood
ratio [Eq. (1<f34) divided by (10.33)] is

(
a2) n

Lr(I') = exp -" 2 }] Io(avj) ~ A

where A. is the constant which depends on the false-alarm probability. Taking the logarithm
gives

(10.36)

This states that for optimum processing one should take the pulses, each of amplitude VI
n

(where i = I, 2, ... , ,,), and sum them according to the law L In Io(avl)' This sum is
1=1

compared with a threshold as given by the right-hand side of Eq. (10.36). Therefore the
combined detector and integrator must have a law given by

y = In Io{av) (to.37)



where y = output voltage of detector and integrator 
a = amplitude of sine-wave signal divided by rms noise voltage 
v = amplitude of I F  voltage envelope divided by rms noise voltage 

l,(x) = modified Bessel function of zero order 

This equation specifies the form of the detector law which maximizes the likelihood ratio 
for a fixed probability of false alarm. A suitable approximation to Eq. (10.37) is9' 

For large signal-to-noise ratios (a B I), this is approximately 

Thus the linear detector is a good approximation to the optimum In l , ( a s ) d e t y o  law when 
the signal-to-noise ratio is large. For small signal-to-noise ratios the approximation of 
Eq. (10.38) can be written , 

which is the characteristic of a square-law detector. 
Hence it may be concluded that for small signal-to-noise. ratios the square-law detector 

may be a suitable approximation to the optimum detector, while for large signal-to-noise 
ratios the linear detector is more appropriate. In practice, it makes little difference which of the 
two detector laws is used. The difference between the square-law and the linear detectors was 
shown by M a r ~ u m ~ ~  to produce less than 0.2 dB difference in the required signal-to-noise 
ratio. If one has a choice, the linear law might be preferred because of its linearity and, hence, 
its large dynamic range. The linear detector, like any detector law, approaches the square-law 
characteristic for small signal-to-noise ratios. 

Logarithmic detector. If the output of the receiver is proportional to the logarithm of the input 
envelope, it is called a logarithmic receiver. It finds application where large variations of input 
signals are expected. It might be used to  prevent receiver saturation or  to  reduce the effects 
of unwanted clutter targets in certain types of non-MTI radar receivers (Sec. 13.8). 

The detection characteristics (probability of detection as a function of the probability of 
false alarm, signal-to-noise ratio, and the number of hits integrated) for the logarithmic 
receiver have been computed by Green,44 following the methods of M a r ~ u m . ~ ~  For 10 pulses 
integrated, the loss with the logarithmic receiver is about 0.5 dB, while for 100 pulses in- 
tegrated, the loss is about 1.0 dB. As the number of pulses increases, the loss due to a logarith- 
mic detector approaches a maximum value' of 1.1 dB.45 

Zero-crossings detector. The information contained in the zero crossings of the received signal 
can, in principle, be used for detecting the presence of signals in noise. The greater the 
signal-to-noise ratio the less will be the average number of zero crossings. The average number 
of zero-crossings per second at the output of a narrow-bandpass filter of rectangular shape 
when the input is a sine wave in gaussian noise is46 

where fo = center frequency of filter . 

f, = filter bandwidth 
SIN = signal-to-noise (power) ratio 
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where y = output voltage of detector and integrator
a = amplitude of sine-wave signal divided by rms noise voltage
v = amplitude of IF voltage envelope divided by rms noise voltage

lo(x) = modified Bessel function of zero order

This equation specifies the form of the detector law which maximizes the likelihood ratio
for a fixed probability of false alarm. A suitable approximation to Eq. (10.37) is 91

y = In lo(av) ~~ + 4- 2 (10.38)

For large signal-to-noise ratios (a ~ I), this is approximately

y ~ av ( 10.39)

Thus the linear detector is a good approximation to the optimum In I o(al1) detector law when
the signal-to-noise ratio is large. For small signal-to-noise ratios theapp1oximation of
Eq. (10.38) can be written

---
( 10.40)

which is the characteristic of a square-law detector.
Hence it may be concluded that for small signal-to-noise ratios the square-law detector

may be a suitable approximation to the optimum detector, while for large signal-to-noise
ratios the linear detector is more appropriate. In practice, it makes little difference which of the
two detector laws is used. The difference between the square-law and the linear detectors was
shown by Marcum43 to produce less than 0.2 dB difference in the required signal-to-noise
ratio. If one has a choice, the linear law might be preferred because of its linearity and, hence,
its large dynamic range. The linear detector, like any detector law, approaches the square-law
characteristic for small signal-to-noise ratios.

Logarithmic detector. If the output of the receiver is proportional to the logarithm of the input
envelope, it is called a logarithmic receiver. It finds application where large variations of input
signals are expected. It might be used to prevent receiver saturation or to reduce the effects
of unwanted clutter targets in certain types of non-MTI radar receivers (Sec. 13.8).

The detection characteristics (probability of detection as a function of the probability of
false alarm, signal-to-noise ratio, and the number of hits integrated) for the logarithmic
receiver have been computed by Green,44 following the methods of Marcum.43 For 10 pulses
integrated, the loss with the logarithmic receiver is about 0.5 dB, while for 100 pulses in­
tegrated, the loss is about 1.0 dB. As the number of pulses increases, the loss due to a logarith­
mic detector approaches a maximum value' of 1.1 dB.45

Zero-crossings detector. The information contained in the zero crossings of the received signal
can, in principle, be used for detecting the presence of signals in noise. The greater the
signal-to-noise ratio the less will be the average number of zero crossings. The average number
of zero-crossings per second at the output of a narrow-bandpass filter of rectangular shape
when the input is a sine wave in gaussian noise is46

_ _ [SIN + 1 + (/82/12/02)]1/2
no - 2/0 SIN + 1

where fo = center frequency of filter
f8 = filter bandwidth

SIN = srgnal-to-noise (power) ratio

( 10.42)



Figure 10.4 Basic configuration of a collerent detector. 
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I f  a suitable device is used to measure ito, a target signal is said to be present i f  this number is 
less thari a predeterniined (threshold) value and is said to be absent if the threshold is 
exceeded. (The value of ii, is a rnaxirnum when SIN = 0.) 

Coherent detector. The cohere11 t detector (Fig. 10.4) consists of a reference oscillator feeding a 
balanced mixer. The input to the mixer is a signal of known frequency f, and known phase 40 
plus its accor~lpariyirig noise. The reference-oscillator signal is assumed to have the same 
frequency and phase as the input signal to be detected. The output of the mixer is followed by a 
low-pass filter which allows only the d-c and the low-frequency modulation components to 
pass while rejecting the higher frequencies in the vicinity of the carrier. The coherent detector 
provides a translation of the carrier frequency to direct current. It does not extract the 
modulation envelope and is a truly linear detector, whereas the " linear" envelope detector was 
not linear in the same sense. Therefore the coherent detector will be a more efficient detector, 
especially when signal-to-noise ratios are low. 

The coherent detector does not destroy phase information as does the envelope detector, 
nor does i t  destroy amplitude information as does the zero-crossings detector. Since it utilizes 
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Figure 10.5 Cotnparison of detection probabilities for signal known completely (coherent detector) and 
for signal known except for phase (envelope detector). 
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Figure 10.4 Basic configuration of a coherent detector.

I f a suitable device is uscd to measure /10, a target signal is said to be present if this number is
less than a predetermined (threshold) value and is said to be absent if the threshold is
cxccedcd, (The valuc of /10 is a maximum when SIN = 0.)

Coherent detector. The coherent detector (Fig. 10.4) consists ofa reference oscillator feeding a
balanced mixer. The input to the mixer is a signal of known frequency fo and known phase ¢o
plus its accompanying noise. The reference-oscillator signal is assumed to have the same
frequency and phase as the input signal to be detected. The output of the mixer is followed by a
low-pass filter which allows only the d-c and the low-frequency modulation components to
pass whjle rejecting the higher frequencies in the vicinity of the carrier. The coherent detector
provides a translation of the carrier frequency to direct current. It does not extract the
modu lation envelope and is a truly linear detector, whereas the" linear" envelope detector was
not linear in the same sense. Therefore the coherent detector will be a more efficient detector,
especially when signal-to-noise ratios are low.

Thc coherent detector does not destroy phase information as does the envelope detector,
nor does it destroy amplitude information as does the zero-crossings detector. Since it utilizes
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more information than either the envelope or the zero-crossings detector, i t  is not surprising 
that the signal-to-noise ratio from the coherent detector is better than from the other two. The 
improvement in the signal-to-noise ratio might vary from 1 to 3 d B  or more, over the range of 
signal-to-noise ratios of interest in most radar applications. A comparison is shown in 
Fig. 10.5 of the detection probabilities when the signal parameters are known completely 
(coherent detector) and when the signal is known except for phase (envelope detector)." The 
abscissa is plotted as 2 E / N o  instead of signal-to-noise ratio, where E is the signal energy and 
No is the noise power per hertz of bandwidth. 

Although the coherent detector may be of superior sensitivity than other detectors it is 
seldom used in radar applications since the phase of the received signal is not usually known. 

10.6 PERFORMANCE OF THE RADAR OPERATOR 
J 

The rate of information inherent in a typical radar signal is considerably greater than can be 
handled by a human operator. A one-mevahertz-bandwidth signal, for example, is capable of 
conveying information at a rate of two megabitsls, but an operator can accept an information 
rate of only 10 to 20 bits/s. Thus there is a tremendous mismatch between the information 
content of a radar and the information-handling capability of an operator. The function of the 
radar display is to aid the operator to extract in an efficient manner the information contained 
in the radar signal that is important to the task. The usual type of radar display is a cathode- 
ray tube or its equivalent. 

The ability of the operator to detect radar signals in the presence of noise or clutter 
cannot be determined with as great a reliability as can the performance of the electronic 
threshold detector described in Chap. 2. Human behavior is certainly less predictable than 
that of an electronic device. However, it appears that an operator's performance can be as 
good as that predicted for the ideal electronic threshold detector ifthe operator is well trained, 
motivated, alert, not fatigued, and the display is properly designed. Furthermore, the operator 
is probably better able to recognize and interpret patterns relating groups of associated echoes 
than can automatic  device^,^' 

It has been shown experimentally that when an operator views a display in which the 
pulses received from successive sweeps are displayed side-by-side without loss of memory 
(fading of the recorded signals with time), the integration improvement achieved by an opera- 
tor is equivalent to what would be expected from classical detection t h e ~ r y . ~ ' . ~ ~  This is 
illustrated by the data of Fig. 10.6, which plots the experimentally observed signal-to-noise 
ratio necessary to achieve a probability of detection of 0.50 as a function of the number of 
pulses available on the display. Curve A applies to a chemical recorder which makes a 
permanent record, and curve B applies to an intensity modulated B-scope of long persistence. 
(The chemical recorder has been of more use in sonar than in radar.) The integration improve- 
ment was found to be from 2.2 to 2.5 dB per doubling of the number of pulses, which is 
consistent with the computations for the theoretical integration improvement obtained by 
M a r ~ u r n ~ ~  for ideal postdetection integration. The results for the chemical recorder (curve A )  
are slightly better than the B-scope (curve B) due to the imperfect memory of the cathode-ray 
tube B-scope as compared with the permanent memory of the chemical recorder. Similar 
results were noted for the improvement in a conventional PPI when the pulses were displayed 
side-by-side. 

In other experiments with the PPI, the integration improvement has been reported to be 
proportional to 1.5 dB per doubling of the number of pulses, which corresponds to n"2.50 
Improvements as high as 1.8 dB per doubling were also observed, but this is less than the 2.2 to 
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more information than either the envelope or the zero-crossings detector. it is not surprising
that the signal-to-noise.ratio from the coherent detector is better than from the other two. The
improvement in the signal-to-noise ratio might vary from 1 to 3 dB or more, over the range of
signal-to-noise ratios of interest in most radar applications. A comparison is shown in
Fig. 10.5 of the detection probabilities when the signal parameters are known completely
(coherent detector) and when the signal is known except for phase (envelope detector).24 The
abscissa is plotted as 2E/N0 instead of signal-to-noise ratio. where E is the signal energy and
No is the noise power per hertz of bandwidth.

Although the coherent detector may be of superior sensitivity than other detectors it is
seldom used in radar applications since the phase of the received signal is not usually known.

10.6 PERFORMANCE OF THE RADAR OPERATOR
.)

The rate of information inherent in a typical radar signal is considerably greater than can be
handled by a human operator. A one-me~ahertz-bandwidth signal, for example. is capable of
conveying information at a rate of two megabits/s, but an operator can accept an information
rate of only 10 to 20 bits/so Thus there is a tremendous mismatch between the information
content of a radar and the information-handling capability of an operator. The function of the
radar display is to aid the operator to extract in an efficient manner the information contained
in the radar signal that is important to the task. The usual type of radar display is a cathode­
ray tube or its equivalent.

The ability of the operator to detect radar signals in the presence of noise or clutter
cannot be determined with as great a reliability as can the performance of the electronic
threshold detector described in Chap. 2. Human behavior is certainly less predictable than
that of an electronic device. However, it appears that an operator's performance can be as
good as that predicted for the ideal electronic threshold detector if the operator is well trained,
motivated, alert, not fatigued, and the display is properly designed. Furthermore, the operator
is probably better able to recognize and interpret patterns relating groups of associated echoes
than can automatic devices.47

It has been shown experimentally that when an operator views a display in which the
pulses received from successive sweeps are displayed side-by-side without loss of memory
(fading of the recorded signals with time), the integration improvement achieved by an opera­
tor is equivalent to what would be expected from classical detection theory.48,49 This is
illustrated by the data of Fig. 10.6, which plots the experimentally observed signal-ta-noise
ratio necessary to achieve a probability of detection of 0.50 as a function of the number of
pulses available on the display. Curve A applies to a chemical recorder which makes a
permanent record, and curve B applies to an intensity modulated B-scope of long persistence.
(The chemical recorder has been of more use in sonar than in radar.) The integration improve­
ment was found to be from 2.2 to 2.5 dB per doubling of the number of pulses. which is
consistent with the computations for the theoretical integration improvement obtained by
Marcum43 for ideal postdetection integration. The results for the chemical recorder (curve A)
are slightly better than the B-scope (curve B) due to the imperfect memory of the cathode-ray
tube B-scope as compared with the permanent· memory of the chemical recorder. Similar
results were noted for the improvement in a conventional PPI when the pulses were displayed
side-by-side.

In other experiments with the PPI, the integration improvement has been reported to be
proportional to 1.5 dB per doubling of the number of pulses, which corresponds to n 1
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Improvements as high as 1.8 dB per doubling were also observed, but this is less than the 2.2 to



Number  of p u l s e s  integrated 

Figure 10.6 Improvement of operator detection threshold (signal-to-noise ratio per pulse) as a function of 
the number of pulses (sweeps) for side-by-side displays. Curve A, chemical recorder; curve B, cathode-ray- 
tube B-scope display; curve C ,  line of slope 1.5 dB/doubling (m nil2); curve D, line of slope 3 dB/doubling 
(cc n) lor perfect predetection integration. A's are theoretical values for ideal postdetection-integration 
improvement as computed by Marcum4' for a false-alarm probability of (From J .  Brit. IRE.49)  

2.5 dB per doubling mentioned above. The applicability of these particular tests to the usual 
PPI display can be questioned since a 5-inch-diameter CRT was used with simulated echoes 
placed at an azimuth unknown to the operator at a distance of 1 inch from the center of the 
scope. The conclusion that might be drawn from such experiments is that somewhat less than 
theoretical integration improvement will be obtained if the pulses are not displayed properly; 
that is, the persistence of the display should be sufficient to prevent excessive "loss of 
memory," the dynamic range of the display must be large enough not to lose signal informa- 
tion, and the display resolution should be consistent with the radar resolution to avoid 
collapsing loss. Since the dynamic range of most displays is limited to a relatively small valus, 
the pulses received from a target should be displayed side by side (as is usually the case on a 
PPI or B-sbpe) rather than piled up at a single point on the display. In such a case the 
integration is performed by the eye-brain combination of the operator. 

Experimental measurements of the operator's ability to detect signals on an A-scope 
showed the integration-improvement factor to be n1I2, or 1.5 dB per doubling of the number of 
pulses ir~tegrated.~' This is less than predicted for an ideal postdetection integrator. It was also 
found that the operator's detection capability was maximum when Br 1, where B = IF 
bandwidth and r = pulse width, as is consistent with the analysis of Sec. 10.2. 

The detectability of a target echo on a CRT display depends on such factors as the size 
and brightness of the CRT spot, the noise background, pulse repetition frequency, antenna 
rotation rate, type of phosphor, and its decay characteristics, the size of the display, and the 
color and intensity of the ambient illumination. The effect of most of these factors has been 
determined e m p i r i ~ a l l y . ~ ' . ~ ' . ~ ~  The name p i p o l o g y  is sometimes applied to the art of designing 
and operating the radar display so as to optimize the operator's ability to detect target pips. (A 
target pip  is also called a b l ip . )  It has also been found from experience that an operator should 
not, in general, be required to perform his duties for more than one-half hour at one sitting." 
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Figure 10.6 Improvement of operator detection threshold (signal-to-noise ratio per pulse) as a function of
the number of pulses (sweeps) for side-by-side displays. Curve A, chemical recorder; curve B, cathode-ray­
tube B-scope display; curve C. line of slope 1.5 dB/doubling (oc n1/ 2 ); curve D, line of slope 3 dB/doubling
(rx n) for perfect predetection integration. A'S are theoretical values for ideal postdetection-integration
improvement as computed by Marcum43 for a false-alarm probability of 10- 3. (From J. Brit. IRE.49

)

2.5 dB per doubling mentioned above. The applicability of these particular tests to the usual
PPJ display can be questioned since a 5-inch-diameter CRT was used with simulated echoes
placed at an azimuth unknown to the operator at a distance of 1 inch from the center of the
scope. The conclusion that might be drawn from such experiments is that somewhat less than
theoretical integration improvement will be obtained if the pulses are not displayed properly;
that is, the persistence of the display should be sufficient to prevent excessive "loss of
memory," the dynamic range of the display must be large enough not to lose signal informa­
tion, and the display resolution should be consistent with the radar resolution to avoid
collapsing loss. Since the dynamic range of most displays is limited to a relatively small value,
the pulses received from a target should be displayed side by side (as is usually the case on a
PPI or B-st"ope) rather than piled up at a single point on the display. In such a case the
integration is performed by the eye-brain combination of the operator.

Experimental measurements of the operator's ability to detect signals on an A-scope
showed the integration-improvement factor to be n1/2, or 1.5 dB per doubling of the number of
pulses integrated.31 This is less than predicted for an ideal postdetection integrator. It was also
found that the operator's detection capability was maximum when BT ~ 1, where B = IF
bandwidth and T = pulse width, as is consistent with the analysis of Sec. 10.2.

The detectability of a target echo on a CRT display depends on such factors as the size
and brightness of the CRT spot, the noise background, pulse repetition frequency, antenna
rotation rate, type of phosphor, and its decay characteristics, the size of the display, and the
color and intensity of the ambient illumination. The effect of most of these factors has been
determined empirically.31.51.62 The name pipology is sometimes applied to the art ofdesigning
and operating the radar display so as to optimize the operator's ability to detect target pips. (A
target pip is also called a blip.) It has also been found from experience that an operator should
not, in general, be required to perform his duties for more than one-half hour at one sitting. 51
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10.7 AUTOMATIC DETECTION 

The function of the radar operator viewing the ordinary radar display is to recognize the 
presence of targets and extract their location. When the function is performed by electronic 
decision circuitry without the interventiotl of an operator, the process is known as u~cton~c~tic 
detection. One of the chief reasons for employing automatic detection is to overcome the 
limitations of an operator due to fatigue, boredom, and overload. In addition, the use of 
automatic detection allows the radar output to be transmitted over telephone lines rather than 
by more expensive broadband microwave links, since only detected target information need be 
transmitted and not the full bandwidth signal (raw video). Automatic detection is also an 
important part of automatic detection and track (ADT) systems, as discussed in Sec. 5.10. The 
automatic detector has also been called plot extractor and rinta extractor. 

Usually there are four basic aspects to automatic detection: ( I )  the integration of the 
pulses received from the target; (2) the detection decision; and the determination of the target 
location in ( 3 )  range and (4) azimuth. Sometimes there is also included in automatic-detection 
circuitry the means for maintaining a constant false alarm rate (CFAR). This is discussed 
separately in the next section. 

Binary moving-window d e t e c t ~ r . ~ ~ . ~ ~ - ~ ~  As a radar antenna scans by a target i t  will normally 
receive n echo pulses. If m of these expected n pulses exceed a predetermined value (threshold), 
a target may be declared to  be present. The use of a criterion that requires m out of n echo 
pulses to be present is a form of integration. I t  is less efficient than ideal postdetection 
integration, but it has the advantage of simplicity. It is called the binary moving-window 
detector, but it has also been called double-threshold detector, m-out-of-n detector, coinci- 
dence detector, sliding-window detector, and binary integrator. 

A block diagram of the binary moving-window detector is shown in Fig. 10.7. The radar 
video is passed through a threshold detector, which may be thought of as a bottom clipper. 
Only those signals whose amplitude exceeds the preset threshcld are allowed to pass. This is 
the first of two thresholds, hence the name double-threshold detector which is sometimes used. 
The output of the first threshold is sampled by the quantizer at least once per range-resolution 
cell. A standard pulse is generated if the video waveform exceeds the first threshold, and 
nothing if it does not. These are designated by 1 or 0 respectively. Thus the output of the 
quantizer is a series of Is and 0s. This is then separated into separate range cells by the range -/ 
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Figure 10.7 Block diagram of a binary moving window detector, or binary integrator. 
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10.7 AUTOMATIC DETECTION

The function of the radar operator viewing the ord inary radar display is to recognize the
presence of targe.ts and extract their location. W.hen the function is performed by electronic
decision circuitry without the interventioll of an operator, the process is known as mttomatic
detection. One of the chief reasons for employing automatic detection is to overcome the
limitations of an operator due to fatigue, boredom, and overload. In addition, the use of
automatic detection allows the radar output to be transmitted over telephone lines rather than
by more expensive broadband microwave links, since only detected target information need be
transmitted and not the full bandwidth signal (raw video). Automatic detection is also an
important part of automatic detection and track (ADT) systems, as discussed in Sec. 5.10. The
automatic detector has also been called plot extractor and data extractor.

Usually there are four basic aspects to automatic detection: (I) the inte§ration of the
pulses received from the target; (2) the detection decision; and the determination of the target
location in (3) range and (4) azimuth. Sometimes there is also included in automatic-detection
circuitry the means for maintaining a constant false alarm rate (CFAR). This is discussed
separately in the next section.

Binary moving-window detector.39.52-60 As a radar antenna scans by a target it will normally
receive n echo pulses. If m ofthese expected n pulses exceed a predetermined value (threshold),
a target may be declared to be present. The use of a criterion that requires m out of n echo
pulses to be present .is a form of integration. It is less efficient than ideal postdetection
integration, but it has the advantage of simplicity. It is called the binary moving-window
detector, but it has also been called double-threshold detector, m-out-of-n detector, coinci­
dence detector, sliding-window detector, and binary integrator.

A block diagram of the binary moving-window detector is shown in Fig. 10.7. The radar
video is passed through a threshold detector, which may be thought of as a bottom clipper.
Only those signals whose amplitude exceeds the preset threshdd are allowed to pass. This is
the first of two thresholds, hence the name double-threshold detector which is sometimes used.
The output of the first threshold is sampled by the quantizer at least once per range-resolution
cell. A standard pulse is generated if the video waveform exceeds the first threshold, and
nothing if it does not. These are designated by 1 or 0 respectively. Thus the output of the
quantizer is a series of Is and Os. This is then separated into separate range cells by the range
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Figure 10.7 Block diagram of a binary moving window detector, or binary integrator.
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gi~tcq, ; r t ~ r l  111e Is ; i r l ( l  0s fro111  he ii~st tt $weeps are stored and counted in the binary counter. If 
there are at least r t ~  Is withir~ the last t t  sweeps, a target -is said to be present. The number t t t  is 
the secorld threshold to be passed in the double-threshold detector. The two thresholds must 
be selected jointly for best performance. The optimum value of n i  for a constant echo signal is 
F ! I ~ H ' ~ I  in Fig. 10.8. (Sirnilar resi~lts are available for fluctuating  target^.^^*^*.^^) This curve 
is approximate sirlce there is some slight dependence upon the false-alarm probability, but it 
appears to be irldeperldent of  the signal-to-noise ratio. The actual value of rtt can diner 
s ig~~i f ic . ;~~~t iy  frot~l ttr,,,, w i t l~o t r t  a large penalty in signal-to-noise ratio. For example. the 
signal-to-noise ratio will be within 0.5 dB o f  optimum for 1?2 ranging over a value of 0.44 !r for a 
nor~fluctuating target or a Swerling case I ,  and 0.34 n for a Swerling case 2.59 

The quantization of signals into but two levels (zero or  one) in the binary moving-window 
detector results in a loss of  about 1.5 to 2 dB in signal-to-noise ratio as  compared to the ideal 
post-detection i n t e g r a t ~ r . ~ ~  55.5 ' When the artlplitude is quantized into more than two levels, 
the loss is less. For example, quantization into four levels (2 bits), reduces the loss to about 
or~c-tllirti ( I l i t  t experienced i r ~  t wo-level, or  binary, quantization ( 1  bit).60 

A corollary advantage of the binary rnoving-window detector is that i t  is less sensitive to 
the effects of a single large interference pulse that might exist along with the target echo pulses. 
In (he usual integrator, the full energy of the interference pulse is added. In the binary 
moving-window detector, however, it contributes no more than would any other pulse that 
crosses the first threshold since a I is recorded no  matter what the amplitude. Similarly, the 
double-threshold detector has some advantage over the usual integrator when the background 
interfereuce is not receiver noise but is nongaussian, as is some sea clutter and land clutter. 
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Figure 10.8 Optimum number of pulses mop, (out of a 
t I maximum of n) for a binary moving window detector. A 
0 0 .2  0.4 0.6 0.8 1.0 constant (nonfluctuating) target is assumed. (AJter 

mopt /n ~ w e r l i n g , ~ ~  courtesy Rand Corporation.) 
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gates. and the Is and Os from the last 11 sweeps are stored and counted in the binary counter. If
there are at least 111 Is withir} the last 11 sweeps, a targeHssaid to bepresenl. The number til is
the second threshold to be passed in the double-threshold detector. The two thresholds must
be selected jointly for best performance. The optimum value of In for a constant echo signal is
shown in Fig. lOX (Similar results are available for fluctuating targets. 39

,58,59) This curve
is approximate since there is some slight dependence upon the false-alarm probability, but it
appears to be independent of the signal-to-noise ratio. The actual value of m can differ
signiticantly fmlll mopl withollt a large penalty in signal-to-noise ratio. For example. the
signal-to-noise ratio will be within 0.5 dB of optimum for In ranging over a value of 0.44 11 for a
nonnuctuating target or a Swerling case I, and 0.34 n for a Swerling case 2. 59

The quantization of signals into but two levels (zero or one) in the binary moving-window
dctector results in a loss of about 1.5 to 2 dB in signal-to-noise ratio as compared to the ideal

post-detection integrator. 53 55.57 When the amplitude is quantized into more than two levels,
the loss is less. For example, quantization into four levels (2 bits), reduces the loss to about
onc-third that experienced in two-level, or binary, quantization (I bit).60

;\ corollary advantage of the binary moving-window detector is that it is less sensitive to
the effects of a single large interference pulse that might exist along with the target echo pulses.
fn the usual integrator, the full energy of the interference pulse is added. In the binary
moving-window detector. however, it contributes no more than would any other pulse that
crosses the first threshold since a I is recorded no matter what the amplitude. Similarly, the
double-threshold detector has some advantage over the usual integrator when the background
interrerence is not receiver noise but is nongaussian, as is some sea clutter and land clutter.
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Such clutter is characterized by having large "spiky" echoes. Although they may occur in- 
frequently, they can be quite large and give undue weight in a conventional integrator. In the 
double-threshold detector they contribute the same as any threshold-crossing signal n o  matter 
what their amplitude. An analysis of the problem of detection of signals in clutter (or noise) 
that is nongaussian, indicates that a detector based on the median value crossing a threshold is 
significantly more efficient than the usual detection criterion based on the nterin value.61 The 
implementation of the binary moving window detector is similar to that of the median 
detector. 

An estimate of the target's angular position may be made by locating the center of the 
group of tr pulses.s6 This operation is called beunr splitting. The moving-window detector has 
no  prior knowledge of the target beginning. I t  must be sufficiently sensitive to quickly detect a 
region of increased density of Is, yet i t  must not be so sensitive that i t  initiates false alarms due 
to  noise. Once a target beginning is realized, the detector must be able to sense tJe end of  the 
region of increased-density of Is. Again, if  it is too sensitive to  change, the detector will tend to  
split targets. I 

1 
Tappeddelay-line integrator. An integrator based on the tapped delay line is shown in 
Fig. 10.9. The time delay through the line is made equal to the total integration time, and the 
taps are spaced at intervals equal to  the pulse-repetition period. The number of taps equals the 
number of pulses to be integrated. The outputs from each of the taps are tied together to form 
the sum of the previous n pulses. One of the advantages of this integrator is that any type of 
weighting may be applied to the individual pulses by simply inserting the proper attenuation 
at each tap of the delay line. 

This form of integrator that sums the last n pulses is also known as the nroving-wirttlow 
detector or the analog moving-window It, of course, can also be implemented In 
digital circuitry. It is similar to the binary rnoving-window detector discussed above, but i t  
does not use a double threshold and it does not suppress the effects of large interference spikes 
as does the binary detector. It does not suffer the 1.5 to 2 dB loss of the binary detector and ~t 
can be employed to estimate the target's angle by beam splitting. The detection performance of 
the moving-window detector is about 0.5 dB worse than the optimal detector which weights 
the returned signals by the fourth power of the antenna voltage pattern.63 The angular loca- 
tion of the target can be estimated from the output of this detector by taking the midpoint 
between the first and last crossings of the detection threshold, or by taking the maximum value 
of the running sum. After correcting for the bias, the accuracy of the location measurement is 
only about 20 percent worse than t h e ~ r e t i c a l . ~ ~  

Recirculating-delay-line integrat~r.~' - "  The delay-line integrator, or moving-window detec- 
tor, described above requires that a number of pulses, equal to  that expected from the target, 
be held in storage. A simplification can be had by recirculating the output through a single 
delay line (Fig. 10.10~) whose delay is equal to the pulse repetition period. The recirclrlatiny- 
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Figure 10.9 Pulse integrator using tapped delay line. 
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Such clutter is characterized by having large" spiky" echoes. Although they may occur in~

frequently, they can be quite large and give undue weight in a conventional integrator. In the
double-threshold detector they contribute the same as any threshold-crossing signal no matter
what their amplitude. An analysis of the problem of detection of signals in clutter (or noise)
that is nongaussian, indicates that a detector based on the median value crossing a threshold is
significantly more efficient than the usual detection criterion based on the me(lII value. 61 The
implementation of the binary moving window detector is similar to that of the median
detector.

An estimate of the target's angular position may be made by locating the center of the
group of 11 pulses. 56 This operation is called beam splitting. The moving-window detector has
no prior knowledge of the target beginning. It must be sufficiently sensitive to quickly detect a
region of increased density of Is, yet it must not be so sensitive that it initiates false alarms due
to noise. Once a target beginning is realized, the detector must be able to sense tje end of the
region of increased-density of Is. Again, if it is too sensitive to change, the detector will tend to
split targets. I '

.1
Tapped-delay-line integrator. An integrator based on the tapped delay line is shown in
Fig. to.9. The time delay through the line is made equal to the total integration time, and the
taps are spaced at intervals equal to the pulse-repetition period. The number of taps equals the
number of pulses to be integrated. The outputs from each of the taps are tied together to form
the sum of the previous n pulses. One of the advantages of this integrator is that any type of
weighting may be applied to the individual pulses by simply inserting the proper attenuation
at each tap of the delay line.

This form of integrator that sums the last n pulses is also known as the moping-window
detector or the analog moving-window detector. 64 'It, of course, can also be implemented in
digital circuitry. It is similar to the binary moving-window detector discussed above, but it
does not use a double threshold and it does not suppress the effects of large interference spikes
as does the binary detector. It does not sutTer the 1.5 to 2 dB loss of the binary detector and it
can be employed to estimate the target's angle by beam splitting. The detection performance of
the moving-window detector is about 0.5 dB worse than the optimal detector which weights
the returned signals by the fourth power of the antenna voltage pattern. 63 The angular loca­
tion of the target can be estimated from the output of this detector by taking the midpoint
between the first and last crossings of the detection threshold, or by taking the maximum value
of the running sum. After correcting for the bias, the accuracy of the location measurement is
only about 20 percent worse than theoretica1.63

Recirculating-delay-line integrator.65
·70 The delay-line integrator, or moving-window detec­

tor, described above requires that a number of pulses, equal to that expected from the target,
be held in storage. A simplification can be had by recirculating the output through a single
delay line (Fig. to.toa) whose delay is equal to the pulse repetition period. The recirculating-
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Figure 10.9 Pulse integrator using tapped delay line.
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Figure 10.10 Recirculating-delay-line integrator, or feedback integrator, k = loop gain < 1. (a) single 
delay loop; (h)  double loop: (c) two-pole filter. 

delay-liue integrator. also called the feedback integrator, adds each new sweep to the sum of all 
the previous sweeps. To prevent unwanted oscillations, or "ringing," due to positive feedback, 
the sum must be attenuated by an amount k after each pass through the line. The factor k is the 
gain of the loop formed by the delay line and the feedback path. I t  must be less than unity for 
stable operation. The effect of k < 1 is that the integrator has imperfect "memory." The 
optimum value of k depends on the number of pulses received from the target (Sec. 2.6 and 
Ref. 65). 

Analog delay lines that have been used in such devices include acoustic lines, lumped- 
parameter delay lines, electrostatic storage tubes, and magnetic drums or disks. They do not 
have, in general, sufficient stability to permit large values of k. When analog lines are used, 
loop gains $re not much larger than 0.9 in the configuration of Fig. 10.10a, and 0.98 in the 
configuration of Fig. 10.10b. Since the effective number of pulses integrated is equal to 
( I  - k ) -  ', a value of k = 0.9 corresponds to about 10 pulses integrated and k = 0.98 to about 
50 pulses. However, when the recirculating-delay-line integrator is implemented with digital 
circuitry, values of k approaching unity can be achieved.6s , 

The factor k in the recirculating-delay-line integrator of Fig. 10.10~ is equivalent to an 
exponential weighting of the received pulses. It results in a loss of about 1.0 dB in signal-to- 
noise ratio as compared with the ideal postdetection integrator that weights the received pulses 
in direct proportion to the fourth power of the antenna beam pattern.66 It is 0.5 dB less 
efficient than the moving window detector with uniform weights.67 The double-loop integrator 
of Fig. 10. lob is a two-pole filter with a multiple pole. It is about 0.3 dB less efficient than the 
ideal integrator with optimum weights.66 The double delay-tine configuration of Fig. 10.10~ is 
also a two-pole filter but unlike the double-loop integrator, the two poles need not be at the 
same location. Its detection performance is only 0.15 dB less efficient than the optimum.66 

The recirculating delay-line integrators of Fig. 10.10 can be used to obtain an estimate of 
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Figure 10.10 Recirculating-delay-line integrator, or feedback integrator, k = loop gain < l. (a) single
delay loop; (h) douhle loop: (c) two-pole filter.

delay-lille integrator, also called the feedback integrator, adds each new sweep to the sum of all
the previous sweeps. To prevent unwanted oscillations, or" ringing," due to positive feedback,
the sum must be attenuated by an amount k after each pass through the line. The factor k is the
gain of the loop formed by the delay line and the feedback path. It must be less than unity for
stable operation. The eITect of k < I is that the integrator has imperfect" memory." The
optimum value of k depends on the number of pulses received from the target (Sec. 2.6 and
Ref. 65).

Analog delay lines that have been used in such devices include acoustic lines. lumped­
parameter delay lines, electrostatic storage tubes, and magnetic drums or disks~ They do not
have, in general, sufficient stability to permit large values of k. When analog lines are used,
loop gains are not much larger than 0.9 in the configuration of Fig. 10. lOa, and 0.98 in the
configuration of Fig. 10. lOb. Since the effective number of pulses integrated is equal to
(I - kr I, a value of k = 0.9 corresponds to about 10 pulses integrated and k = 0.98 to about
50 pulses. However, when the recirculating-delay-line integrator is implemented with digital
circuitry, values of k approaching unity can be achieved.6s

•

The factor k in the recirculating-delay-line integrator of Fig. 1O.lOa is equivalent to an
exponential weighting of the received pulses. It results in a loss of about 1.0 dB in signal-to­
noise ratio as compared with the ideal postdetection integrator that weights the received pulses
in direct proportion to the fourth power of the antenna beam pattern. 66 It is 0.5 dB Jess
efficient than the moving window detector with uniform weights.67 The double-loop integrator
of Fig. to. lOb is a two-pole filter with a multiple pole. It is about 0.3 dB less efficient than the
ideal integrator with optimum weights. 66 The double delay-line configuration of Fig. 1O.Wc is
also a two-pole filter but unlike the double-loop integrator, the two poles need not be at the
same location. Its detection performance is only 0.15 dB less efficient than the optimum.66

The recirculating delay-line integrators of Fig. 10.10 can be used to obtain an estimate of
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the angular location of the target. The target can be found, as in beam splitting, by taking the 
midpoint between the start and end of the threshold crossing. There will be a bias in the angle 
estimate that depends on the signal-to-noise ratio, but this bias can be estin~ated a c c ~ r a t e l y . ~ '  
The standard deviation of angular estimates obtained with the single delay-line is about 15 
percent greater than the optimum estimates based on the Cramer-Rao lower bo t~n t i . ' ~  I f  tire 
maximum value of the output is used as an estimator of the target location, the bias is 
constant. However, the standard deviation of the estimates are 100 percent greater than the 

Similarly the standard deviation of the double-loop integrator using the maxi- 
mum value as the estimator produces a standard deviation 50 to 100 percent greater than the 
optimum. The two-pole filter of Fig. IO.lOc, on the other hand, has a standard deviat~on 15 
percent greater than optimum, and the estimator based on the maxin- dm value has a constant 
bias.66 Its relatively good dngle-estimating accuracy, good detection performance, along with 
the relative simplicity of a feedback integrator makes the two-pole filter a gooddchoice as an 
automatic detector for scanning radars. 

10.8 CONSTANT-FALSE-ALA RM-RATE (CFAR) RECEIVER 

The threshold ;it the oiltpiit of a radar receiver, as discussed in Sec. 2.5, is cliosein so as to 
achieve a desired falsc-alarn-t probability. The false-alarrn rate is quite sensitive to the thresh- 
old level. For example, a 1 dB change in the threshold can result in three orders of magni- 
tude cnange in the false alarm probability (Fig. 2.5). I t  does not takc much .if a drift in the 
receiver gain, a change in receiver noise, or  the presence of external noise or clutter echoes to 
inundate the radar display with extraneous responses. 

If changes in the false-alarm rate are gradual, an operator viewing a display can compen- 
sate with a manual gain adjustment. It has been said75 that the maximum increase in noise 
level that can be tolerated with a manual system using displays a n j  operators is from 5 to 
10 dB. But with an automatic detection and tracking (ADT) system, the tolerable increase is 
less than 1 dB. Excessive false alarms in an  ADT system cause the computer to overload as it 
attempts to associate false alarms with established tracks or to generate new, but false, tracks. 
Manual control is too slow and imprecise for automatic systems. Some automatic, instanta- 
neous means is required to maintain a constant false-alarm rate. Devices that accomplish this 
purpose are called CFAR. 

A CFAR may be obtained by observing the noise o r  clutter background in the vicinity of 
the target and adjusting the threshold in accordance with the measured background. Figure 
10.11 illustrates the cell-averaging CFAR which utilizes a tapped dejjy-line :o sample the 
range cells to  either side of the range cell of interest, or  test cell. The output of the test cell is the 
radar output. The spacing be twen  the taps is equal to the rang? :esolution. 'The o ~ i p u t s  from 
the delay line taps are summed. This sum, when multiplied by the appropriate constant, 
determines the threshold level for achieving the desired probability of false alarm. Thus 
the threshold varies contin:.~ously accord in^ ? r ,  the noise Jr the clutter environment fc:!nd 
within a range interval surrounding the range cell under o b ~ e r v a t i o n . ~ ~  This form of CFAR 
has sometimes been called Adaptive Video Threshold, o r  AVT. The particular CFAR shown in 
Fig. 10.1 1 does not sum all the range cells as  described above, but sums the cells ahead of the 
test cell separately from the sum of the cells following the test cell. The threshaid is determined 
by whichever of the two sums is the greater. This is done to  minir-ize the generation of false 
alarms a t  the leading and trailing edges of abrupt clutter regions.' . 4 small additional loss is 
incurred, however, compare:i to  using all the taps to establish the ~hreshold. (For example, 
with 32 reference cells, a probability of false alarm, and 0.9 probability of detection, the 
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the angular location of the target. The target can be found, as in beam splitting, by taking the
midpoint between the start and end of the threshold crossing. There will he a hias in the angle
estimate that depends on the signal-to-noise ratio, but this hias can be estimated accuratdy. C> 7

The standard deviation of angular estimates obtained with the single delay-line is about 15
percent greater than the optimum estimates hased on the Cramer-Rao lower hound.C>C> If the
maximum value of the output is used as an estimator of the target location, the bias is
constant. However, the standard deviation of the estimates are 100 percent greater than the
optimum. 66 Similarly the standard deviation of the double-loop integrator using the maxi­
mum value as the estimator produces a standard deviation 50 to tOO percent greater than the
optimum. The two-pole filter of Fig. IO.lOe, on the other hand, has a standard deviation 15
percent greater than optimum, and the estimator based on the maxiw um value has a constant
bias.66 Its relatively good angle-estimating accuracy, good detection performance, along with
the relative simplicity of a feedback integrator makes the two-pole filter a good...}choice as an
automatic detector for scanning radars.

10.8 CONSTANT-FALSE-ALARM-RATE (CFAR) RECEIVER

The threshold at the output of a radar receiver, as discussed in Sec. 2.5, is chosen so as to
achieve a desired falst·alarm probability. The false-alarm rate is quite sensitive to the thresh­
old level. For example, a 1 dB change in the threshold can result in three orders of magni­
tude change in the false alarm probability (Fig. 2.5). It does not take much");' a drift in the
receiver gain, a change in receiver noise, or the presence of external noise or clutter echoes to
inundate the radar display with extraneous responses.

[f changes in the false-alarm rate are gradual, an operator viewing a display can compen­
sate with a manual gain adjustment. It has been said 75 that the maximum increase in noise
level that can be tolerated with a manual system using displays anJ operators is from 5 to
10 dB. But with an automatic detection and tracking (ADT) system, the tolerable increase is
less than 1 dB. Excessive false alarms in an ADT system cause the computer to overload as it
attempts to associate false alarms with established tracks or to generate new, but false, tracks.
Manual control is too slow and imprecise for automatic systems. Some automatic, instanta­
neous means is required to maintain a constant false-alarm rate. Devices that accomplish this
purpose are called CFAR.

A CFAR may be obtained by observing the noise or clutter background in the vicinilY of
the target and adjusting the threshold in accordance with the measured background. Figure
10.11 illustrates the cell-averaging CFAR which utilizes a tapped de}.1y-line to sample the
range cells to either side of the range cell of interest, or test cell. T11e output of the test cell is the
radar output. The spacing betwe-m the taps is equal to the range ;esolution. The outputs from
the delay line taps are summed. This sum, when multiplied by the appropriate constant,
determines the threshold level for achieving the desired probability of false alarm. Thus
the threshold varies continuously according ''J the noise ar the clutter environment fmmd
within a range interval surrounding the range cell under observation. 76 This form of CFAR
has sometimes been called Adaptive Video Threshold, or AVT. The particular CFAR shown in
Fig. tO.11 does not sum all the range cells as described above, but sums the cells ahead of the
test cell separately from the sum of the cells following the test cell. The threshoid is determined
by whichever of the two sums is the greater. This is done to minir ize the generation of false
alarms at the leading and trailing edges of abrupt clutter regions. "; <\ small additional loss is
incurred, however, compared to using all the taps to establish the ;hreshold. (For example,
with 32 reference cells, a 10- 5 probability of false alarm, and 0.9 probability of detection, the
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.- Tnpp~d  delay line Test Tapped delay line 

1 Greater 
0 f 
I 

WAF? Threshold output 

F i ~ u r e  10.1 1 Cell averaging CFAR. In this version the greater of the outputs from the range cells ahead of 
or behind the cell of interest is used to set the threshold. 

oss with a conventional cell-averaging CFAR is 0.8 dB. With the "greater-of" technique the 
oss i s  itlcreased to I .  l dB.75) 

Typically the number of taps used in a cell-averaging CFAR might vary from 16 to 20. 
The CFAR may be thought of as using the outputs of the sampled cells to estimate the 
unknown amplitude of the background noise or clutter. Because of the finite number of 
samples, the background is not completely known and a loss occurs compared to the ideal 
detector. For example, when only 10 independent samples are used, a loss of 3.5 dB is said to 
result for a probabiiity of detection of 0.9 and probability of false alarm of when the 
background is broadband noise or clutter with a Rayleigh probability d e n ~ i t y . ~ ~ ~ ~ ~  With 20 
independent samples the loss is 1.5 dB, and with 40 samples it is 0.7 dB. The above applies to 
single-hit detection. The loss decreases with increasing number of pulses integrated. With 10 
pulses integrated, the loss with 10 independent samples decreases to 0.7 dB, and to 0.3 dB for 
100 pulses integrated.88 

I f  the target echo is large, energy can spill over into the adjacent range-resolution cells and 
affect the measurement of the average background. Fur this reason, the range cells surround- 
ing the test cell are often omitted when averaging the background. As mentioned in Sec. 5.10, 
the resolution of targets in range is degraded by the adaptive threshold process. 

The above description of the cell-averaging CFAR assumed that the background from 
which the threshold was set was determined by sampling in range. In those radars which 
extract the doppler frequency shift, as with a bank of doppler filters, the estimate of the 
background Ean be based on both the range and the doppler domains.77 It is also possible to 
utilize data from the adjacent angle-resolution cells to establish the threshold. 

A common assumption in the design of many CFARs is that the probability density 
function of the background noise amplitude is known (usually taken to be gaussian) except for 
a scale factor. Clutter, however, is often nonhomogeneous and thus nonstationary, as well as 
being of unknown probability density function in some cases. With such uncertainty in the 
background, a nonparametric method of detection must be (A nonpararnetric 
detector, also called a distribution-free detector, in its most general form does not require prior 
knowledge of the probability density function of the noise or the signal.39) A nonparametric 
detector permits a constant false-alarm rate to be achieved for background noise that might be 
described by very broad classes of probability density functions. It has a greater loss than when 
the character of the noise is known and an optimum detector can be designed, but it does keep 
the false alarm rate fixed. One form of nonparametric detector is based on the "ranks" of 
observations in which the components of the observations are ranked in order of magnitude, 
and detection is basid only on some function of these ranks.3g This can be implemented with a 
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Figure 10.11 Cell averaging CFAR. In this version the greater of the outputs rrom the range cells ahead or
or behind the cell of interest is used to set the threshold.

loss with a conventional cell-averaging CFAR is 0.8 dB. With the "greater-of" technique the
loss is increased to 1.1 dB. 7S

)

Typically the number of taps used in a cell-averaging CFAR might vary from 16 to 20.
The CFAR may be thought of as using the outputs of the sampled cells to estimate the
unknown amplitude of the background noise or clutter. Because of the finite number of
samples, the background is not completely known and a loss occurs compared to the ideal
detector. For example, when only 10 independent samples are used, a loss of 3.5 dB is said to
result for a probability of detection of 0.9 and probability of false alarm of 10- 6, when the
background is broadband noise or clutter with a Rayleigh probability density. 74, 7S With 20
independent samples the loss is 1.5 dB, and with 40 samples it is 0.7 dB. The above applies to
single-hit detection. The loss decreases with increasing number of pulses integrated. With 10
pulses integrated, the loss with 10 independent samples decreases to 0.7 dB, and to 0.3 dB for
100 pulses integrated.B8

If the target echo is large, energy can spill over into the adjacent range-resolution cells and
affect the measurement of the average background. For this reason, the range cells surround­
ing the test cell are often omitted when averaging the background. As mentioned in Sec. 5.10,
the resolution of targets in range is degraded by the adaptive threshold process.

The above description of the cell-averaging CFAR assumed that the background from
which the threshold was set was determined by sampling in range. In those radars which
extract the doppler frequency shift, as with a bank of doppler filters, the estimate of the
background fan be based on both the range and the doppler domains. 77 It is also possible to
utilize data from the adjacent angle-resolution cells to establish the threshold.

A common assumption in the design of many CFARs is that the probability density
function of the background noise amplitude is known (usually taken to be gaussian) except for
a scale factor. Clutter, however, is often nonhomogeneous and thus nonstationary, as well as
being of unknown probability density function in some cases. With such uncertainty in the
background, a nonparametric method of detection must be used. 75 •78-;82 (A nonparametric
detector, also called a distribution-free detector, in its most general form does not require prior
knowledge of the probability density function of the noise or the signa1.39 ) A nonparametric
detector permits a constant false-alarm rate to be achieved for background noise that might be
described by very broad classes of probability density functions. I t has a greater loss than when
the character of the noise is known and an optimum detector can be designed, but it does keep
the false alarm rate fixed. One form of nonparametric detector is based on the" ranks" of
observations in which the components of the observations are ranked in order of magnitude,
and detection is bas~d only on some function of these ranks.39 This can be implemented with a
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rank detector which computes the ranks by pair-wise comparisons of the output from the range 
cell under test with each of the outputs from the neighboring range cells that sample the 
background n~ise.~'-'' After the detector ranks the sample under test with its neighboring 
samples, it integrates the ranks and a target is declared after testing against a fixed and an 
adaptive t h r e s h ~ l d . ~ ~ * ' ~  

There are several other methods for achieving CFAR besides the use of cell averaging. 
One of the first CFAR receivers to be described in the literature used the output of a post- 
detection integrator (low-pass filter) to estimate the average noise. This was then applied as a 
feed-forward signal to control the threshold level to maintain the false-alarm rate 
constant.' The noise had to remain constant for a time corresponding to the total number 
of pulses returned from the target. Another CFAR technique is the hard limiter, sometimes 
called the D i c k e f i ~ . ' ~ - ~ ~  This consists of a broadband IF  filter followed by a hard limiter and 
a narrow-band matched filter. The hard limiter is set low enough to ensure that receiver noise 
is limited. Thus the output is unaffected by the level of the noise. A signal, however, causes the 
output of the matched filter to increase by a factor M, equal to the ratio of the bandwidth of 
the broadband filter to the bandwidth of the narrow-band (matched) filter. This form of CFAR 
may not be desirable with MTI since hard limiting reduces the improvement factor or the 
clutter attenuation (Sec. 4.8). Hard limiting also introduces an additional loss. The larger the 
ratio of the bandwidths M, the less the loss. For example, for a 0.5 probability of detection and 
a probability of false alarm, the loss is 1.0 dB for M = 100, 2.2 dB for M = 20, and 7 dB 
for M = In essence the Dicke fix (that uses wideband limiting) samples the adjacent 
resolution cells in the frequencyldomain, as compared to the cell-averaging CFAR that 
samples the background in the adjacent resolution cells in the time domain. 

When the product of the bandwidth Band the pulse width z is greater than unity, as in a 
pulse compression radar, the loss is determined by the product M B r  rather than M .  Thus, a 
loss of 1.0 dB corresponds to M B t  = 100. The ratio of the bandwidths M therefore can be 
unity when Br is large enough.73 Both coded-pulse waveformsss and frequency-modulated 
waveforms have been considered for pulse compression radar with C F A R . ~ ~  

The benefits of a large Br for CFAR can also be obtained without transmitting a pulse- 
compression waveform.87 A conventional pulse waveform can be transmitted, and on recep- 
tion the received signal passed through a dispersive delay line (a pulse expansion network) that 
spreads the signal over a duration T. The output of the dispersive filter is hard limited and fed 
to a second dispersive delay line with a characteristic inverse to the first. The rms noise power 
at the output is smaller than the peak power from a point target by the factor BT. A detection 
threshold is set somewhere within this range of possible amplitude to allow point targets that 
are larger than the background to be detected. This dispersive CFAR may be placed either 
before or after the matched Alter. , , I  

The log-FTC receiver described in Sec. 13.8 has CFAR properties when the background 
has a Rayleigh probability density function. The FTC, or fast time-constant, acts as a differen- 
tiating circuit, or high-pass filter, to remove the mean value of the clutter or noise. This 
function can be obtained with a more sophisticated filter consisting of a parallel combination 
of integrator and s u b t r a ~ t o r . ~ ~  The integrator is a narrow-band filter that averages the order of 
ten range-resolution cells to establish the background level. A receiver implemented in this 
manner has been called a log-CFAR.iThe term LOGICFAR has been applied to the cell- 
averaging CFAR which* is precedediby a logarithmic detector.84 The normalization of the 
threshold is accomplished in thclCOG/CFAR by subtraction rather than by division as in the 
conventional cell-averaging CFAR.' Also, the LOGICFAR is capable of operating over a larger 
dynamic range of background noise levels, but it has poorer detectability forthe same number 
of reference noise samples than the conventional cell-averaging CFAR. 
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rank detector which computes the ranks by pair-wise comparisons of the Qutput from the range
cell under test with each of the outpl,lts from the neighboring range cells that sample the
background noise. 78

-
81 After the detector ranks the sample under test with its neighboring

samples, it integrates the ranks and a target is declared after testing against a fixed and an
adaptive threshold. 8o ,81

There are several other methods for achieving CFAR besides the use of cell averaging.
One of the first CFAR receivers to be described in the literature used the output of a post­
detection integrator (low-pass filter) to estimate the average noise. This was then applied as a
feed-forward signal to control the threshold level to maintain the false-alarm rate
constant. 71

.
72 The noise had to remain constant for a time corresponding to the total number

of pulses returned from the target. Another CFAR technique is the hard limiter, sometimes
called the Dicke fix. 7 2-74 This consists of a broadband IF filter followed by a hard lim iter and
a narrow-band matched filter. The hard limiter is set low enough to ensure thjt receiver noise
is limited. Thus the output is unaffected by the level of the noise. A signal, however, causes the
output of the matched filter to increase by a factor M, equal to the ratio of the bandwidth of
the broadband filter to the bandwidth of the narrow-band (matched) filter. This form of CFAR
may not be desirable with MTI since hard limiting reduces the improvement factor or the
clutter attenuation (Sec. 4.8). Hard limiting also introduces an additional loss, The larger the
ratio of the bandwidths M, the less the loss. For example, for a 0.5 probability of detection and
a 10- 3 probability of false alarm, the loss is 1.0 dB for M = 100,2.2 dB for M = 20, and 7 dB
for M = 10.73 In essence the Dicke fix (that uses wideband limiting) samples the adjacent
resolution cells in the frequency' domain, as compared to the cell-averaging CFAR that
samples the background in the adjacent resolution cells in the time domain.

When the product of the bandwidth B and the pulse width r is greater than unity, as in a
pulse compression radar, the loss is determined by the product M BT rather than M. Thus, a
loss of 1.0 dB corresponds to M Bt = '100. The ratio of the bandwidths M therefore can be
unity when Br is large enough. 73 Both coded-pulse waveforms 8s and frequency-modulated
waveforms have been considered for puls~ compression radar with CFAR.86

The benefits of a large Brfor CFAR can also be obtained without transmitting a pulse­
compression waveform.87 A conventional pulse waveform can be transmitted, and on recep­
tion the received signal passed through a dispersive delay'line (a pulse expansion network) that
spreads the signal over a duration T. The output of the dispersive filter is hard limited and fed
to a second dispersive delay line with a characteristic inverse to the first. The rms noise power
at the output is smaller than the peak power from a point target by the factor BT. A delection
threshold is set somewhere within this range of possible amplitude to allow point targets that
are larger than the background to, be detected. This dispersive CFAR may be placed either
before or after the matched filter. '

The log-FTC receiver described in Sec.' 13.8 has CFAR properties when the background
has a Rayleigh probability density function. The FTC, or fast time-constant, acts as a differen­
tiating circuit" or high-pass filter, to remove the mean value of the clutter or noise. This
function can be obtained with a more sophisticated filter consisting of a parallel combination
of integrator and subtractor.83 The integrator is a narrow-band filter that averages the order of
ten range-resolution cells to establish the background level. A receiver implemented in this
manner has been called a log-CFAR.' The term LOGjCFAR has been applied to the cell­
averaging CFAR which- is preceded I by:a logarithmic detector. 84 The normalization of the
threshold is accomplished in the'COGjCFAR by subtraction rather than by division as in the
conventional cell-averaging CFAR~Also, the LOGjCFAR is capable ofoperating over a larger
dynamic range of background noise levels, but it has poorer detectability for'the same number
of reference noise samples than the conventional cell-averaging CFAR.
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CFAR is widely used to prevent clutter and noise interference from saturating the display 
of an ordinary radar and preventing targets from being obscured. It is also needed in ADT, or  
track-while-scan systems, to prevent the tracking computer from being overloaded by extra- 
neous clutter targets or  noise. CFAR, however, is not without its disadvantages and can be 
considered a necessary evil. It introduces an additional loss compared to optimum detection, 
and in some systems the number of pulses processed needs to be large to  keep the loss low. 
More important, CFAR maintains the false-alarm rate constant at  the expense of the probabil- 
i t y  of detection. Thus, i t  causes targets to be missed. Furthermore, the operator is usually 
given no indication that there may be missed detections. In radars with a simple CFAR, 
interference or  hostile jamming can lower the sensitivity of the radar without the operator even 
being aware that it is happening since the jamming is not visible on the scope. Thus some 
means should be included to inform the operator when the detection probability has been 
lowered bccausc of the C17AR actiori. 

I t  is better to incorporate in the design of a radar means for eliminating unwanted signals 
before they eriter the ADT than to depend on CFAR to eliminate them. Examples of signal 
processing techniques that eliminate unwanted signals without a severe penalty in detectability 
include MTI for clutter echoes, the low sidelobe antenna and/or sidelobe cancelers for jam- 
ming noise, and the sidelobe blanker or the prf filter for pulse interference. 
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CFAR is widely used to prevent clutter and noise interference from saturating the display
of an ordinary radar and preventing targets from-being obscured. It is also needed in ADT, or
track-while-scan systems, to prevent the tracking computer from being overloaded by extra­
neous clutter targets or noise. CFAR, however, is not without its disadvantages and can be
considered a necessary evil. It introduces an additional loss compared to optimum detection,
and in some systems the number of pulses processed needs to be large to keep the loss low.
More important. CFAR maintains the false-alarm rate constant at the expense of the probabil­
ity of detection. Thus, it causes targets to be missed. Furthermore, the operator is usually
given no indication that there may be missed detections. In radars with a simple CFAR,
interference or hostile jamming can lower the sensitivity of the radar without the operator even
being aware that it is happening since the jamming is not visible on the scope. Thus some
means should be included to inform the operator when the detection probability has been
lowered because of the CFAR action.

It is better to incorporate in the design of a radar means for eliminating unwanted signals
hefore they enter the ADT than to depend on CFAR to eliminate them. Examples of signal
processing techniques that eliminate unwanted signals without a severe penalty in detectability
include MTI for clutter echoes, the low sidelobe antenna and/or sidelobe cancelers for jam­
ming noise, and the side lobe blanker or the prf filter for pulse interference.
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CHAPTER 

ELEVEN 
EXTRACTION OF INFORMATION 

AND WAVEFORM DESIGN 

11.1 INTRODUCTION 

In Chap. 10, which was concerned with detection, it was stated that the observation of radar 
signals in noise could be divided into (1) the detection of the presence of signals in noise and 
(2) the extraction of the target information contained in the signal. The analysis of the detec- 
tion of signals in noise is based in large part on the mathematics of statistical hypothesis testing. 
Similarly, extraction of information from radar signals is a problem in statistical parameter 
estimation. The detection of signals and the extraction of information are not totally indepen- 
dent processes since either one without the other is meaningless. 

This chapter discusses some of the concepts involved in the extraction of information 
from a radar signal. The next section considers in a qualitative manner the type of target 
information available from a radar signal. The theoretical accuracies with which range, rela- 
tive velocity (doppler frequency), and angle of arrival can be determined are derived in 
Sec. 11.3. This is followed by a treatment of the ambiguity function and its effect on waveform 
design. Pulse compression waveforms and processing are discussed in Sec. 11.5. Although 
pulse compression radar is of interest for other than the extraction of information, it is 
included in this chapter because of its close relation to the ambiguity function. The final 
section reviews several radar techniques that might be used to distinguish one class of target 
from another. 

11.2 INFORMATION AVAILABLE F R O M  A RADAR 

A radar obtains information about a target by comparing the received echo signal with the 
transmitted signal. The availability of an echo signal indicates the presence of a reflecting 
target; but knowing a target is present is of little use by itself. Something more must be known. 
Therefore, a radar provides the location of.the target as well as its presence. It can also provide 
information about the type of target. This is known as target classification. 

The time delay between the transmission of the radar signal and the receipt of an echo is a 
measure of the distance, or range, to the target. The range measurement is usually the most 
significant a radar makes. No other sensor has been able to compete with radar for determin- 
ing the range to a distant target. A typical radar might be able to measure range to an accuracy 
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of several hundred meters, but accuracies better than a fraction of a meter are practical. Radar 
ranges might be as short as that of the police traffic-speed-meter, or as long as the distances to 
the nearby planets. 

Almost all radars utilize directive antennas. A directive antenna not only provides the 
transmitting gain and receiving aperture needed for detecting weak signals, but its narrow 
beamwidth allows the target's direction to  be determined. A typical radar might have a heam- 
width of perhaps one o r  two degrees. The angular resolution is determined by the beamwidtli, 
but the angular accuracy can be considerably better than the beamwidth. A ten to one he t r~~ l  
splitting would not be unusual for a typical radar. Some radars can measure angular accuracy 
considerably better than this. An rms error of 0.1 mrad is possible with the best tracking 
radars. 

The echo from a moving target produces a frequency shift due to the doppler effect, which 
is a measure of the relative r~elocity. Relative velocity also can be determined ftom the rate of 
change of range. Tracking radars often measure relative velocity in this manner rather tliari trse 
the doppler shift. However, radars for the surveillance and tracking of extraterrestrial targets, 
such as satellites and spacecraft, might employ the cioppler shift to Ineasure tiirectly tllc 
relative velocity, but it is seldom used for this purpose in aircraft-surveillance radars. Instead, 
aircraft-surveillance radars use the doppler frequency shift to separate the desired moving 
targets from the undesired fixed clutter echoes, as in MTI radars. 

I f the target can be viewed from many directions, its shape can be determined. Space object 
identification (SOI) radars are an example of those that extract target shape information. The 
synthetic aperture radar (SAR) which maps the terrain is another example. Radars that 
determine the shape of a target are sometimes called inlugirtg radars. 

T o  obtain the target size or shape requires resolution in range and in angle. Good range 
resolution is generally easier to achieve than comparable resolution in angle. In some radar 
applications i t  is possible to  utilize resolution in the doppler frequency shift as a substitute for 
resolution in angle, if there is relative motion between the distributed target and the radar. 
Resolution is possible since each element of the distributed target has a different relative 
velocity. This principle has been used in synthetic aperture radars for ground mapping, inverse 
SAR for SO1 and the imaging of planets, and in the scatterometer for measuring the ground or 
sea echo as  a function of incidence angle. 

Internal motions of the target such as the rotation of aircraft engines, vibrations of vehi- 
cles, the spinning o f a  satellite, or the rotation of antennas can also provide information about 
the target. The different responses to  different polarizations of the electromagnetic wave 
provide information on the target symmetry. It is this property that permits echoes from 
symmetrical raindrops to  be discriminated against in 'favor of echoes from asymmetrical 
i~ircraft. Many microwave radars use circular polarization for this purpose. The nature of the 
surface roughness can be inferred from the radar echo, as can the dielectric properties of the 
scattering surface. The former has been applied to the measurement of sea state (iron1 satel- 
lites), and the latter was used in early radar astronomy to probe the nature of the moon's 
surface. 

11.3 THEORETICAL ACCURACY OF RADAR MEASUREMENTS 

The ability of a radar t o  detect the presence of an  echo signal is fundamentally limited by noise. 
Likewise, noise is the factor that limits the accuracy with which the radar signals may be 
estimated. The parameters usually of interest in radar applications are the range (time delay), 
the range rate (doppler velocity), and the angle of arrival. The amplitude of the echo signal 
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is a measure of the relative uelocity. Relative velocity also can be determined f,om the rate of
change of range. Tracking radars often measure relative velocity in this manner rather than use
the doppler shift. However, radars for the surveillance and tracking of extraterrestrial targets,
such as satellites and spacecraft, might employ the doppler shirt to measure directly the
relative velocity, but it is seldom used for this purpose in aircraft-surveillance radars. Instead,
aircraft-surveillance radars use the doppler frequency shift to separate the desired moving
targets from the undesired fixed clutter echoes, as in MTI radars.

Hthe target can be viewed from many directions, its shape can he determined. Space object
identification (SOl) radars are an example of those that extract target shape information. The
synthetic aperture radar (SAR) which maps the terrain is another example. Radars thai
determine the shape of a target are sometimes called imaging radars.

To obtain the target size or shape requires resolution in range and in angle. Good range
resolution is generally easier to achieve than comparable resolution in angle. In some radar
applications it is possible to utilize resolution in the doppler frequency shift as a substitute for
resolution in angle, if there is relative motion between the distributed target and the radar.
Resolution is possible since each element of the distributed target has a different relative
velocity. This principle has been used in synthetic aperture radars for ground mapping, inverse
SAR for SOl and the imaging of planets, and in the scatterometer for measuring the ground or
sea echo as a function of incidence angle.

Internal motions of the target such as the rotation of aircraft engines, vibrations of vehi­
cles, the spinning of a satellite, or the rotation of antennas can also provide information about
the target. The different responses to different polarizations of the electromagnetic wave
provide information on the target symmetry. It is this property that permits echoes frolll
~ymmetrical raindrops to be discriminated against in 'favor of echoes from asymmetrical
aircraft. Many microwave radars use circular polarization for this purpose. The nature of the
surface roughness can be inferred from the radar echo, as can the dielectric properties of the
scattering surface. The former has been applied to the measurement of sea state (from satel­
lites), and the latter was used in early radar astronomy to probe the nature of the moon's
surface.

11.3 THEORETICAL ACCURACY OF RADAR MEASUREMENTS

The ability of a radar to detect the presence of an echo signal is fundamentally limited by noise.
Likewise, noise is the factor that limits the accuracy with which the radar signals may be
estimated. The parameters usually of interest in radar applications are the range (time delay),
the range rate (doppler velocity), and the angle of arrival. The amplitude of the echo signal



might also be measured, but its precise value is usually not important except insofar as i t  
influences the signal-to-noise ratio. 

In this section the theoretical accuracies of radar nieasurements will be derived. T o  
simplify the analysis. i t  is assunied that the signal is large compared with the noise. This is a 
reasonable assurnption since tlie signal-to-noise ratio tnust be relatively large if the detection 
decision is to be reliable (Sec. 2.5). Furthermore, as will be evident later, large signal-to-noise 
ratios are necessary for accurate measurements. It is also assumed that the error associated 
\ \ * i ~ l i  a r~~easurer~ier~t  of a particular pararneter is independent of the errors in any of the other 
~ ~ r : i n i e t c r < .  'l'hc validity of this assurnption depends upon the availability of a large signal-to- 
rioisc riirio. (fTurtIler i~ifc>rr~lation regarding radar rtieasure~netits call be found in Ref. 7.) 

.I'licorctic;il racfar accuracies niay be derived by a variety of methods including those 
based on ( I )  si~iiple geoliietrical relatiorisliips between signal, noise, and the parameter to be 
~lieast~red. (2) inverse probability, (3)  a suitably selected gating function preceded by a 
~natched filter, arid (4) the estimate of the variance using the likelihood function. The measure 
of the error is the root mean square of the difference between the measured value and the true 
value. The disturbance limiting the accuracy of the radar measurement is assumed to be the 
receiver noise. I t  is furthermore assumed that bias errors have been removed. 

I t  will be shown that the rms error SM of a radar measurement M can be expressed as 

where E is the received signal energy, No. is the noise power per unit bandwidth, and k is a 
constant whose value is of the order of unity. For a time-delay measurement, k depends on the 
shape of the frequency spectrurrl S(f), and M is the rise time of  the pulse; for a doppler 
frequency rneasurenient, k depends on ttie shape o f  the time waveform s ( t )  and M is the 
spectral resolution, or the reciprocal of the observation time; and for an angle measurement k 
depends on the shape of the aperture illumination A(x) ,  and M is the beamwidth. 

Range-accuracy - leading-edge measurement. The measurement of range is the measurement of 
t irne delay TR = 2R/c, where c is the velocity of light. One  method of determining range with a 
pulsed waveforrtl is to measure the time at which the leading edge of the pulse crosses sonie 
threshold' (Fig. 11.1). The pulse uncorrupted by noise is shown by the solid curve. The shape 
of the pulse is not perfectly rectangular; the rise and decay times are not zero, for this would 
require an fifinite bandwidth. The effect of noise is to perturb the shape of the pulse and to 
shift the time of threshold crossing as shown by the dashed curve. The maximum slope (rate of 
rise) of the leading edge of a rectangular pulse of amplitude A at the output of a video filter is 

\ ' I R e c t ~ n ~ u / o r " ~ u / s e  
F- p/us noise [ +---- ~ h r e s h o l d  
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time delay using the leading (or 

\ 
\ trailing) edge of the pulse. Solid 
', - - - curve represents echo pulse u n -  

corrupted by noise. Dashed 
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might also be measured, but its precise value is usually not important except insofar as it
influences the signal-to-noise ratio.

In this section the theoretical accuracies of radar measurements will be derived. To
simplify the analysis. it is assumed that the signal is large compared with the noise. This is a
reasonable assumption since the signal-to-noise ratio must be relatively large if the detection
decision is to be reliable (Sec. 2.5). Furthermore, as will be evident later, large signal-to-noise
ratios are necessary for accurate measurements. It is also assumed that the error associated
with a measuremellt of a particular parameter is independent of the errors in any of the other
paramctcrs. Thc validity of this assumption depends upon the availability of a large signal-to­
1I0ise ratio. (Furthcr information regarding radar measurements call be found in Ref. 7.)

Theoretical radar accuracies may be derived by a variety of methods including those
bascd on (I) simplc geometrical relationships between signal, noise, and the parameter to be
measured. (2) inverse probability, (3) a suitably selected gating function preceded by a
matchcd filler, and (4) the estimate of the variance using the likelihood function. The measure
of the error is the root mean square of the difference between the measured value and the true
value. The disturbance limiting the accuracy of the radar measurement is assumed to be the
receiver noise. It is furthermore assumed that bias errors have been removed.

It will be shown that the rms error (jM of a radar measurement M can be expressed as

kM
(jM = ---=

fiE/No
(11.1)

where E is the received signal energy. No. is the noise power per unit bandwidth, and k is a
constant whose value is of the order of unity. For a time-delay measurement, k depends on the
shape of the frequency spectrum 5(1), and M is the rise time of the pulse; for a doppler
frequcncy measurement, k depends on the shape of the time waveform s(t) and M is the
spectral resolution, or the reciprocal of the observation time; and for an angle measurement k
depends on the shape of the aperture illumination A(x), and M is the beamwidth.

Range-accuracy -leading-edge measurement. The measurement of range is the measurement of
time delay TR = 2R/c, where c is the velocity of light. One method of determining range with a
pulsed waveform is to measure the time at which the leading edge of the pulse crosses some
threshold I (Fig. 11.1). The pulse uncorrupted by noise is shown by the solid curve. The shape
of the pulse is not perfectly rectangular; the rise and decay times are not zero, for this would
require an infinite bandwidth. The effect of noise is to perturb the shape of the pulse and to
shift the time of threshold crossing as shown by the dashed curve. The maximum slope (rate of
rise) of the leading edge of a rectangular pulse of amplitude A at the output of a video filter is

Figure 11.1 Measurement or
time delay using the leading (or
trailing) edge or the pulse. Solid
curve represents echo pulse un­
corrupted by noise. Dashed
curve represents the effort of
noise.
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Air,, where t, is the rise time. For large signal-to-noise ratios the slope of the pulse corrupted 
by noise is essentially the same as the slope of the uncorrupted pulse. From Fig. 11.1 the slope 
of the pulse in noise may be written as n(t)/ATR, where n ( f )  is the noise voltage in the vicinity of 
the threshold crossing and ATR is the error in the time-delay measurement. Equating the two 
expressions for the slope gives" 

where A'/? is the video signal-to-noise (power) ratio. The last part of Eq. (1 1.3) follows from 
the fact that the video signal-to-noise power ratio is equal to twice the IF signal-to-noise 
power ratio (SIN), assuming a linear-detector law and a large signal-to-noise ratio. 

If the rise time of the video pulse is limited by the bandwidth B of the IF amplifier, then 
t ,  = l/B. Letting S = Elr and N = No B, where E is the signal energy, N o  the noise power per \ 

unit bandwidth, and r the pulse width, the error in the time delay can be written 

112 

T~ = ( 2  BE, N 0) 

If a similar independent time-delay measurement is made at the trailing edge of the pulse, the 
two combined measurements will be improved by $, or 

* 112 

= (4BE/No) rectangular pulse 

For constant pulse amplitude A, the rms time-delay error given by Eq. ( 1  1.3) is proportional 
to  the rise time and is independent of the pulse width. An improvement in accuracy is ob- 
tained, therefore, by decreasing the rise time (increasing the bandwidth) or increasing the 
signal-to-noise ratio. 

The actual estimate of the time delay obtained by determining when the leading or 
trailing edge of the pulse crosses a threshold will depend on the value of the threshold relative 
to  the peak value of the pulse. This can result in an error in measurement even if no noise is 
present. I t  is possible t o  alleviate this situation, however, by using an adaptive threshold in 
which the level of the threshold is always a fixed fraition of the pulse a m p l i t ~ d e . ~  

Range accuracy using gating signals and matched  filter^.^ Consider the receiver block diagram 
shown in Fig. 11.2 consisting of a multiplier followed by a low-pass filter (or integrator). The 
two inputs to the multiplier are the received echo signal y ( t )  and a gating signal g(t - TR). The 
time TR = 2Rlc is the estimate of the true delay time To. The purpose of the gating signal is to 
aid in extracting an esimate of To. As before, it is assumed that the signal is large compared 
with noise; consequently there is no doubt as to  the existence or the approximate position of 
the echo pulse. 

Mult~pl~er 

Figure 11.2 Receiver for rneas~lring range (time delay) 
using a gating signal g(t - TH), where TR is the estimate 
of the true time delay. Note the similarity to the cross- 

q ( t -7;7)  correlation receiver of Fig. 10.3. 
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A/t" where t, is t,he rise time. For large signal-to-noise ratios the slope of the pulse corrupted
by noise is essentially the same as the slope of the uncorrupted pulse. From Fig. 11.1 the slope
of the pulse in noise may be written as n(t)/L\ TR, where lI(t) is the noise voltage in the vicin ity of
the threshold crossing and L\ TR is the error in the time-delay measurement. Equating the two

\"
expressions for the slope gives

or

L\TR = ~~l
Alt,

[(L\ TR)2]'/2 = bTR = -~-_.- - -_!~_.
(A 2In 2)112 - (2S/N)112

(11.2 )

(11.3)

where A 2/n2 is the video signal-to-noise (power) ratio. The last part of Eq. (11.3) follows from
the fact that the video signal-to-noise power ratio is equal to twice the IF signal-to-noise
power ratio (SIN), assuming a linear-detector law and a large signal-to-noise ratio.

If the rise time of the video pulse is limited by the bandwidth B of the IF amplifier. then
t, :::::;; l/B. Letting S = E/r and N = No B, where E is the signal energy, No the noise power per
unit bandwidth, and 't" the pulse width, the error in the time delay can be written

(
r ) 112

bTR = 2BE/No
(11.4 )

If a similar independent time-delay measurement is made at the trailing edge of the pulse, the
two combined measurements will be improved by )2, or

(
r )1 /2

c5TR = 4BEINo
rectangular pulse (11.5)

For constant pulse amplitude A, the rms time-delay error given by Eq. (11.3) is proportional
to the rise time and is independent of the pulse width. An improvement in accuracy is ob­
tained, therefore, by decreasing the rise time (increasing the bandwidth) or increasing the
signal-to-noise ratio.

The actual estimate of the time delay obtained by determining when the leading or
trailing edge of the pulse crosses a threshold will depend on the value of the threshold relative
to the peak value of the pulse. This can result in at) error in measurement even if no noise is
present. It is possible to alleviate this situation, however, by using an adaptive threshok\ in
which the level of the threshold is always a fixed fraction of the pulse amplitude. 2

Range accuracy using gating signals and matched filters. 3 Consider the receiver block diagram
shown in Fig. 11.2 consisting of a multiplier followed by a low-pass filter (or integrator). The
two inputs to the multiplier are the received echo signal y(t) and a gating signal g(t - TR ). The

time TR = 2R/c is the estimate of the true delay time To. The purpose of the gating signal is to
aid in extracting an esimate of To. As before, it is assumed that the signal is large compared
with noise; consequently there is no doubt as to the existence or the approximate position of
the echo pulse.

yU)
Multiplier

Low-pass
filter

(integrotor)

Output
)0

Figure 11.2 Receiver for measuring range (lime delay)
using a gating signal g(t - TR). where TR is the estimate
of the true time delay. Note the similarity to the cross­
correlation receiver of Fig. 10.3.



EXI'HACTION OF INFORMATION A N D  WAVEFORM DESIGN 403 

The echo signal y ( t )  is composed of signal and noise, s( t  - To) + n ( t ) ,  where s ( t  - To) is 
the echo signal in the absence of noise. The cor~tributions due to signal so and noise no at the 
output of the low-pass filter may be expressed as 

Defining ATR = TR - To, the form of the output so(ATR) with an optimum gating signal 
should be an odd function. Its value is zero at ATR = 0, and its even-order derivatives are zero. 
For small values of A & ,  the output will be directly proportional to ATR. (Thus it is similar to 
the angle-error detector of a monopulse tracking radar.) 

The ratio of the root mean-square noise voltage (z)112 to the slope M of the output 
,(AT,) evaluated at ATR = 0 will be taken as a measure of the rms error in time measure- 

' rnenl. or 

where 

The error is illustrated in Fig. 1 \ .3 .  The receiver output characteristic with signal so only is 
represented by the solid curve. The effect of noise is shown by the dashed curve. Noise 
displaces the zero crossing by an amount At. 

Using the calculus of variations, Mallinckrodt and Sollenberger3 show that the Fourier 
transform S,(f) of the optimum gating function which minimizes the time-delay error 
[Eq. ( 1  1.8)] is given, except for an arbitrary constant factor, by 

Figure 11.3 Effect of noise n ( t )  in shifting the apparent zero crossing of the output s0(TR - To) of the 
gating receiver of Fig. 11.2. 
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The echo signal y(t} is composed of signal and noise, s(t -To) + n(t), where s(t - To) is
the echo signal in the absence of noise. The contributions due to signal So and noise no at the
output of the low-pass filter may be expressed as

(11.6 )

(11.7)

Defining ~ TR = TR - To, the form of the output so(~TR ) with an optimum gating signal
should be an odd function. Its value is zero at ~TR = 0, and its even-order derivatives are zero.
For small values of ~ 1R, the output will be directly proportional to ~TR • (Thus it is similar to

. the angle-error detector of a monopulse tracking radar.)
The ratio of the root mean-square noise voltage (;;;)1/2 to the slope M of the output

I(~TR ) evaluated at ~TR = °will be taken as a measure of the rms error in time measure­
ment. or

(11.8 )

where

(-2)1/2
(5TR = (~t2)1/2 = ~_

M

M = [~~~~~) LTR=O

The error is illustrated in Fig. 1l.3. The receiver output characteristic with signal So only is
represented by the solid curve. The elTect of noise is shown by the dashed curve. Noise
displaces the zero crossing by an amount M.

Using the calculus of variations, Mallinckrodt and Sollenberger3 show that the Fourier
transform 5g(f) of the optimum gating function which minimizes the time-delay error
[Eq. (11.8)] is given, except for an arbitrary constant factor, by

(11.9)

r
/

::J
a.
~

::J
a
L
Q)

>
Q)

u
Q)

Cl::

-/l/-----~/_E-----------____=,....__:::__.

MR=TR-lQ

Figure 11.3 Effect of noise n{t} in shifting the apparent zero crossing of the output so(TR - To) of the
gating receiver of Fig. 11.2.
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where S ( f )  and N , ( f )  are the Fourier transforms of the input signal s(r - To) and the inpltt 
noise n ( t ) ,  respectively. The factorj2nf corresponds to a differentiation. Therefore the optimum 
gating waveform appears as the time derivative of the received waveform, i f  the noise spectrum 
is constant. By applying the convolution theorem to Eq. ( 1  1.6), the Fourier transform of the 
output So( f )  is equal to So( f  )S*( f  ), or 

j2.f I S ( f  l 2  s ( f )  = .. .- 

I N i ( f  l 2  
This is a transform of an odd function. 

The gating signal and the matched filter are related to one another. In Sec. 10.2 i t  was 
shown that the frequency-response function of the matched filter was given, except for a 
constant and a time delay, by 

where in the notation of Sec. 10.2, S * ( f )  is the complex conjugate of the Fourier transform of 
the input signal in the absence of noise and N , ( , f )  is the spectrum of the input noihe (the 
Fourier transform of the input noise voltage). Therefore, i f  the multiplier of Fig. 11.2 is 
preceded by a matched filter, the form of the optimum gating signal will be 

This is the Fourier transform of the doublet impulse 1r2(t), or first derivative of the inlpulst. 
function df(t). The gating waveform is therefore 

The above analysis indicates that optimum range processing consists in passing the ecllo 
signal through a matched filter followed by a gating in time that samples the signal waveform 
at the instant before and the instant following the time TR.  The difference between these two 
samples is a measure of the difference between the estimated delay time TR and the true delay 
time To. In some respects, the gating process is analogous to  the split-range-gate technique for 
range-tracking radars described in Sec. 5.6, except that the sampling gates described here are 
of infinitesimal width whereas they are usually of the order of a pulse width in range tracking. 

Substituting the optimum gating signal into the expression for accuracy gives (Rel. 3, 
Eq. 12) 

If the noise spectrum is a constant with spectral energy equal to  N o  watts/Hz of bandwidth, 
the mean square error is 

An effective bandwidth B may be defined such that 

where E is the signal energy. This definition of bandwidth is unlike those discussed previously 

404 INTRODUCTION TO RADAR SYSTEMS

where S(J) and Ni(J) are the Fourier transforms of the input signal s(t - To} and the input
noise n(t), respectively. The factor j2nJcorresponds to a differentiation. Therefore the optimum
gating waveform appears as the time derivative of the received waveform, if the noise spectrum
is constant. By applying the convolution theorem to Eq. (11.6), the Fourier transform of the
output So(J) is equal to SlI(J)S*(J), or

j2nJ IS(J) 1
2

So(J) = 'IN;{IYI 2-- (11.10)

This is a transform of an odd function.
The gating signal and the matched filter are related to one another. In Sec. 10.2 it was

shown that the frequency-response function of the matched filter was given, except for it

constant and a time delay, by
S*(J)H(J) = ----------

1 Nj(J) 1
2 (11.11)

where in the notation of Sec. 10.2, S*(J) is the complex conjugate of the Fourier transform of
the input signal in the absence of noise and Nlf) is the spectrum of the input noise (the
Fourier transform of the input noise voltage). Therefore, if the multiplier of Fig. 11.2 is
preceded by a matched filter, the form of the optimum gating signal will he

(11.12)

This is the Fourier transform of the doublet impulse 112(t), or first derivative of the impulse
function J'(t). The gating waveform is therefore

(11.13)

The above analysis indicates that optimum range processing consists in passing the echo
signal through a matched filter followed by a gating in time that samples the signal waveform
at the instant before and the instant following the time TR • The difference between these two
samples is a measure of the difference between the estimated delay time Til and the true delay
time To. In some respects, the gating process is analogous to the split-range-gate technique for
range-tracking radars described in Sec. 5.6, except that the sampling gates described here are
of infinitesimal width whereas they are usually of the order of a pulse width in range tracking.

Substituting the optimum gating signal into the expression for accuracy gives (Ref. 3,
Eq. 12)

JT ~ = 00 --~---"'-

4 I (2nJ)2I S(JW/IN j (J)1 2 ilJ
o

(11.14)

If the noise spectrum is a constant with spectral energy equal to No watts/Hz of bandwidth,
the mean square error is

2 No
(JTR ) = -00-------

4 f (2nJ)21 S(J) 1
2 dJ

o

An effective bandwidth p may be defined such that

00f (2nJ)2I S(J)1 2dJ <XJ

p2 = - 0000 = kf (2nJ)21 S(J) 1
2 df

f Is(!)1 2 dJI -00

-00

(11.15)

(11.16)

where E is the signal energy. This definition of bandwidth is unlike those discussed previously
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iri  tliis hook and is not siriiply related to eitlier tile lialf-power bandwidth or  the noise band- 
~ v i c f t l i .  I r i  terrlis of tile ekc t ivc  t~:~riciwicltli, tlie tii~ie-delay error becomes 

and tlie range error is 6 R  = (~12) 67;. 
l'lic cKective h;~rielwiiftli ;IS tlcliricci hy Eel. ( I  1.16) was first introduceti by Gabor4 atid Ii:ts 

heen used by Woodwards iri his treatnient of detection and accuracy by means of inverse 
probability. 13otli Ci:tt~or nricl Wootiwarti defirie the effective bandwidth in ternis of tile 
co~iiplex-frequency represeri tat ion, while the definition presented above is in terms of the real 
tirne waveft>r~ris. I n  essence, p2 is the riorr~ialized second mornent of the spectrum IS(f ) I 2  
:~btrut tile tne;lri (Iicre take11 to be at zero frequency). The larger tlie value of P2 ,  the tliorc 
accurate will be the range ~~ieasurenier~t .  

Examples of tirne-delay (range) accuracy. The computation of P2 for a perfectly rectangular 
pulcc orie with 7ero rise titile anti zero fall tirne-results in /I2 = co. This implies that the 
rriiriir~iuni rrrls range error for a perfectly rectangular pulse is zero and that the range measure- 
nient can be made with no error. In practice, however, pulses are not perfectly rectangular 
since a zero rise time or a zero fall time requires an infinite bandwidth. Finite bandwidths 
result in finite rise times and finite D2. 

In order to compute /I2 (and the range error) for a practical " rectangular" pulse, it will be 
:lssi~rned that the pulse spectrum is of the fortn S( f )  = (sin f i ) / ~ r J  just as with the perfectly 
rectangular pulse of width T, but tliat the bandwidth is limited to a finite value B as shown in 
Fig. 11.4.' Tliis is equivalent to passing a perfectly rectangular pulse through a filter of width 
B. The tinie waveforni of the output will be a pulse of width approximately r,  but the slopes of 
the leading and trailing edges are finite. An example of the shape of a bandwidth-limited 
rectangular pulse is shown in Fig. 11.5. The integrals in the expression for P2 [Eq. 11.161 
extend, in this instance, from - B/2 to + B/2 instead of from - co to + oo. Thus the efTective 

where Si x fs the sine integral furiction defined by (sin u) /u  du. As Br -+ m, the product 

p 2 r 2  4 2Br. or 
2B /I2 = - - - for large Br 
r 

- - . -8-- 

- 11 0 E 11 
a 

? 
Figure 11.4 Spectrum of a band- 

r r ~ n q ~ n v r ~  - -% width-limited "rectaneular pulse " 

(11.18)
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in this hook amI is not simply relateu to either the half-power bandwidth or the noise band­
width. III terms of the erret:live bandwidth. the time-delay error becomes

1
(n~ = fl(2EjN

o
) lf i (11.17)

and the range error is ()R = (e/2) ()1~.

Tile effectivc bandwidth as defincd by Eq. (r 1.16) was first introduced by Gabor4 and lias
been used by Woodward~ in his treatment of detection and accuracy by means of inverse
probability. Both Gabor and Woodward define the effective bandwidth in terms of the
complex-frequency representation, while the definition presented above is in terms of the real
time waveforms. In essence, f12 is the normalized second moment of the spectrum ISU) 1

2

ahollt the mean (here takell to be at zero frequency). Tile larger the value of fJ2, the more
accurate will be the range measurement.

Examples of time-delay (range) accuracy. The computation of /32 for a perfectly rectangular
pulse one with zero rise time and zero fall time- results in fJ2 = 00. This implies that the
minimum rms range error for a perfectly rectangular pulse is zero and that the range measure­
ment can be made with no error. In practice, however, pulses are not perfectly rectangular
since a zero rise time or a zero fall time requires an infinite bandwidth. Finite bandwidths
result in finite rise times and finite fJ2.

In order to compute f12 (and the range error) for a practical" rectangular" pulse, it will be
assumed that the pulse spectrum is of the form SU) = (sin nfr)/nf, just as with the perfectly
rectangular pulse of width r, but that the bandwidth is limited to a finite value B as shown in
Fig. [1.4.(, This is equivalent to passing a perfectly rectangular pulse through a filter of width
B. The time waveform of the output will be a pulse of width approximately t, but the slopes of
the lead ing and trailing edges are finite. An example of the shape of a bandwidth-limited
rectangular pulse is shown in Fig. 11.5. The integrals in the expression for {32 [Eq. 11.16]
extend, in this instance, from - B/2 to + B/2 instead of from - 00 to + 00. Thus the effective
handwidth is

R/2

(2rrr r f2(sin 2 rrfr)/rr 2f2 tlf
nBr - sin nBr

f12 = ~/-i8/!- ------------- = -- --------- ----".--,---

r
t2 5i (nBt) + (cos nBr - 1)/nBr

(sin 2 rrfr)/n 2f2 tlf
• - R/2

where Si x fs the sine integral function defined by r(sin u)/u duo As Br ~ 00, the product
• 0

2 2Bf1 ::::: ---
r

for large Br (11.19)
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Figure 11.4 Spectrum of a band­
width-limited "rectangular pulse."
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This is a reasonably good approximation for almost any value of Br. Therefore the rms error 
in the time-delay measurement for a "rectangular" pulse of width r, limited to a bandwidth B,  
is approximately 

3 

A 

t 112 

(4BE/No) 
bandwidth-limited rectangular pulse ( 1 1.20) 

0 
'0 
3 
+ - - 
a 
E 
a 

The pulse width r in the above expression is that of the perfectly rectangular pulse before band 
limiting. It is a good approximation to the width of the band-limited pulse when Br is large. 

Equation (1 1.20) is the same as Eq. ( 1  1.5) but is derived in a totally different manner. This 
is a rather interesting result, for it seems to imply that the value of time delay obtained with a 
straightforward method like the leading-edge technique can be as accurate as the optimum 
processing technique described above. It was assumed in the analysis of a bandwidth-limited 
pulse that a matched filter was employed. If the spectral width of the "rectangular" pulse is 
changed, the matched filter must be changed also. 

The rms timedelay error for a trapezoidal-shaped pulse of width 2T1 across the top, flat 
portion and with rise and fall times of Tz may be shown from Eqs. (1  1.16) and ( 1  1.17) to be 

Figure 11.5 Shape of rectangiilar pulse 

T i  + 3Tl T2 ' I 2  

6T"= ( 6E/No ) trapezoidal pulse 

\ / after passlng through a band-limited rec- 
Time -+ tangular filter. 

When the trapezoidal pulse approaches in shape the rectangular pulse, that is, when TI g T2 ,  
Eq. ( 1 1.2 1 ) becomes 

The bandwidth B is approximately the reciprocal of the rise time T2,  and if TI = r/2, where r is 
the pulse width, the rms error is 

which is the same as that derived previously for the bandwidth-limited rectangular pulse. 
By letting TI -, 0 in E q .  (11.21), the time-delay error for a triangular-shaped pulse is 

obtained. Calling the width at the base of the triangle r, = 2Tz, the rms error is 

8~~ =+ triangular pulse 
12(2E/No)1'2 

Consider a pulse described by the gaussian function 
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a.
E
<l

Time ~

Figure 11.5 Shapt: of rectangular pulst:
after passing through a band-limit~d r~c­

tangular filter.

J

This is a reasonably good approximation for almost any value of Bt. Therefore the rms error
in the time-delay measurement for a "rectangular" pulse of width t, limited to a bandwidth B,
is approximately

(
r )1/2

bTR ~ 4BEINo
bandwidth-limited rectangular pulse (11.20)

(11.22)

The pulse width t in the above expression is that of the perfectly rectangular pulse before band
limiting. It is a good approximation to the width of the band-limited pulse when Bt is large.

Equation (11.20) is the same as Eq. (11.5) but is derived in a totally different manner. This
is a rather interesting result, for it seems to imply that the value of time delay obtained with a
straightforward method like the leading-edge technique can be as accurate as the optimum
processing technique described above. It was assumed in the analysis of a bandwidth-limited
pulse that a matched filter was employed. If the spectral width of the" rectangular" pulse is
changed, the matched filter must be changed also.

The rms time-delay error for a trapezoidal-shaped pulse of width 2T1 across the top, fia t

portion and with rise and fall times of T2 may be shown from Eqs. (11.16) and (11.17) to be

b'fJ = (Ti +3T1 T2 )1/2 trapezoidal pulse (11.21)
R 6EINo

When the trapezoidal pulse approaches in shape the rectangular pulse, that is, when T, ~ T2 ,

Eq. (11.21) becomes

bTR ~ (2i/~Jl/2

The bandwidth B is approximately the reciprocal of the rise time T2 , and if T1 ~ t/2, where t is
the pulse width, the rms error is

which is the same as that derived previously for the bandwidth-limited rectangular pulse.
By letting T1 -+ 0 in Eq. (11.21), the time-delay error for a triangular-shaped pulse is

obtained. CaIling the width at the base of the triangle tB = 2Tl , the rms error is

triangular pulseb'fJ _ tB

R - jf2(2E/No)1/2

Consider a pulse described by the gaussian function

(
1.384t2

)s{t} = exp - r 2

(11.23 )

(11.24)
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wtiere r is tlie Iinlf-power pulse width:TliC gaussi-an-shaped pulse is sor~ietirnes specified in 
those applications wtiere interference with equipments operating at nearby frequencies is to be 
avoided. The gaussian pulse is well suited for this purpose since its spectrum decays rapidly on 
either side of the carrier frequency. Its rrns range error is 

r - 1.18 
ST R - - I .  18(iEii;jiii - njj(2Em;)ii? 

gaussian pulse 

\vlicrc n is tlic tialf-power haridwidth of the gaussian-pulse spectruni. 
'I'lie effective baridwidtll of a waveforti1 with a uniform frequency spectrutn of width U is 

/I = n ~ /  J j .  The wavefortli which gives rise to a uniform frequency spectrum is of the forni 
(sill .x)/.u, wtiere .u = nllr. The rrns time-delay error is therefore 

J3 67' - sin x 

- rt B ( ~ E / N ~ ) " ~  
- waveform 

X 

The radar waveforni which yields the most accurate time-delay measurement, all other 
factors being equal, is the one with tlie largest value ofeffective bandwidth 0. I f  the bandwidth 
is limited by external factors to a value B, the spectrum which produces the largest /I, and 
llence the most accurate range measurement, would be one which crowded all its energy at the 
two ends of the batid; that is, 

where .fo is the carrier frequency and 6 ( x )  is the delta function. The corresponding time 
waveform consists of two sine waves at frequencies fo +_ 812. This is the two-frequency C W  
radar waveform discussed in Sec. 3.5. The two-frequency C W  radar spectrum (and its corre- 
sponding waveforni) are not always suitable in practice since they lead to ambiguous measure- 
rnents if  the frequency separation B between the two sine waves is greater than c / 2 R b ,  where c 
is the velocity of propagation and Rb is the maximum unambiguous range. I f  the range 
measurement is to be unambiguous, the spectrum must be continuous over the bandwidth B. 

Accuracy of frequency (doppler-velocity) measurement. Using the method of inverse probabil- 
, ity, Manassee showed that the minimum rms error in the measurement of frequency is 

where 

and s ( t )  is the input signal as a function of time. Note the similarity between the definition of  a 
and /I, as defined in Eq. ( 1  1.16). as well as between the expressions for Sf and STR.  The 
parameter a is called the efl'ective time duration of the signal, and ( a / 2 1 t ) ~  is the normalized 
second moment of s 2 ( r )  about the mean epoch, taken to be t = 0. If the mean is not zero, but 
sonie other value t o ,  the integrand in the numerator of ( 1  1.28) would be (2n )* ( t  - to )*s2( t ) .  In 
radar, the measurement error specified by Eq. (11.27) is that of the doppler frequency shift. 

The value of a 2  for a perfectly rectangular pulse of width T is n 2 r 2 / 3 ;  thus the rms 
frequency error is 

JJ a / =  -- rectangular pulse 
~ T ( ~ E / N ~ ) ~ ~ ~  

The longer the pulse width, the better the accuracy of the frequency measurement. 
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where r is the half-powerpulscwidth:-The' gaussian-shaped pulse issumetimes specified in
those applications where interference with equipments operating atllearby frequencies is to be
avoided. The gaussian pulse is well suited for this purpose since its spectrum decays rapidly on
either side of the carrier frequency. Its rms range error is

r l.l8
~IR = 1.l8(iEIN~)ii2 = ~B(2ElN~p12 gaussian pulse (11.25)

where H is the half-power bandwidth of the gaussian-pulse speclrum.
The crrective bandwidth of a waveform with a uniform frequency spectrum of width B is

{i = rrBlj!.. The waveform which gives rise to a uniform frequency spectrum is of the form
(sill x )/x. where x = rrIJr. The rrns time-delay error is therefore .

. J3J 1R =-- ------ ---
rrB(2EINo)'f2

Sin X
~- waveform

x
(11.26)

The radar waveform which yields the most accurate time-delay measurement, all other
factors being equal. is the one with the largest value of errective bandwidth p. If the bandwidth
is limited by external factors to a value B, the spectrum which produces the largest p, and
hence the most accurate range measurement, would be one which crowded all its energy at the
two ends of the band; that is,

5(J) = ~(f - fo ~ B12) + ~(f - Jo + 812)

where fo is the carrier frequency and ~(x) is the delta function. The corresponding time
waveform consists of two sine waves at frequencies fo ± 812. This is the two-frequency CW
radar waveform discussed in Sec. 3.5. The two-frequency CW radar spectrum (and its corre­
sponding waveform) are not always suitable in practice since they lead to ambiguous measure­
ments if the frequency separation 8 between the two sine waves is greater than c/2R b , where c
is the velocity of propagation and Rb is the maximum unambiguous range. If the range
neasurement is to be unambiguous, the spectrum must be continuous over the bandwidth B.

Accuracy of frequency (doppler-velocity) measurement. Using the method of inverse probabil­
ity, Manasse 8 showed that the minimum rms error in the measurement of frequency is

(11.28 )

(11.27)

where

1
¥= ex(2E/No)1/2

2 f~ <Xl (21tt)2s2(t) dt
ex = ""'-------:------::----

J~ <Xl S2(t) dt

and s(r) is the input signal as a function of time. Note the similarity between the definition of ex
and fl. as defined in Eq. (11.16). as well as between the expressions for {)f and {)TR • The
parameter ex is called the effective time duration or the signal, and (ex/21t)2 is the normalized
second moment of S2(t) about the mean epoch, taken to be t = O. If the mean is not zero, but
some other value to. the integrand in the numerator of(I1.28) would be (21t)2(t - lo)2S2(t). [n
radar, the measurement error specified by Eq. (1l.27) is that of the doppler frequency shift.

The value of ex 2 for a perfectly rectangular pulse of width t is 1t2t 2/3; thus the rms
frequency error is

rectangular pulse- .j3
{)J - nt(2E7Noff/2

The longer the pulse width, the better the accuracy of the frequency measurement.

( 11.29)
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For a bandwidth-limited "rectangular" pulse as described by Fig. 11.5, the value of a 2  is 

cos nBr - 3 8(cos nBr - 1) 2 sin nBr - -- - - 
n2r2  nBr (n B T ) ~  ( ~ B T ) ~  

+ Si ( ~ B T )  
a2 = - 

3 Si ( ~ B T )  + (cos nBr - l)/nBr 
(1 1.30) 

In the limit as Br -, co, the value of a 2  approaches n2r2/3, which is the same as that obtained 
for the perfectly rectangular pulse. 

The value of a 2  for a perfectly rectangular pulse is finite even though its value of b2 is 
infinite. The value of cr2 will be infinite, however, for a waveform with a perfectly rectangular 
frequency spectrum, corresponding to a (sin x)/x time waveform (x = nBt) of  infinite duration. 
In practice, any waveform must be limited in time, and a 2  will therefore be finite. The 
frequency error (or a 2 )  for a waveform with rectangular spectrum may be found in a manner 
similar to that employed for computing P2 for a bandwidth-limited rectangdlar pulse. The 
frequency error will be like that of Eq. (1 1.20) but with the roles of B and T reversed. 

The rms error in the measurement of doppler frequency with a trapezoidal pulse is 

Sf = 
(2T2/3 + 2T1)'" 
TITI T i  2T3  'I2 2E 'I2  

trapezoidal pulse ( 1  1.3 1 )  2n(F + - 
3 +-+-)  15 3 (%) 

This reduces to the expression for a rectangular pulse [Eq. (1 1.29)) as the trapezoidal pulse 
becomes more rectangular, that is, when TI = 212 % T2. 

For the triangular pulse, we set TI = 0 in Eq. (1 1.3 1) and let 2T2 = T,. The rms error is 

(10)"" 
Sf = triangular pulse 

? ' C T ~ ( ~ E / N ~ ) ~ ' ~  

The rms frequency error for a gaussian-shaped pulse is 

1.18 
Sf = - - B 

~ T ( ~ E / N ~ ) " ~ -  1. 18(2E/No)li2 
gaussian pulse 

The time-delay and frequency-error expressions obtained in this section apply for a single 
observation. When more than one independent measurement is made, the resultant error may ,, 

be found by combining the errors in the usual manner for gaussian statistics; that is, the 
variance (square of 6for ST,) of the combined observations is equal to l /N  of the variance of a 
single observation, where N is the number of independent observations. I f  /I2 or a 2  remains the 
same for each measurement, the expressions derived here still apply, but with E the total signal 
energy involved in all N observations. 

Uncertainty relation. The so-called "uncertainty" relation of radar states that the product of 
the effective bandwidth /I occupied by a signal waveform and the effective time duration a must 
be greater than or  equal to  n ;  that is,4 

Equation (1 1.34), the radar " uncertainty " relationship, may be derived from the definitions of 
/I and a given by Eqs. (1 1.16) and (11.28) and by applying the Schwartz inequality. It is a 
consequence of the Fourier-transform relationship between a time waveform and its spectrum 
and may be derived without recourse to  noise considerations. The use of the word " uncer- 
tainty" is a misnomer, for there is nothing uncertain about the "uncertainty" relation of 
Eq. (1 1.34). It  states the well-known mathematical fact that a narrow waveform yields a wide 
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For a bandwidth-limited" rectangular" pulse as described by Fig. 11.5, the value of (X2 is .

cos nBr - 3

nBr
8(cos nBr - I) 2 sin nBr

(nBr)3 - (nBrV- + Si (nBT)

Si (nBr) + (cos nBr - 1)/nBr
(11.30)

In the limit as Br -+ 00, the value of (X2 approaches n2r 213, which is the same as that obtained
for the perfectly rectangular pulse.

The value of (X2 for a perfectly rectangular pulse is finite even though its value of fJ2 is
infinite. The value of a2 will be infinite, however, for a waveform with a perfectly rectangular
frequency spectrum, corresponding to a (sin x)lx time waveform (x = nBt) of infinite duration.
In practice, any waveform must be limited in time, and a2 will therefore be finite. The
frequency error (or ( 2

) for a waveform with rectangular spectrum may be found in a manner
similar to that employed for computing fJ2 for a bandwidth-limited rectangrllar pulse. The
frequency error will be like that of Eq. (11.20) but with the roles of Band r reversed.

The rms error in the measurement of doppler frequency with a trapezoidal pulse is

(11.31)trapezoidal pulse
b _ (2T2/3 + 2T1)1/2

'1- (2TfT2 TIT~ T~ 2Tl)1/2(2E)1/2
2n +-- + - + - 0-

3 3 15 3 No

This reduces to the expression for a rectangular pulse [Eq. (11.29)] as the trapezoidal pulse
becomes more rectangular, that is, when T1 = r/2 ~ T2 •

For the triangular pulse, we set T1 = 0 in Eq. (11.31) and let 2T2 = r B' The rms error is

{1O)1/2 .
bf = 1t'tB(2EIN

O
)1/2 triangular pulse

The rms frequency error for a gaussian-shaped pulse is

(11.32)

(11.33)gaussian pulse
1.18 B

bf= nr{2EINo)1/2, = 1.18(2EINo)1/2

The time-delay and frequency-error expressions obtained in this section apply for a single
observation. When more than one independent measurement is made, the resultant error may
be found by combining the errors in the usual manner for gaussian statistics; that is, the
variance (square of tJf or bTR ) of the combined observations is equal to IINof the variance of a
single observation, where N is the number of independent observations. If p2 or a2remains the
same for each measurement, the expressions derived here still apply, but with E the total signal
energy involved in all N observations.

Uncertainty relation. The so-called" uncertainty" relation of radar states that the product of
the effective bandwidth fJ occupied by a signal waveform and the effective time duration a must
be greater than or equal to n; that is,4

;pa ~ n (11.34)

Equation (11.34), the radar" uncertainty" relationship, may be derived from the definitions of
fJ and IX given by Eqs. (11.16) and (11.28) and by applying the Schwartz inequality. It is a
consequence of the Fourier-transform relationship between a time waveform and its spectrum
and may be derived without recourse to noise considerations. The use of the word" uncer­
tainty" is a misnomer, for there is nothing uncertain about the "uncertainty" relation of
Eq. (11.34). It states the well-known mathematical fact that a narrow waveform yields a wide



spectrum and a wide waveforrn yields a narrow spectrum and both the time waveform and the 
frequency spectrum cannot be rnade arbitrarily small simultaneously. 

The relation of Eq. ( 1  1.34) is useful, however, as an indication of the accuracy with which 
time delay and frequency may be measured simultaneously. The product of the rms time- 
delay error [Eq. ( 1  1.17)] and ttie rrns frequency error [Eq. (1 1.27)] is 

Substituting the inequality of Eq. ( 1  1.34) in the above gives 

his states that the time delay and the frequency may be simrtltaneously measured t o  as small a 
Iteoreticc~l error as orle desires by  desigr~irig the radar to yield a suficiently large ratio of signal 
$rtc>rqjo ( E )  to rtoise power per / ~ e r t z  (No), or $)r $xed E/No, t o  select a rndor waveforrtt whic/t 
restrlts i r ~  a large valrte o f l la .  Large pa products require waveforms long in duration and of 
wide baridwidth. 

The poorest waveform for obtaining accurate time-delay and frequency measurements 
simultaneously is the one for which /?a = n. I t  may be shown that this corresponds to the 
gaussian-shaped pulse. The triangular-shaped pulse is little better, since its Pa product is X f n .  

The radar "uncertainty" relation seems to have the opposite interpretation of the uncer- 
tainty principle of quantum mechanics. The latter states that the position and the velocity of 
an electron or other atomic particles cannot be simultaneously determined to any degree of 
accuracy desired. Precise determination of one parameter can be had only at the expense of the 
other. This is not so in radar. Both position (range or time delay) and velocity (doppler 
frequency) may in theory be determined simultaneously if the pa product and/or the 
E/No ratio are sufficiently large. The two uncertainty principles apply to different phenomena, 
and the radar principle based on classical concepts shouldnot be confused with the physics 
principle that describes quantum-mechanical effects. In classical radar there is no theoretical 
limit to the minimum value of the 6TR 6.f product since the radar systems designer is free to 
choose as large a pa product (by proper selection of the waveform) and E / N o  ratio as he 
desires. or can afford. His limits are practical ones, such as power limitations or the inability to 
rneet tolerances. In the quantum-mechanical case, on the other hand, the observer does not 
have controlrover his system as does the radar designer since'the Pa product of a quantum 
particle is fixed by nature and not by the observer. 

Angular accuracy. The measurement of angular position is the measurement of the angle of 
arrival of the equiphase wavefront of the echo signal. The theoretical rms error of the angle 
measurement may be derived in a manner similar to the derivations of time (range) and 
frequency errors discussed above. The analogy between the angular error and the time-delay 
or frequency error comes about because the Fourier transform describes the relationship 
between the radiation pattern and the aperture distribution of an antenna in a manner similar 
to the relationship between the time waveform and its frequency spectrum. 

For simplicity the angular error in one coordinate plane only will be considered. The 
analysis can be extended to include angular errors in both planes, ifdesired. It is assumed that 
the signal-to-noise ratios are large and that the noise can be described by the gaussian 
probability-density function. 

Consider a linear in-phase receiving antenna of length D, or a rectangular receiving 
aperture of width D as shown in Fig. 11.6. The amplitude distribution across the aperture as a 

(11.35)
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spectrum and a wide waveform yields a narrow spectrum and both the time waveform and the
frequency spectrum cannot be made arbitrarily small simultaneously.

The relation of Eq. ( 11.34) is useful, however, as an indication of the accuracy with which
time delay and frequency may be measured simultaneously. The product of the rms time­
delay error [Eq. (11.17)] and the rms frequency error [Eq. (11.27)] is

1
(j TR (jf = 7i~2E/No)

Substituting the inequality of Eq. (11.34) in the above gives

, 1
(j1R bf s ~(2E7No) (11.36)

This states that the time delay and the frequency may be simultaneously measured to as small a
theoretical error as one desires by designing the radar to yield a sufficiently large ratio of signal
c"era.\' (E) to noise power per hert z (N ()), or for fixed E/No, to select a radar waveform which
results in a large value of IllX. Large PIX products require waveforms long in duration and of
wide bandwidth.

The poorest waveform for obtaining accurate time-delay and frequency measurements
simultaneously is the one for which PIX = n. It may be shown that this corresponds to the
gaussian-shaped pulse. The triangular-shaped pulse is little better, since its PIX product is ~n.

The radar" uncertainty" relation seems to have the opposite interpretation of the uncer­
tainty principle of quantum mechanics. The latter states that the position and the velocity of
an electron or other atomic particles cannot be simultaneously determined to any degree of
accuracy desired. Precise determination of one parameter can be had only at the expense of the
other. This is not so in radar. Both position (range or time delay) and velocity (doppler
frequency) may in theory be determined simultaneously if the PIX product and/or the
E/ N0 ratio are surficiently large. The two uncertainty principles apply to different phenomena,
and the radar principle based on classical concepts shoulcf'not be confused with the physics
principle that describes quantum-mechanical effects. In classical radar there is no theoretical
limit to the minimum value of the (jTR 1>f product since the radar systems designer is free to
choose as large a PIX product (by proper selection of the waveform) and E/No ratio as he
desires, or can afford. His limits are practical ones, such as power limitations or the inability to
meet tolerances. In the quantum-mechanical case, on the other hand, the observer does not
have controliover his system as does the radar designer since the PIX product of a quantum
particle is fixed by nature and not by the observer.

Angular accuracy. The measurement of angular position is the measurement of the angle of
arrival of the equiphase wavefront of the echo signal. The theoretical rms error of the angle
measurement may be derived in a manner similar to the derivations of time (range) and
frequency errors discussed above. The analogy between the angular error and the time-delay
or frequency error comes about because the Fourier transform describes the relationship
between the radiation pattern and the aperture distribution of an antenna in a manner similar
to the relationship between the time waveform and its frequency spectrum.

For simplicity the angular error in one coordinate plane only will be considered. The
analysis can be extended to include angular errors in both planes, if desired. It is assumed that
the signal-to-noise ratios are large and that the noise can be described by the gaussian
probability-density function.

Consider a linear in-phase receiving antenna of length D, or a rectangular receiving
aperture of width D as shown in Fig. 11.6. The amplitude distribution across theaperture as a



Figure 11.6 Rectangular receiving 
apcrtilrc of width D and arnplitudc 
distribt~tion A(.r) giving rise to radiated 

I pattern G,,(O) 

function of x is denoted A(x). The (voltage) gain as a function of the angle 0 (od-dimensional 
radiation pattern) in the xz plane is proportional to 

When the angle 0 is small, sin 0 0, and Eq. (1 1.37) is recognized as an inverse Fourier 
transform 

This is analogous to the inverse Fourier transform relating the frequency spectrum S(/)  and 
the time waveform s ( t ) ,  or 

* 00 

As the antenna scans at a uniform angular rate w,, the received signal voltage from a fixed 
point source will be proportional to G,(0) = Gv(w,t) and may be considered a time waveform. 
If811 [in Eq. (1 1.38)] is identified with t in Eq. (1 1.39), and if x is identified withf, the theoretical 
rms error can be obtained by analogy to  the time-delay accuracy as given by Eq. (1 1.17), or 

where y is the effective aperture width defined by 

- w 
Y 2  = 

j IA(x)IZdx 
- 0 3  

The theoretical angular error of an antenna with a rectangular amplitude distribution 
across the aperture is 

The effective aperture width is 27t times the square root of the normalized second moment of 
I A(x)lZ about the mean value of x, taken to  be at x = 0. The half-power beamwidth 8, of a 
rectangular distribution is 0.88110, where 8, is in radians. Therefore 
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y

Figure 11.6 Rectangular receiving
aperture of width D and amplitude
distribution A(x) giving rise to radiated
pattern G.,(O).

function of x is denoted A(x). The (voltage) gain as a function of the angle 0 (one-dimensional
radiation pattern) in the xz plane is proportional to

r
VI2 (x)GiO) = . A(x) exp j2n -i sin 0 tlx

• - V/2 I\.

(11.37)

When the angle 0 is small, sin 0 ~ 0, and Eq. (11.37) is recognized as an inverse Fourier
transform

J
V/2 j2nxO

Gv(O) = A(x) exp ---, dx
- V/2 I\.

(11.38)

This is analogous to the inverse Fourier transform relating the frequency spectrum S(f) and
the time waveform s(t), or

IX)

s(t) = r S(f) exp (j2nft) ({(
• - ex>

( 11.39)

As the antenna scans at a uniform angular rate ws ' the received signal voltage from a fixed
point source will be proportional to Gv(O) = Gv(wst) and may be considered a time waveform.
HO/A.[in Eq. (11.38)] is identified with t in Eq. (11.39), and if x is identified with!. the theoretical
rms error can be obtained by analogy to the time-delay accuracy as given by Eq. (11.17). or

b(~) = Y(2E/~O)1/2 (11.40)

where y is the effective aperture width defined by

2 J:
oo

(2nx)2I A(x)1 2 dx
y = (11.4l)

The theoretical angular error of an antenna with a rectangular amplitude distribution
across the aperture is

j3,{
bO = nD(2E/No)1/2 (11.42a)

The effective aperture width is 2n times the square root of the normalized second moment of
I A(x) 12 about the mean value of x, taken to be at x = O. The half-power beamwidth 08 of a
rectangular distribution is O.88A/D, where Os is in radians. Therefore

n~8~ )
bO = (2E/N

o
)l/2 (11.42b
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where the units of 60 are the same as those of 0 , .  The relative error (6e/eB) is a function of 
E J N ,  only. The angular error can be many times less than the beamwidth, depending upon 
the value of E I N , .  The accuracy formulas derived previously for the time delay and the 
frequency nlay be readily applied to the determination of the angular error for various aper- 
ture distributions. 

The effective aperture width 11 for several aperture distributions which can be computed 
ar~nlytic;~lly are giver1 below: 

For A = O 

nx D 
A ( x )  = cos --- I x 1 < -- D 2 

Inverse probability, likelihood ratio, and accuracy. The m'ethod of inverse probability as 
described by Woodward5 can be used as a basis for determining the theoretical accuracies 
,ssociated with radar measurements. The likelihood function also can be used for deriving 

' measurement a c c ~ r a c y . ~  Both methods result in accuracy expressions like that of Eq. (1 1.17). 

11.4 AMBIGUITY D I A C ; R A M ~ , ' ~ - '  

The ambiguity diagram represents the response of the matched filter to the signal for which it 
is matched as well as to doppler-frequency-shifted (mismatched) signals. Although it is seldom 
used as a basis for practical radar system design, it  provides an indication .of the limitations 
and utility of particular classes of radar waveforms, and gives the radar designer general 
guidelines for the selection of suitable waveforms for various applications. 

The output of the matched filter was shown in Sec. 10.2 to be equal to the cross correla- 
tion between the received signal and the transmitted signal [Eq. (10.18)]. When the received 
echo signal from the target is large compared to noise, this may be written as 

Output of the matched filter = sr(t)s*(t - TX) dt (1 1.46) 

where sr(t) is the received signal, s(t) is the transmitted signal, s*(t) is its complex conjugate, 
and Tk is the estimate of the time delay (considered a variable). Complex notation is assumed 
in Eq. ( 1  1.46). The transmitted signal expressed in complex form is ~ ( t ) e J~"*~ ' ,  where u(t) is the 
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where the units of bO are the same as those of 0B' The relative error (blJjlJB) is a function of
E/ N 0 only. The angular error can be many times less than the beamwidth, depending upon
the value of E/ No. The accuracy formu las derived previously for the time delay and the
frequency may be readily applied to the determination of the angular error for various aper~

ture distributions.
Thc efTective apcrturc width)' for several aperture distributions which can be computed

analytically arc givcn bclow:

1'l1raho/ic distrih/ltioll

4(1 - ~)X2
A(x) = I - jjI----

For L\ = 0

For ~ = 0.5

ForL\ = 1.0

Cosine distriblltion

Triangular distributioll

1'2 = 0.863D2

1'2 = 1.88D2

1'2 = 3.287D 2

1tX
A(x) = cos 7i

1'2 = 1.286D2

Ix I
D

< -­
2

(11.43)

(11.44)

2
A(x)= 1- jj Ixl

},2 = 0.986D2

Ix I D
<­

2

(11.45)

Inverse probability, likelihood ratio, and accuracy_ The method of inverse probability as
described by Woodward.5 can be used as a basis for determining the theoretical accuracies
Issociated with radar measurements. The likelihood function also can be used for deriving

measurement accuracy.9 Both methods result in accuracy expressions like that of Eq. (11.17).

11.4 AMBI~UITY DIAGRAM5.10-12

The ambiguity diagram represents the response of the matched filter to the signal for which it
is matched as well as to doppler-frequency-shifted (mismatched) signals. Although it is seldom
used as a basis for practical radar system design, it provides an indication of the limitations
and utility of particular classes of radar waveforms, and gives the radar designer general
guidelines for the selection of suitable waveforms for various applications.

The output of the matched filter was shown in Sec. 10.2 to be equal to the cross correla­
tion between the received signal and the transmitted signal [Eq. (10.18)]. When the received
echo signal from the target is large compared to noise, this may be written as

Output of the matched filter = I oo

Sr(t)S·(t - TR) dt
-00

(11.46)

where sr(t) is the received signal, s(t) is the transmitted signal, s·(t) is its complex conjugate,
and Tit is the estimate of the time delay (considered a variable). Complex notation is assumed
in Eq. (I 1.46). The transmitted signal expressed in complex form is u(t)eJ2Iffot, where u(t) is the
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complex-modulation function whose magnitude I tr(t) ( is the envelope of the real signal, and fo 
is the carrier frequency. The received echo signal is assumed to  be the same as the transmitted 
signal except for the time delay To and a doppler frequency shift f d .  Thus 

(The change of amplitude of the echo signal is ignored here.) With these definitions the output 
of the matched filter is 

It is customary to set To = 0 and fo = 0, and to define To - T;( = - TR = TR. The output of 
the matched filter is then 

00 

x(TR, fd) = u(~)u*(L + dt ( 1  1.49) 
- 00 

In this form a positive TR indicates a target beyond the reference delay To, and a positive fd 

indicates an incoming target t3  The squared magnitude I z(TR, fd) l 2  is called the amhiytriry 
function and its plot is the ambiguity diagram. 

The ambiguity diagram has been used to assess the properties of the transmitted 
waveform as regards its target resolution, measurement accuracy, ambiguity, and response to 
clutter. 

Properties of the ambiguity diagram. The function Iz(TR, fd)12 has the following properties: 

Maximum value of I X(TR ,fd) I2 = Ix(O, 0 )  l 2  = (2E)2 (1 1.50) 

I x(- TR , -fd) l2 = I X ( ~ R  , fd) I (1 1.5 1) 

The first equation given above, Eq. (1 l.SO), states that the maximum value of the ambigu- 
i ty function occurs at the origin and its value is (2E)2, where E is the energy contained in the 
echo signal. Equation (1 1.51) is a symmetry relation. Equations (1 1.52) and ( 1  1.53) describe 
the behavior of the ambiguity function on the time-delay axis and the frequency axis, respec- 
tively. Along the TR axis the function x(TR ,fd) is the autocorrelation function of the modula- 
tion u(t) ,  and along the f, axis it is proportional to  the spectrum of u2(r). Equation (1 1.54) 
states that the total volume under the ambiguity function is a constant equal to  (2E)2. 

Ideal ambiguity diagram If there were no  theoretical restrictions, the ideal ambiguity diagram 
would consist of a single peak of infinitesimal 'thickness at the origin and be zero everywhere 
else, as shown in Fig. 11.7. The single spike eliminates any ambiguities, and its infinitesimal 
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complex-modulation function whose magnitude I u(e) 1 is the envelope of the real signal. andfo
is the carrier frequency. The received echo signal is assumed to be the same as the transmitted
signal except for the time delay To and a doppler frequency shift fd' Thus

(11.47)

(The change of amplitude of the echo signal is ignored here.) With these definitions the output
of the matched filter is

et)
Output = f u(e - To)ej27tUo+fdHI-To)[u(e - T~)ej2nJo(I-Till]* de

-et)

= fet) u(e - To)u*(e - T~)ej27tUo"'fdHI-To) e-j2nfo(I-TR) de
-et) . J

(11.48)

It is customary to set To = 0 and fo = 0, and to define To - T R = - T R = TR. The output of
the matched filter is then

X(TR, fd) = f et) u(e)u*(e + TR)ei2xfdl de
-et)

(11.49)

( 11.54)

In this form a positive TR indicates a target beyond the reference delay To, and a positive fJ
indicates an incoming target. l3 The squared magnitude Ix(TR ,fd)12 is called the ambiguicy
function and its plot is the ambiguity diagram.

The ambiguity diagram has been used to assess the properties of the transmitted
waveform as regards its target resolution, measurement accuracy, ambiguity, and response to
clutter.

Properties of the ambiguity diagram. The function I X(TR , fd) 1
2 has the following properties:

Maximum value of I X(TR , fd) 1
2 = I X(O, 0) 1

2 = (2£)2 (11.50)

IX(-TR , -!d) 1
2 = Ix(TR,fd) 1

2 (11.51)

Ix(TR , 0)1 2 = If u(t)u*(e + TR) dtl2 (11.52)

Ix(O,fd) 1
2 = If u2 (t)el2J<fd l dt 1

2

(11.53)

If I x(TR ,1d) 1
2 dTR dfd = (2£)2

The first equation given above, Eq. (11.50), states that the maximum value of the ambigu­
ity function occurs at the origin and its value is (2£)2, where £ is the energy contained in the
echo signal. Equation (11.51) is a symmetry relation. Equations (11.52) and (11.53) describe
the behavior of the ambiguity function on the time-delay axis and the frequency axis, respec­
tively. Along the TR axis the function X(TR , fd) is the autocorrelation function of the modula­
tion u(t), and along the!d axis it is proportional to the spectrum of u2(t). Equation (11.54)
states that the total volume under the ambiguity function is a constant equal to (2E)2.

Ideal ambiguity diagram. If there were no theoretical restrictions, the ideal ambiguity diagram
would consist of a single peak of infinitesimal thickness at the origin and be zero everywhere
else, as shown in Fig. 11.7. The single spike eliminates any ambiguities, and its infinitesimal



thickriess at the origiri perniits the frequency and the echo delay time to  be determined 
sirnultarieously to as high a degree of accuracy as desired. It would also permit the resolution 

/ of two targets no matter how close together they were on the ambiguity diagram. Naturally, i t  
is not surprising that such a desirable ambiguity diagram is not possible. The fundamental 
properties of the arribiguity function prohibit this type of idealized behavior. The two chief 
restrictions are that the rnaxinium height of the I X  I 2  function be ( 2 ~ ) ~  and that the volume 
under the surface be finite and equal ( 2 E ) 2 .  Therefore the peak at the origin is of fixed height 
and the function encloses a fixed volume. A reasonable approximation to  the ideal ambiguity 
diagram might appear as in Fig. 1 1.8. This waveform does not result in ambiguities since there 
is only one peak, but the single peak might be too broad to satisfy the requirements of 
accuracy and resolution. The peak might be narrowed, but in order to conserve the volume 
under its surface. the function rnust be raised elsewhere. If the peak is made too narrow, the 
requirenient for a constant volume might cause peaks to form at regions of the ambiguity 
diagram other than the origin and give rise to ambiguities. T h ~ s  the requirements for accuracy 
arid anlbiguity niay not always be possible to satisfy simul~aneously. 

r = signal durotion 
B = signal bandwidth 

Figure 11.8 An approximation to the ideal ambiguity 
diagram, taking account the restrictions imposed by the 
requirement for a fixed value of (2E)2 at the origin and 
a constant volume enclosed by the surface. 
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I'i~urt· 11.7 Itleal, but unattainable, amhiguity diagram.

thickness at the ongm permits the frequency and the echo delay time to be determined
simultaneously to as high a degree of accuracy as desired. It would also permit the resolution

j of two targets no matter how close together they were on the ambiguity diagram. Naturally, it
is not surprising that such a desirable ambiguity diagram is not possible. The fundamental
properties of the ambiguity function prohibit this type of idealized behavior. The two chief
restrictions are that the maximum height of the I X 1

2 function be (2£)2 and that the volume
under the surface be finite and equal (2£)2. Therefore the peak at the origin is of fixed height
and the function encloses a fixed volume. A reasonable approximation to the ideal ambiguity
diagram might appear as in Fig. 11.8. This waveform does not result in ambiguities since there
is on ly one peak, but the single peak might be too broad to satisfy the requirements of
accuracy and resolution. The peak might be narrowed, but in order to conserve the volume
under its surface. the function must be raised elsewhere. If the peak is made too narrow, the
requirement for a constant volume might cause peaks to form at regions of the ambiguity
diagram other than the origin and give rise to ambiguities. Thl.;S the requirements for accuracy
and ambiguity may not always be possible to satisfy simultaneously.

r =signal duration

8 = signal bandwidth

Figure 11.8 An approximation to the ideal ambiguity
diagram, taking account the restrictions imposed by the
requirement for a fixed value of (2E)2 at the origin and
a constant volume enclosed by the I'lI 2 surface.



The ambiguity diagram in three dimensions may be likened to a box of sand. The total 
amount of sand in the box is fixed and corresponds to a fixed signal energy. No sand can be 
added, and none can be removed. The sand may be piled up at the center (origin) to as narrow 
a pile as one would like, but its height can be no greater than a fixed amount (2E)2. If the sand 
in the center is in too narrow a pile, the sand which remains might find itself in one or more 
additional piles, perhaps as big as the one at the center. 

The optimum waveform is one which has the desired ambiguity diagram for a given 
amount of"  sand " (energy). The usual pulse radar or  the usi~al CW radar, as we shall see, does 
not result in an ideal'diagram. T o  produce an ambiguity diagram such as that shown in 
Fig. 11.8, the transmissions must be noiselike. 

The synthesis of the waveform required to satisfy the requirements of accuracy, ambigu- 
i ty,  and resolution as determined by the ambiguity diagram is a difficult task. The usual design 

J 
procedure is to compute the ambiguity diagram for the more common waveforms and to 
observe its behavior. Because of the limitations of synthesis, the ambiguity diagram has been 
more a measure of the suitability of a selected waveform than a means of finding the optimum 
waveform. 

Single pulse of sine wave. The ambiguity diagram for a single rectangular pulse of sine wave is 
shown in Fig. 11.9. Contours for constant values of doppler frequency shift (velocity) are 
shown in Fig. 11.9~.  The contour for zero velocity is triangular in shape and represents the 
autocorrelation function of a rectangular pulse such as would be predicted from Eq. ( 1  1.52). 
Contours for fixed values of time delay are shown in Fig. 11.9b. The center contour corre- 
sponding to  TR = 0 is the spectrum of a rectangular pulse [Eq. ( 1  1.53)]. The composite three- 
dimensional ambiguity surface is shown in Fig. 11.9~. 
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The ambiguity diagram in three dimensions may be likened to a box of sand. The total
amount of sand in the box is fixed and corresponds to a fixed signal energy. No sand can be
added, and none can be removed. The sand may be piled up at the center (origin) to as narrow
a pile as one would like, but its height can be no greater than a fixed amount (2£)2. Ir the sand
in the center is in too narrow a pile, the sand which remains might find itself in one or more
additional piles, perhaps as big as the one at the center.

The optimum waveform is one which has the desired ambiguity diagram for a given
amount of" sand" (energy). The usual pulse radar or the usual CW radar, as we shall see, does
not result in an ideal'diagram. To produce an ambiguity diagram such as that shown in
Fig. 11.8, the transmissions must be noise like.

The synthesis of the waveform required to satisfy the requirements of accuracy, ambigu­
ity, and resolution as determined by the ambiguity diagram is a difficult task. The usual design
procedure is to compute the ambiguity diagram for the more common wav'eforms and to
observe its behavior. Because of the limitations of synthesis, the ambiguity diagram has been
more a measure of the suitability of a selected waveform than a means of finding the optimum
waveform.

Single pulse of sine wave. The ambiguity diagram for a single rectangular pulse of sine wave is
shown in Fig. 11.9. Contours for constant values of doppler frequency shift (velocity) are
shown in Fig. 11.9a. The contour for zero velocity is triangular in shape and represents the
autocorrelation function of a rectangular pulse such as would be predicted from Eq. (11.52).
Contours for fixed values of time delay are shown in Fig. 11.9b. The center contour corre­
sponding to TR = 0 is the spectrum of a rectangular pulse [Eq. (11.53)]. The composite three­
dimensional ambiguity surface is shown in Fig. 11.9c.



Figure 11.9 Threedimensional plot of the ambiguity diagram for a single rectangular pulse. ( a )  Contours 
for constant dopppler frequency (velocity); (6 )  contours for constant time delay (range); ( c )  composite 
surface. (Courtesy S. Applebaum and P. W .  Howells, General Electric Co., Heavy Militmy Electronics Depart- 
ment, Syracuse, N .  Y . )  
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Figure 11.9 Three-dimensional plot of the ambiguity diagram for a single rectangular pulse. (a) Contours
for constant dopppler frequency (velocity); (b) contours for constant time delay (range); (c) composite
surface. (Courtesy S. Applebaum and P. W. Howells, General Electric Co., Heavy Military Electronics Depart­
ment, Syracuse, N. Y.)
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Figure 11.10 Two-dimensional arn- 
higuity diagriirn for a single pi~lse of 
sine wave. ( a )  Long pulse; ( h )  short 

( b )  pulse. 

d 
It is usually inconvenient to draw a three-dimensional plot of the ambiguity diagram. For 

this reason a two-dimensional plot is often used to convey the salient features. Figure 11.10 is 
an example of the two-dimensional plot of the three-dimensional ambiguity diagram corre- 
sponding to the single pulse of Fig. 11.9~. Shading is used to give an indication of the regions 
in which Jx(T,, &)I2 is large (completely shaded areas), regions where Izl2 is small but not 
zero (lightly shaded areas), and regions where I x I Z  is zero (no shading). The plot for a single 
pulse shows a single elliptically shaped region in which I x I Z  is large. This is what would have 
been expected from our previous discussions since a single measurement does not result in 
ambiguity if the threshold is chosen properly. Range error is proportional to the pulse width 7 ,  

while doppler error is proportional to l/r. Shortening the pulse width improves the range 
accuracy, but at the expense of the doppler-velocity accuracy. Although the shape of the ellipse 
can be as thin or as broad as one likes in either axis, the opposite will be true for the other axis. 
The region in the vicinity of the origin cannot be made as small as we wish along both axes 
simultaneously without shifting some of the completely shaded region elsewhere in the 
diagram. 

By letting 7 become very large (essentially infinite), Fig. 11.10 may also be used to repre- 
sent a CW radar. Similarly, by letting r be very small (infinitesimal), the diagram applies to an 
impulse radar. 

Periodic pulse train. Consider a sinusoid modulated by a train of five pulses, each of width T. 

The pulse-repetition period is T', and the duration of the pulse train is T, (Fig. 11.1 la). The 
ambiguity diagram is represented in Fig. 1 1.1 lb. With a single pulse the time-delay- and 
frequency-measurement accuracies depend on one another and are linked by the pulse width T. 
The periodic train of pulses, however,.does not suffer this limitation. The time-delay error is 
determined by the pulse width 7 as before, but the frequency accuracy is determined by the 
total duration of the pulse train. Thus the time- and frequency-measurement accuracies may 
be made independent of one another. 

For the privilege of independently controlling the time and frequency accuracy with a 
periodic waveform, additional peaks occur in the ambiguity diagram. These peaks cause 
ambiguities. The total volume represented by the shaded areas of the ambiguity diagram for 
the periodic waveform approximates the total volume of the ambiguity diagram of the single 
pulse, assuming that the energy of the two waveforms are the same. This follows from the 
relationship expressed by Eq. (11.54). In practice, the radar designer attempts to select the 
pulse-repetition period T, so that all targets of interest occur only in the vicinity of the central 
peak, all other peaks being far removed from the region occupied by the targets. The periodic- 
pulse waveform is a good one from the point of view of accuracy if the radar application is 
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(al (b)

Figure 11.10 Two-dimensional am­
biguity diagrlim for a single pulse of
sine wave. (a) Long pulse; (0) short
pulse.

.}

It is usually inconvenient to draw a three-dimensional plot of the ambiguity diagram. For
this reason a two-dimensional plot is often used to convey the salient features. Figure 11.10 is
an example of the two-dimensional plot of the three-dimensional ambiguity diagram corre­
sponding to the single pulse of Fig. 11.9c. Shading is used to give an indication of the regions
in which Ix(TR , 14)12 is large (completely shaded areas), regions where Ix 12 is small but not
zero (lightly shaded areas), and regions where I X 1

2 is zero (no shading). The plot for a single
pulse shows a single elliptically shaped region in which 1 X 1

2 is large. This is what would have
been expected from our previous discussions since a single measurement does not resull in
ambiguity if the threshold is chosen properly. Range error is proportional to the pulse width r,
while doppler error is proportional to I/r. Shortening the pulse width improves the range
accuracy, but at the expense of the doppler-velocity accuracy. Although the shape of the ellipse
can be as thin or as broad as one likes in either axis, the opposite will be true for the other axis.
The region in the vicinity of the origin cannot be made as small as we wish along both axes
simultaneously without shifting some of the completely shaded region elsewhere in the
diagram.

By letting r become very large (essentially infinite), Fig. 11.10 may also be used to repre­
sent a CW radar. Similarly, by letting r be very small (infinitesimal), the diagram applies to an
impulse radar.

Periodic pulse train. Consider a sinusoid modulated by a train of five pulses, each of width r.
The pulse-repetition peri09 is Tp , and the duration of the pulse train is 1d (Fig. 1l.l1a). The
ambiguity diagram is represented in Fig. ll.llb. With a single pulse the time-delay- and
frequency-measurement accuracies depend on one another and are linked by the pulse width r.
The periodic train of pulses, however,.does not suffer this limitation. The time-delay error is
determined by the pulse width r as before, but the frequency accuracy is determined by the
total duration of the pulse train. Thus the time- and frequency-measurement a<:.curacies may
be made independent of one another.

For the privilege of independently controlling the time and frequency accuracy with a
periodic waveform, additional peaks occur in the ambiguity diagram. These peaks cause
ambiguities. The total volume represented by the shaded areas of the ambiguity diagram for
the periodic waveform approximates the total volume of the ambiguity diagram of the single
pulse, assuming that the energy of the two waveforms are the same. This follows from the
relationship expressed by Eq. (11.54). In practice, the radar designer attempts to select the
pulse-repetition period Tp so that all targets of interest occur only in the vicinity of the central
peak, all other peaks being far removed from the region occupied by the targets. The periodic­
pulse waveform is a good one from the point of view of accuracy if the radar application is
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Figure 11.11 (a )  Pulse train con- 
sisting of five pulses; (b) ambi- 

( b )  guity diagram for (a). 

such that i t  is possible to ignore or eliminate any ambiguities which arise. The fact that most 
. practical radars employ this type of waveform attests to its usefulness far better than any 
,' theoretical analysis which might be presented here. It is encouraging, however, when theoreti- 

cal considerations substantiate the qualitative, intuitive reasoning upon which most practic~l 
engineering decisions must usually be based, for lack of any better criterion. 

C 

Single frequency-modulated puke. Ambiguitie5 may be avoided with a single-pulse waveform 
rather than a periodic-pulse waveform. Although the accuracy of simultaneously measuring 
time and frequency with a simple pulse-modulated sinusoid was seen to be limited, it is 
possible to obtain simultaneous time and frequency measurements to as high a degree of 
accuracy as desired by transmitting a pulse long enough to satisfy the desired frequency 
accuracy and one with enough bandwidth to satisfy the time accuracy. In other words, the 
peak at the center of the ambiguity diagram may be narrowed by transmitting a pulse with a 
large bandwidth times pulse-width product (large pa). One method of increasing the bandwidth 
of a pulse of duration T is to provide internal modulation. The ambiguity diagram for a 
frequency-modulated pulse is shown in Fig. 11.12. The waveform is a single pulse of sine wave 
whose frequency is decreased linearly from f, + Af /2 to fo - AJ 12 over the duration of the pulse 
7'. where f, i s  the carrier frequency and Af 2 B is the frequency excursion. 

The ambiguity diagram is elliptical, as for the single pulse of unmodulated sine wave. 
However, the axis of the ellipse is tilted at an angle to both the time and frequency axes. This 

-
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Figure 11.11 (a) Pulse train con­
sisting of five pulses; (b) ambi­
guity diagram for (a).

such that it is possible to ignore or eliminate any ambiguities which arise. The fact that most
practical radars employ this type of waveform attests to its usefulness far better than any
theoretical analysis which might be presented here. It is encouraging, however, when theoreti­
cal considerations substantiate the qualitative, intuitive reasoning upon which most practictll
engineering decisions must usually be based, for lack of any better criterion.,.
Single frequency-modulated pulse. Ambiguitic'i may be avoided with a single-pulse waveform
rather than a periodic-pulse waveform. Although the accuracy of simultaneously measuring
time and frequency with a simple pulse-modulated sinusoid was seen to be limited, it is
possible to obtain simu Itaneous time and frequency measurements to as high a degree of
accuracy as desired by transmitting a pu Ise long enough to satisfy the desired frequency
accuracy and one with enough bandwidth to satisfy the time accuracy. In other words, the
peak at the center of the ambiguity diagram may be narrowed by transmitting a pulse with a
large bandwidth times pulse-width product.{large pa}. One method of increasing the bandwidth
of a pulse of duration T is to provide internal modulation. The ambiguity diagram for a
frequency-modulated pulse is shown in Fig. 11.12. The waveform is a single pulse of sine wave
whose frequency is decreased linearly fromJo + I!,.J/2 toJo - !1//2 over the duration of the pulse
T. where 10 is the carrier frequency and I!,.J ~ B is the frequency excursion.

The ambiguity diagram is elliptical, as for the single pulse of unmodulated sine wave.
However, the axis of the ellipse is tilted at an angle to both the time and frequency axes. This
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Figure 11.12 Ambiguity diagram for a single frequency- 
modulated pulse. (Also called the chirp pulp-compression 
waveform.) 

particular waveform is not entirely satisfactory. The accuracy along either the time axis or the - 
frequency axis can be made as good as desired. However, the accuracy along the ellipse major 
axis is relatively poor. This is a consequence of the fact that both the time delay (range) and the 
frequency (doppler) are both determined by measuring a frequency shift. Thus neither 
the range nor the velocity can be determined without knowledge of the other. 

This limitation can be overcome by transmitting a second FM pulse whose slope on the 
ambiguity diagram is different from that of Fig. 11.12. The second modulation might be a 
linear frequency modulation which increases, rather than decreases, in frequency. This is 
analogous to the FM-CW radar of Chap. 3, in which the doppler frequency shift is extracted as 
well as the range. It will be recalled that the sawtooth frequency-modulated waveform of the 
FM-CW radar was capable of determining the range as long as there was no doppler frequency 
shift. By using a triangular waveform instead of the sawtooth waveform it was possible to 
measure both the range and the doppler frequency. The same technique can be used with the 
frequency-modulated pulse radar. 

Classes of ambiguity diagrams. There are three general classes of ambiguity diagrams, 
Fig. 1 1.13. The knife edge, or ridge, is obtained with a single pulse of sine wave. Its orientation 
is along the time-delay axis for a long pulse, along the frequency axis for a short pulse, or it can 
be rotated to any direction in the TR, f, plane by the application of linear frequency modula- 
tion. The bed of spikes in Fig. 11.136 is obtained with a periodic train of pulses. The internal 
structure of each of the major components, illustrated figuratively by the simple arrows, 
depends on the waveform of the individual pulses. The thumbtack ambiguity diagram, 
Fig. 11.13c, is obtained with noise or pseudonoise waveforms. The width of the spike at the 
center can be made narrow along the time axis and along the frequency axis by increasing the 
bandwidth and pulse duration, respectively. However, the plateau which surrounds the spike is 
more complex than illustrated in the simple sketch. With real waveforms, the sidelobes in the 
plateau region can be higher than might be desired. Furthermore, the extent of the platform 
increases as the spike is made narrower since the total volume of the ambiguity function must 
be a constant, as was given'by Eq. (1 1154). There can be many variations of these three classes, 
as illustrated in Ref. 11. 

I .  

Transmitted waveform and the ambiguity function. The particular waveform transmitted by a 
radar is chosen to.satisfy the requirements for (I) detection, (2) measurement accuracy, 
(3) resolution, (4) ambiguity, and (5) clutter rejection. The ambiguity function and its plot, the 
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Figure 11.12 Ambiguity diagram for a single frequency­
modulated pulse. (Also called the chirp pu""e-compression
waveform.)

particular waveform is not entirely satisfactory. The accuracy along either the time axis or the
frequency axis can be made as good as desired. However, the accuracy along the ellipse major
axis is relatively poor. This is a consequence of the fact that both the time delay (range) and the
frequency (doppler) are both determined by measuring a frequency shift. Thus neither
the range nor the velocity can be determined without knowledge of the other.

This limitation can be overcome by transmitting a second FM pulse whose slope on the
ambiguity diagram is different from that of Fig. 11.12. The second modulation might be a
linear frequency modulation which increases, rather than decreases, in frequency. This is
analogous to the FM-CW radar of Chap. 3, in which the doppler frequency shift is extracted as
well as the range. It will be recalled that the sawtooth frequency-modulated waveform of the
FM-CW radar was capable ofdetermining the range as long as there was no doppler frequency
shift. By using a triangular waveform instead of the sawtooth waveform it was possible to
measure both the range and the doppler frequency. The same technique can be used with the
frequency-modulated pulse radar.

Classes of ambiguity diagrams. There are three general classes of ambiguity diagrams,
Fig. 11.13. The knife edge, or ridge, is obtained with a single pulse of sine wave. Its orientation
is along the time-delay axis for a long pulse, along the frequency axis for a short pulse, or it can
be rotated to any direction in the TR , Jd plane by the application of linear frequency modula­
tion. The bed of spikes in Fig. 11.13b is obtained with a periodic train of pulses. The interna I
structure of each ~f the major components, illustrated figuratively by the simple arrows,
depends on the waveform of the individual pulses. The thumbtack ambiguity diagram,
Fig. 11.13c, is obtained with noise or pseudonoise waveforms. The width of the spike at the
center can be made narrow along the time axis and along the frequency axis by increasing the
bandwidth and pulse duration, respectively. However, the plateau which surrounds the spike is
more complex than illustrated in the simple sketch. With real waveforms, the sidelobes in the
plateau region can be higher than might be desired. Furthermore, the extent of the platform
increases as the spike is made narrower since the total volume of the ambiguity function must
be a constant, as was given' by Eq. (1 L54). There can be many variations of these three classes,
as illustrated in Ref. 11. '

Transmitted waveform and the ambiguity function. The particular waveform transmitted by a
radar is chosen to· satisfy the requirements for (1) detection, (2) measurement accuracy,
(3) resolution, (4) ambiguity, and (5) clutter rejection. The ambiguity function and its plot, the
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Figure 11.13 Classes of ambiguity diagrams: (a) knife edge, or ridge; (b) bed of spikes,; (c) thumbtack. 
(From G. ).V. Deley,12 Courtesy McGraw-Hill Book Company.) 

ambiguity diagram, may be used to assess qualitatively how well a waveform can achieve these 
requirements. Each of these will be discussed briefly. 

If the receiver is designed as a matched filter for the particular transmitted waveform, the 
probability 6f detection is independent of the shape of the waveform and depends only upon 
E I N , ,  the ratio of the total energy E contained in the signal to the noise power per unit 
bandwidth. The requirements for detection do not place any demands on the shape of the 
transmitted waveform except (1) that it be possible to achieve with practical radar transmit- 
ters, and (2) that it is possible to construct the proper matched filter, or a reasonable approxi- 
mation thereto. The maximum value of the ambiguity function occurs at TR = O,/b = 0 and is 
equal to ( 2 ~ ) ~ .  Thus the value IX(O, 0))' is an indication of the detection capabilities of the 
radar. Since the plot of the ambiguity function is often normalized so that IX(O, 0) l2 = 1, the 
ambiguity diagram is seldom used to assess the detection capabilities of the waveform. 

The accuracy with which the range and the velocity can be measured by a particular 
waveform depends on the width of the spike, centered at Ifl, 0)12, along the time and the 
frequency axes. The resolution is also related to the width of the central spike, but in order to 
resolve two closely spaced targets the central spike must be isolated. It cannot have any high 
peaks nearby that can mask another target close to the desired target. A waveform that yields 
good resolution will also yield good accuracy, but the reverse is not always so. 
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Figure 11.13 Classes of ambiguity diagrams: (a) knife edge, or ridge; (b) bed of spikes; (c) thumbtack.
(From G. W. Deley,12 Courtesy McGraw-Hili Book Company.)

ambiguity diagram, may be used to assess qualitatively how weIJ a waveform can achieve these
requirements. Each of these will be discussed briefly.

If the receiver is designed as a matched filter for the particular transmitted waveform, the
probability 6r detection is independent of the shape of the waveform and depends only upon
E/No, the ratio or the total energy E contained in the signal to the noise power per unit
bandwidth. The requirements for detection do not place any demands on the shape of the
transmitted waveform ex.cept (1) that it be possible to achieve with practical radar transmit­
ters, and (2) that it is possible to construct the proper matched filter, or a reasonable approxi­
mation thereto. The max.imum value of the ambiguity function occurs at Til = 0./4 = 0 and is
equal to (2E)2. Thus the value Ix(O, 0)1 2 is an indication of the detection capabilities of the
radar. Since the plot of the ambiguity function is orten normalized so that Ix(O, 0) 12 = I, the
ambiguity diagram is seldom used to assess the detection capabilities of the waveform.

The accuracy with which the range and the velocity can be measured by a particular
waveform depends on the width of the spike, centered at Ix(O, 0)1 2

, along the time and the
frequency axes. The resolution is also related to the width of the central spike, but in order to
resolve two closely spaced targets the central spike must be isolated. It cannot have any high
peaks nearby that can mask another target close to the desired target. A waveform that yields
good resolution will also yield good accuracy, but the reverse is not always so.



A continuous waveform (a single pulse) produces an ambiguity diagram with a single 
peak. A discontinuous waveform can result in peaks in the ambiguity diagram at other values 
of TR , f d .  The pulse train (Fig. 11.11 or 11.13h) is an example. The presence of additional 
spikes can lead to  ambiguity in the measurement of target parameters. An ambiguous measure- 
ment is one in which there is more than one choice available for the correct value of a 
parameter, but only one choice is appropriate. Thus the correct value is uncertain. The 
ambiguity diagram permits a visual indication of the ambiguities possible with a particular 
waveform. The ambiguity problem is characteristic of a single target, as is the detection and 
accuracy requirements of a waveform, whereas resolution is concerned with multiple targets. 

The ambiguity diagram may be used to determine the ability of a waveform to reject 
clutter by superimposing on the TR ,fd plane the regions where clutter is found. If the trans- 
mitted waveform is to have good clutter-rejection properties the ambiguity function should 
have little or no response in the regions of clutter. 

The problem of synthesizing optimum waveforms based on a desired amb&uity diagram 
specified by operational requirements is a difficult one. The approach to selecting a waveform 
with a suitable ambiguity diagram is generally by trial and error rather than by synthesis. 

In summary, this section has considered some of the factors which enter into the selection 
of the proper transmitted waveform. The problem of designing a waveform to achieve detec- 
tion may be considered independently of the requirements of accuracy, ambiguity, resolution, 
and clutter rejection. A waveform satisfies the requirements of detection if its energy is 
sufficiently large and if the receiver is designed in an optimum manner, such as a matched-filter 
receiver. Waveform shape is important only as it affects the practical design of the matched 
filter. The ability of a particular waveform to  satisfy the requirements of accuracy, ambiguity, 
resolution, and clutter rejection may be qualitatively determined from an  examination of the 
ambiguity diagram. In general, periodic waveforms may be designed to satisfy the require- 
ments of accuracy and resolution provided the resulting ambiguities can be tolerated. A 
waveform consisting of a single pulse of sinusoid avoids the ambiguity problem, but the time 
delay and frequency cannot simultaneously be measured to as great an accuracy as might be 
desired. However, i t  is possible to determine simultaneously both the frequency and the time 
delay to any degree of accuracy with a transmitted waveform containing a large bandwidth 
pulse-width product (large pa product). The problem of synthesizing optimum waveforms 
from an  ambiguity diagram specified by operational requirements is a difficult one and is often 
approached by trial and error. 

The name ambiguity function for I X(T,, fd) I2 is somewhat misleading since this function 
describes more about the waveform than just its ambiguity properties. Woodwards coined the 
name to demonstrate that the total volume under this function is a constant equal to ( 2 ~ ) ' ,  
independent of the shape of the transmitted waveform, [Eq. (1  1.54)]. Thus the total area of 
ambiguity, or uncertainty, is the same no  matter how (z(TR,  fd) I* is distributed over the TR, fd 
plane, as illustrated by the sandbox analogy mentioned earlier in this section. The reader is 
advised not to be distracted by trying to understand why this function is described by the 
ambiguous use of the term "ambiguity." 

11.5 PULSE COMPRESSION 

Pulse compression allows a radar to utilize a long pulse to  achieve large radiated energy, but 
simultaneously to obtain the range resolution of a short pulse. It  accomplishes this by employ- 
ing frequency or phase modulation t o  widen the signal bandwidth. (Amplitude modulation is 
also possible, but is seldom used.) The received signal is processed in a matched filter that 
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A continuous waveform (a single pulse) produces an ambiguity diagram with a single
peak. A discontinuous waveform can result in peaks in the ambiguity diagram at other values
of TR , fd' The pulse train (Fig. 11.11 or II. J3b) is an example. The presence of additional
spikes can lead to ambiguity in the measurement of target parameters. An ambiguous measure­
ment is one in which there is more than one choice available for the correct value of a
parameter, but only one choice is appropriate. Thus the correct value is uncertain. The
ambiguity diagram permits a visual indication of the ambiguities possible with a particular
waveform. The ambiguity problem is characteristic of a single target, as is the detection and
accuracy requirements of a waverorm, whereas resolution is concerned with multiple targets.

The ambiguity diagram may be used to determine the ability of a waveform to reject
clutter by superimposing on the TR , fd plane the regions where clutter is found. If the trans­
mitted waveform is to have good clutter-rejection properties the ambiguity function should
have little or no response in the regions of clutter.

The problem of synthesizing optimum waveforms based on a desired amb~uity diagram
specified by operational requirements is a difficult one. The approach to selecting a waveform
with a suitable ambiguity diagram is generally by trial and error rather than by synthesis.

In summary, this section has considered some of the factors which enter into the selection
of the proper transmitted waveform. The problem of designing a waveform to achieve detec­
tion may be considered independently of the requirements of accuracy, ambiguity, resolution,
and clutter rejection. A waveform satisfies the requirements of detection if its energy is
sufficiently large and if the receiver is designed in an optimum manner, such as a matched-filter
receiver. Waveform shape is important only as it affects the practical design of the matched
filter. The ability of a particular waveform to satisfy the requirements of accuracy, ambiguity,
resolution, and clutter rejection may be qualitatively determined from an examination of the
ambiguity diagram. In general, periodic waveforms may be designed to satisfy the require­
ments of accuracy and resolution provided the resulting ambiguities can be tolerated. A
waveform consisting of a single pulse of sinusoid avoids the ambiguity problem, but the time
delay and frequency cannot simultaneously be measured to as great an accuracy as might ~e

desired. However, it is possible to determine simultaneously both the frequency and the time
delay to any degree of accuracy with a transmitted waveform containing a large bandwidth
pulse-width product (large pcx. product). The problem of synthesizing optimum waveforms
from an ambiguity diagram specified by operational requirements is a difficult one and is often
approached by trial and error.

The name ambiguity function for I X(TR ,fd) 1
2 is somewhat misleading since this fun,::tion

describes more about the waveform than just its ambiguity properties. Woodward s coined the
name to demonstrate that the total volume under this function is a constant equal to (2E)2,
independent of the shape of the transmitted waveform, [Eq. (11.54)]. Thus the total area of
ambiguity, or uncertainty, is the same no matter how '1 X(TR , fd) 12 is distributed over the TR , fd
plane, as illustrated by the sandbox analogy mentioned earlier in this section. The reader is
advised not to be distracted by trying to understand why this function is described by the
ambiguous use of the term" ambiguity."

11.5 PULSE COMPRESSION

Pulse compression allows a radar to utilize a long pulse to achieve large radiated energy, but
simultaneously to obtain the range resolution of a short pulse. It accomplishes this byemploy­
ing frequency or phase modulation to widen the signal bandwidth. (Amplitude modulation is
'also possible, but is seldom used.) The received signal is processed in a matched filter that
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conlpresses the lor~g pulse to a duration 1/8, where B is the tuodulated-pulse spectral band- 
width. Pulse compression is attractive when the peak power required of a short-pulse radar 
cannol be achieved with practical transnlitters. 

Application of short pulse to radar. A conventional short-pulse radar may be desired for the 
following purposes: 

Rarlge resolurior~. I t  is usually easier to separate multiple targets in the range coordinate than 
in angle. 

Rarrge accttracy. I f  a radar is capable of good range-resolution it is also capable of good range 
accuracy. 

('lrtrrer retirccrior~. A short pulse increases the target-to-clutter ratio by reducing the clutter 
contained within the resolution cell with which the target competes. 

GIirtt retluctiort. In a tracking radar, the angle and range errors introduced by a finite size target 
are reduced with increased range-resolution since it permits individual scattering centers 
to be resolved. 

hftrlripatlt resoluriort. Sufficient range-resolution permits the separation of the desired target 
echo from echoes that arrive via scattering from longer paths, or multipath. 

.4.linittlrttri range. A short pulse allows the radar to operate with a short minimum range. 
7hryef  classijicario~t. The characteristic echo signal from a distributed target when observed 

by a short pulse can be used to recognize one class of target from another. 
ECCM. A short-pulse radar can negate the operation of certain electronic countermeasures 

such as range-gate stealers and repeater jammers, if the response time of the ECM is 
greater than the radar pulse duration. The wide bandwidth of the short-pulse radar also 
has some advantage against noise jammers. 

Doppler tolerartce. With a single short pulse, the doppler frequency shift will be small 
compared to the receiver bandwidth so that only one matched-filter is needed for detec- 
tion, rather than a bank of matched filters with each filter tuned for a different doppler 
shift. 

A short-pulse radar is not without its disadvantages. It requires large bandwidth with the 
possibility for interference to other users of the band. The shorter the pulse the more informa- 
tion there is available from the radar, and therefore the greater will be the demands on the 
information processing and display. In some high-resolution radars the number of resolution 
cells might 6 e  greater than the capability of conventional displays to present the information 
without overlap, so that a collapsing loss can result. The wide bandwidth might also mean less 
dynamic range in some radar designs. If the radar transmitter is peak-power limited, the 
shorter the pulse the less the energy transmitted. This has resulted in short-pulse radars 
i~sually being limited in range. 

Pulse co~npression is a method for achieving most of the benefits of a short pulse while 
keeping within the practical constraints of the peakrpower limitation. It is usually a suitable 
substitute for the short-pulse waveform except when a long minimum range might be a problem 
or when maximum immunity to repeater ECM isdesired. Pulse compression radars, in addition 
to overcoming the peak-power limitations, have an EMC (Electromagnetic Compatability) 
advantage in that they can be made more tolerant to mutual interference. This is achieved by 
allowing each pulse-compression radar that operates within a given band to have its own 
characteristic modulation and its own particular matched filter. The pulse-compression radar, 
although widely used as a substitute for a short-pulse radar, has some limitations of its own, 
as will be discussed later in this section. 
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compresses the long pulse to a duration 11H, where B is the modulated-pulse spectral band­
width. Pulse compression is attractive when the peak power required of a short-pulse radar
cannot be achieved with practical transmitters.

Application of short pulse to radar. A conventional short-pulse radar may be desired for the
following purposes:

Rallge resolutioll. It is usually easier to separate multiple targets in the range coordinate than
in angle.

Rallge accuracy. If a radar is capable of good range-resolution it is also capable of good range
accuracy.

Cllittcr reductioll. A short pulse increases the target-to-clutter ratio by reducing the clutter
contained within the resolution cell with which the target competes.

Glillt reduction. In a track ing radar, the angle and range errors introduced by a finite size target
are reduced with increased range-resolution since it permits individual scattering centers
to be resolved.

Multipatl1 resolution. Sufficient range-resolution permits the separation of the desired target
echo from echoes that arrive via scattering from longer paths, or multipath.

M ;1I;I1lUI1l rallge. A short pulse allows the radar to operate with a short minimum range.
Target classification. The characteristic echo signal from a distributed target when observed

by a short pulse can be used to recognize one class of target from another.
ECCM. 1\ short-pulse radar can negate the operation of certain electronic countermeasures

such as range-gate stealers and repeater jammers, if the response time of the ECM is
greater than the radar pulse duration. The wide bandwidth of the short-pulse radar also
has some advantage against noise jammers.

Doppler lolerance. With a single short pulse, the doppler frequency shift will be small
compared to the receiver bandwidth so that only one matched-filter is needed for detec­
tion. rather than a bank of matched filters with each filter tuned for a different doppler
shift.

A short-pulse radar is not without its disadvantages. It requires large bandwidth with the
possibility for interference to other users of the band. The shorter the pulse the more informa­
tion there is available from the radar, and therefore the greater will be the demands on the
information processing and display. In some high-resolution radars the number of resolution
cells might "e greater than the capability of conventional displays to present the information
without overlap, so that a collapsing loss can result. The wide bandwidth might also mean less
dynamic range in some radar designs. If the radar transmitter is peak-power limited, the
shorter the pulse the less the energy transmitted. This has resulted in short-pulse radars
llsually being limited in range.

Pulse compression is a method for achieving most of the benefits of a short pulse while
keeping within the practical constraints of the peak~power limitation. It is usually a suitable
substitute for the short-pulse waveform except when a long minimum range might be a problem
or when maximum immunity to repeater ECM is desired. Pulse compression radars, in addition
to overcoming the peak-power limitations, have an EMC (Electromagnetic Compatability)
advantage in that they can be made more tolerant to mutual interference. This is achieved by
allowing each pulse-compression radar that operates within a given band to have its own
characteristic modulation and its own particular matched filter. The pulse-compression radar,
although widely used as a substitute fora short-pulse radar, has some limitations of its own,
as will be discussed later in this section.
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There are at  least two ways of describing the concept of  a pulse-compression radar. One is 
based on an approach similar to that of the ambiguity function of Sec. 11.4. A modulation of 
some form is applied to the transmitted waveform and its response after passing through the 
matched filter is examined. For example, the frequency-niodulated pulse waveform whose 
ambiguity diagram was shown in Fig. 1 1.12 is the widely used calrirp pulse-compression 
waveform. The other approach is to consider the modi~lation applied to a long pulse as  
providing distinctive marks over the duration of the pulse. For instance, the changing 
frequency of a linearly frequency-modulated pulse is distributed along the pulse and thus 
identifies each segment of the pulse. By passing this modulated pulse through a delay line 
whose delay time is a function of  the frequency, each part of the pulse experiences a different 
time delay so that i t  is possible to have the trailing edge of the pulse speeded up and the leading 
edge slowed down so as to effect a time compression of the pulse. 

The pttlse co~npres.sion rario is a measure of the degree to which the pulse is co.mpressed. I t  
is defined as the ratio of the uncompressed pulse width to the compressed pulse t i d th ,  or  the 
product of the pulse spectral bandwidth B and the uncompressed pulse w ~ d t h  T. Generally, 
BT $ I. The pulse compression ratio might be as small as 10 (13 is a more typical lower value) 
or as large as 10' or greater. Values from 100 to 300 might be considered as more ~ypical. 
There are many types of modulations used for pulse compression, but two that have seen wide 
application are the linear frequency modulation and the phase-coded ptrlse. 

C-> pulse compression. The basic concept o f  the linear frequency modulated ( F M )  
s i n p r e s s i o n  radar was described by R. H. Dicke, in a patent filed in 1945." Figure 
11.14, which is derived from Dicke's patent, shows the block diagram of such a radar. In this 
version of a pulse-compression radar the transmitter is frequency modulated and the receiver 
contains a pulse-compression filter (which is identical to  a matched filter). The transmitted 
waveform consists ,of a rectangular pulse of constant amplitude A and of duration T 
(Fig. 11.15a). The frequency increases linearly from f, to f 2  over the duration of the pulse, 
Fig. 11.15b. (Alternatively, the frequency could be linearly decreased with time rather than 
increased.) The time waveform of the signal described by Fig. 11.15a and b is shown sche- 
matically in Fig. 11.15~. On reception, the frequency-modulated echo is passed through the 
pulse-compression filter, which is designed so that the velocity of propagation through the 
filter is proportional to  frequency. When the pulse-compression filter is thought of as a 
dispersive delay line, its action can be described as speeding up  the higher frequencies at the 
trailing edge of the pulse relative to the lower frequencies at the leading edge so as to compress 
the pulse t o  a width 1/B, where B = f 2  - f, (Fig. 1 1.15d). When the pulse compression filter is 
considered as a matched filter, the output (neglecting noise) is the autocorrelation function of 
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There are at least two ways of describing the concept of a pulse-compression radar. One is
based on an approach similar to that of the ambiguity function of Sec. 11.4. A modulation of
some form is applied to the transmitted waveform and its response after passing through the
matched filter is examined. For example, the frequency-modulated pulse waveform whose
ambiguity diagram was shown in Fig. 11.12 is the widely lIsed chirp pulse-compression
waveform. The other approach is to consider the modulation applied to a long pulse as
providing distinctive marks over the duration of the pulse. For instance, the changing
frequency of a linearly frequency-modulated pulse is distributed along the pulse and thus
identifies each segment of the pulse. By passing this modulated pulse through a delay line
whose delay time is a function of the frequency, each part of the pulse experiences a different
time delay so that it is possible to have the trailing edge of the pulse speeded up and the leading
edge slowed down so as to effect a time compression of the pulse.

The pulse compression ratio is a measure of the degree to which the pulse is compressed. It
is defined as the ratio of the uncompressed pulse width to the compressed pulse \tidth, or the
product of the pulse spectral bandwidth B and the uncompressed pulse width T. Generally,
BT}> I. The pulse compression ratio might be as small as 10 (13 is a more typical lower value)
or as large as lOs or greater, Values from 100 to 300 might be consider~d as more typical.
There are many types of modulations used for pulse compression, but two that have seen wide
application are the linear frequency modulation and the phase-coded pl/Ise.

~~~ pulse compression. The basic 'concept of the linear frequency modulated (FM)
p~e---c6mpression radar was described by R. H. Dicke, in a patent filed in 1945. 14 Figure
11.14, which is derived from Dicke's patent, shows the block diagram of such a radar. In this
version of a pulse-compression radar the transmitter is frequency modulated and the receiver
contains a pulse-compression filter (which is identical to a matched filter). The transmitted
waveform consists of a rectangular pulse of constant amplitude A and of duration T
(Fig. II.15a). The frequency increases linearly from fl to f2 over the duration of the pulse,
Fig. 11.l5b. (Alternatively, the frequency could be linearly decreased with time rather than
increased.) The time waveform of the signal described by Fig. 11.15a and b is shown sche­
matically in Fig. I1.l5c. On reception, the frequency-modulated echo is passed through the
pulse-compression filter, which is designed so that the velocity of propagation through the
filter is proportional to frequency.. When the pulse-compression filter is thought of as a
dispersive delay line, its action can be described as speeding up the higher frequencies at the
trailing edge of the pulse relative to the lower frequencies at the leading edge so as to compress
the pulse to a width 1/B, where B = f2 - f. (Fig. 11.l5d). When the pulse compression filter is
considered as a matched filter, the output (neglecting noise) is the autocorrelation function of
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Figure 11.15 Linear FM pulse com- 
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the modulated pulse, which is proportional to (sin nBt)/nBt.15 The peak power of the pulse is 
increased by the pulse compression ratio BT after passage through the filter. 

The FM waveform in the block diagram of Fig. 11.14 is generated by directly modulating 
the high-power transmitter. I t  is not always convenient to  directly modulate a transmitter in 
this manner. Alternatively, the waveform may be generated at a low-power level and amplified 
in a power amplifier. This is the more usual procedure. The waveform may be generated by a 
number of means including a voitage-controlled osciIIator whose frequency is made to vary 
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the modulated pulse, which is proportional to (sin nBt}/nBt. 15 The peak power of the pulse is
increased by the pulse compression ratio BT after passage through the filter.

The FM waveform in the block diagram of Fig. 11.14 is generated by directly modulating
the high-power transmitter. It is not always convenient to directly modulate a transmitter in
this manner. Alternatively, the waveform may be generated at a low-power level and amplified
in a power amplifier. This is the more usual procedure. The waveform may be generated by a
number of means including a voltage-controlled oscillator whose frequency is made to vary
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with an applied voltage; the so-called serrasoiti m o t i i ~ l a t o r ' ~  which generates a qilatlratic 
waveform and compares this with a repetitive sawtooth wave to generate pulses that have a t 2  

variation in spacing which are filtered to  form a linear-FM waveform; a tapped delay-line with 
nonuniform tap spacings determined by the positive-going zero crossings of the desired linear- 
F M  waveform, followed by a filter to form the output waveform; a synthesizer1' which 
combines a staircase frequency waveform with the average desired slope, and a sawtooth 
frequency waveform which fills-in the steps with a short linear F M ;  or by digital means in 
which an algorithm performs a double integration to produce a phase at the output of the 
generator which varies as the square of time, as required for a linear FM.I8 The digital 
generator has the advantage of flexibility in the selection of bandwidth and time duration, as 
well as good stability and low residual generation errors. The above are sometimes called 
actiue methods for generating waveforms. 

The linear F M  waveform may also be generated by passitle methods such as by exciting a 
3 dispersive delay line with an impulse. The frequency-response function of the dispersive delay 

line used for generating the transmitted waveform is the conjugate of that of the pulse- 
compression filter. In the special case of the linear F M  waveform the same dispersive delay line 
that generates the transmitted waveform may be used as the receiver matched filter if the 
received waveform is mixed with an LO whose frequency is greater than that of the received 
signal. This results in a time inversion (it changes s ( t )  to s(-  t ) )  by converting an increasing FM 
to a decreasing FM, or vice versa. 

Dispersive delay lines. There have been a number of devices used as dispersive delay lines, or 
pulse-compression filters, for linear F M  waveforms.16 They may be classed as ultrasonic, 
electromagnetic, or  digital. Ultrasonic delay lines include those of aluminum or steel strip, 
piezoelectric materials such as quartz with propagation taking place through the bulk (or 
volume) of the material, piezoelectric materials with the propagation taking place along the 
surface (surface acoustic wave), and YIG (yttrium-iron-garnet) crystals. The all-pass, time 
delay using bridged-T networks with either lumped-constant circuit elements or  stripline; the 
waveguide operated near its cutoff frequency; and the tapered folded-tape meander line are 
examples of electromagnetic dispersive delay lines suitable for linear-FM pulse compression. 
The charge-coupled device has also been considered for application in pulse c o m p r e ~ s i o n . ' ~  
Each of these delays lines has different characteristics and preferred regions of operation as 
regards bandwidth and pulse duration.I6 Only the surface acoustic wave (SAW) device will be 
described here as an illustration of a typical dispersive delay line suitable for radar application.20 

The surface-acoustic-wave delay line, shown schematically in Fig. 11.16, consists of a 
piezoelectric substrate such as a thin slice of quartz or lithium niobate with input ant1 oi11pt11 
interdigital transducers (IDT) arranged on the surface. The design of the II)T determines the 
impulse response of the SAW delay line. Efficient electric-to-acoustic coupling occurs when the 
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Figure 11.16 Schematic of a simple surface 
acoustic wave (SAW) delay line. (From 
Brisrol, l 2  Courtesy Proc. 1 E E E . )  
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with an applied voltage; the so-called serrasoid modulator 16 which generates a quadratic
waveform and compares this with a repetitive sawtooth wave to generate pulses that have a t 1

variation in spacing which are filtered toform a linear-FM waveform; a tapped delay-line with
nonuniform tap spa~ings determined by the positive-going zero crossings of the desired linear­
FM waveform, followed by a filter to form the output waveform; a synthesizer 17 which
combines a staircase frequency waveform with the average desired slope, and a sawtooth
frequency waveform which fills-in the steps with a short linear FM; or by digital means in
which an algorithm performs a double integration to produce a phase at the output of the
generator which varies as the square of time, as required for a linear FM. 18 The digital
generator has the advantage of flexibility in the selection of bandwidth and time duration, as
well as good stability and low residual generation errors. The above are sometimes called
active methods for generating waveforms.

The linear FM waveform may also be generated by passive methods such as by exciting a
dispersive delay line with an impulse. The frequency-response function of the dilpersive delay
line used for generating the transmitted waveform is the conjugate of that of the pulse­
compression filter. In the special case of the linear FM waveform the same dispersive delay line
that generates the transmitted waveform may be used as the receiver matched filter if the
received waveform is mixed with an LO whose frequency is greater than that of the received
signal. This results in a time inversion (it changes s(t) to s( - t)) by converting an increasing FM
to a decreasing FM, or vice versa.

Dispersive delay lines. There have been a number of devices used as dispersive delay lines, or
pulse-compression filters, for linear FM waveforms. 16 They may be classed as ultrasonic,
electromagnetic, or digital. Ultrasonic delay lines include those of aluminum or steel strip,
piezoelectric materials such as quartz with propagation taking place through the bulk (or
volume) of the material, piezoelectric materials with the propagation taking place along the
surface (surface acoustic wave), and YIG (yttrium-iron-garnet) crystals. The all-pass, time
delay using bridged-T networks with either lumped-constant circuit elements or stripline; the
waveguide operated near its cutoff frequency; and the tapered folded-tape meander line are
examples of electromagnetic dispersive delay lines suitable for linear-FM pulse compression.
The charge-coupled device has also been considered for application in pulse compression. 19

Each of these delays lines has different characteristics and preferred regions of operation as
regards bandwidth and pulse duration. 16 Only the surface acoustic wave (SA W) device will be
described here as an illustration ofa typical dispersive delay line suitable for radar applicati0n. 10

The surface-acoustic-wave delay line, shown schematically in Fig. 11.16, consists of a
piezoelectric substrate such as a thin slice of quartz or lithium niobate with input and output
interdigital transducers (IDT) arranged on the surface. The design of the IDT determines the
impulse response of the SAW delay line. Efficient electric-to-acoustic coupling occurs when the
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Figure 11.16 Schematic of a simple surface
acoustic wave (SAW) delay line. (From
Briscol, 22 Courtesy Proc. JEEE.)
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Figure 11.17 Three basic forms of  
SAW interdigital transducers for 
linear FM pulse compression. (a) 
Dispersive delay line with dispersion 
designed into one transducer; (h) 
dispersion in both transducers, and 
(c) a reflective array compressor 
(RAC).  (From Maines and Paige," 
courtesy of Proc. 1 E E E . )  

comb fingers, or electrodes, of the IDT are spaced one-half the wavelength of the acoustic 
signal propagating along the SAW materiaLZ2 Thus the frequency response of the delay line 
depends on the periodicity of the electrode spacings. A dispersive delay line for linear FM 
pulse compression is obtained with a variable electrode spacing, as  illustrated in Fig. 11.17a or 
b. The duration of the resulting pulse is proportional to  the length of the interdigital trans- . 
ducer. Amplitude shaping can be controlled by varying the overlap of the electrodes, as in 
Fig. 11.18. This is sometimes called apodization. Weighting of the amplitude, as  discussed later 
in this section, is sometimes desired so as  to  reduce the time sidelobes accompanying the 
compressed waveform. 

The reflective-array compressor (RAC) form of SAW device, shown schematically in 
Fig. 11.17c, is a geometry that provides better performance for large pulse-compression 
ratios.22 Shallow grooves etched in the delay path result in SAW reflections to  form a delay 
that depends on the frequency. The structure is less sensitive to  fabrication tolerances than 
conven tionlll transducers. 

A "typical" SAW dispersive delay line developed for linear FM pulse-compression radar 
had a bandwidth of 5 0 0  M i l z  and all uncornpressed pulse width.of 0.46 The center 
frequency was 1.3 GHz and the compressed pulse width was 3 ns. Amplitude weighting of the 
received signal reduced the higl~est sidelobe to -24 dB instead of - 13.2 dB  without weight- 
ing. (The compressed pulse was widened because of the weighting.) The filter package 
measured 0.5 by 1.5 by 2.25 in. The maximum insertion loss was 40 dB. Other designs have 
resulted in pulse widths as long as 100 ps and pulse-compression ratios as high as  10,000.22 

The SAW dispersive delay line is one of the more important of the many devices that have 
beer] errlployed for pulse-compression radar. They have been claimed to  be simple, low cost, 

Figure 11.18 Interdigital transducer (nondispersive) showing 
overlap of comb fingers, or electrodes, to provide an amplitude 
weighting along the pulse. 
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Figure 11.17 Three basic forms of
SAW interdigital transducers for
linear FM pulse compression. (a)
Dispersive delay line with dispersion
designed into one transducer; (b)
dispersion in both transducers. and
(c) a reflective array compressor
(RAe). (From Maines and Paige. 21

cOllrtes}' of Proc. IEEE.)

comb fingers, or electrodes, of the lOT are spaced one-half the wavelength of the acoustic
signal propagating along the SA W material. 22 Thus the frequency response of the delay line
depends on the periodicity of the electrode spacings. A dispersive delay line for linear FM
pu lse com pression is obtained with a variable electrode spacing, as illustrated in Fig. 11.17a or
b. The duration of the resulting pulse is proportional to the length of the interdigital trans­
d ucer. Amplitude shaping can be controlled by varying the overlap of the electrodes, as in
Fig. 11.18. This is sometimes called apodizatioll. Weighting of the amplitude, as discussed later
in this section, is sometimes desired so as to reduce the time sidelobes accompanying the
compressed waveform.

The reflective-array compressor (RAe) form of SAW device, shown schematically in
Fig. 11.17c, is a geometry that provides better performance for large pulse-compression
ratios. 22 Shallow grooves etched in the delay path result in SAW reflections to form a delay
that depends on the frequency. The structure is less sensitive to fabrication tolerances than
convention~l transducers.

A .. typical" SAW dispersive delay line developed for linear FM pulse-compression radar
had a bandwidth of 500 MHz and all uncompressed pulse width'of 0.46 ILS. 23 The center
frequency was 1.3 G Hz and the compressed pulse width was 3 ns. Amplitude weighting of the
received signal reduced the highest sidelobe to - 24 dB instead of - 13.2 dB without weight­
ing. (The compressed pulse was widened because of the weighting.) The filter package
measured 0.5 by 1.5 by 2.25 in. The maximum insertion loss was 40 dB. Other designs have
resulted in pulse widths as long as 100 /lS and pulse-compression ratios as high as 10,000.22

The SA W dispersive delay line is one of the more important of the many devices that have
been employed for pulse-compression radar. They have been claimed to be simple, low cost,

I I Figure 1I.18 Interdigital transducer (nondispersive) showing
overlap of comb fingers, or electrodes, to provide an amplitude
weighting along the pulse.



small size, and highly reproducible in manufacture. The amplitude weighting to reduce 
sidelobes can be integrated directly into the interdigital transducer design. In addition to the 
linear FM, they can bedesigned to operate with nonlinear frequency modulations, phase-coded 
pulses, and the burst pulse. 

Time sidelobes and weighting. The uniform amplitude of the linear F M  waveform results in a 
compressed pulse shape of the form (sin nBt)/nBr after passage through the matched filter, or 
dispersive delay line, where B is the spectral b a n d ~ i d t h . ~ '  There are time, or range, sidelobes 
to either side of the peak response with the first, and largest, sidelobe - 13.2 dB down from the 
peak. The large sidelobes are often objectionable since a large target might mask nearby, smaller 
targets. Also, near-in sidelobes might at times be mistaken for separate targets. These sidelobes 
can be reduced by amplitude weighting of the received-signal spectrum, just as the spatial 
sidelobes of an antenna radiation pattern can be reduced by amplitude weightinj the illumina- 
tion across the antenna aperture, as was described in Sec. 7.2. The same illumination functions 
used in antenna design to  reduce spatial sidelobes can also be applied to the frequency domain 
to reduce the time sidelobes in pulse compression. A comparison of several types of spectral 
weighting functions is shown in Table 1 1. 1 . 1 6 * 2 J b 2 5  The Taylor weighting with n = 8 means the 
peaks of the first 7 sidelobes (Ti - 1 )  are designed to be equal, after which they fall off as I l t .  
The Dolph-Chebyshev weighting theoretically results in all sidelobes being equal. I t  is of 
academic interest only, since it is unrealizable. The Taylor is a practical approximation to the 
Dolph-Chebyshev. A suitable waveform might be the cosine-squared on a pedestal, as in the 
Hamming function, for example. The effect of weighting the received-signal spectrum to lower 
the sidelobes also widens the main lobe and reduces the peak signal-to-noise ratio compared 
to the unweighted linear FM pulse compression. This loss is due to the filter not being 
matched to the received waveform; that is, the filter is said to be mismatched. Thus to reduce 
the sidelobes to a level of -30 to -40 dB results in a loss in peak signal-to-noise ratio of from 
one to two dB. For many applications the beam broadening and the loss in peak signal-to- 
noise ratio due to mismatch are usually tolerated in order to achieve the benefits of the lower 
sidelobes. 

Instead of weighting the received-signal spectrum to reduce the time sidelobes, i t  is 
possible, in principle, toachieve the same affect by amplitude-weighting either the envelope of 
transmitted FM signal or  the received signal. In the case of linear FM with large pulse- 
compression ratio, the amplitude weighting applied to the time waveform is of the same form 
as the weighting applied to the frequency spectrum, for the same output r e s p o ~ s e . ~ '  
Amplitude-modulating the transmitted signal is not usually practical in high-power radar 

Table 1 1.1 Properties of weighting functions 

Peak Mainlobe Sidelobe 
sidelobe Loss width decay 

Weighting function dB dB (relative) function 

Uniform - 13.2 0 1 .O I If 
0.33 + 0.66 cosZ (nflB) - 25.7 0.55 1.23 111 
cos2 (nf/B) -31.7 1.76 1.65 111' 
Taylor (ii = 8) -40 1.14 1.4 1 I l t  
Dolph-Chebyshev -40 . . . . .  1.35 I 
0.08 + 0.92 cos2 (7EflB) (Hamming) -42.8 1.34 1.50 I/[ 

R = bandwidth 
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small size, and highly reproducible in manufacture. The amplitude weighting to reduce
sidelobes can be integrated directly into the interdigital transducer design. In addition to the
linear FM, they can be designed to operate with nonlinear frequency modulations, phase-coded
pulses, and the burst pulse.

Time sidelobes and weighting. The uniform amplitude of the linear FM waveform results in a
compressed pulse shape of the form (sin nBt)/nBt after passage through the matched filter, or
dispersive delay line, where B is the spectral bandwidth. 24 There are time, or range, sidelobes
to either side of the peak response with the first, and largest, sidelobe - 13.2 dB down from the
peak. The large sidelobes are often objectionable since a large target might mask nearby, smaller
targets. Also, near-in sidelobes might at times be mistaken for separate targets. These side lobes
can be reduced by amplitude weighting of the received-signal spectrum, just as the spatial
sidelobes of an antenna radiation pattern can be reduced by amplitude weightiflj the illumina­
tion across the antenna aperture, as was described in Sec. 7.2. The same illuminalion funclions
used in antenna design to reduce spatial sidelobes can also be applied to the frequency domain
to reduce the time sidelobes in pulse compression. A comparison of several types of spectra I
weighting functions is shown in Table ILL 16,24.25 The Taylor weighting with iI = 8 means the
peaks of the first 7 sidelobes (i1 - 1) are designed to be equal, after which they fall ofT as lit.
The Dolph-Chebyshev weighting theoretically results in all sidelobes being equal. It is of
academic interest only, since it is unrealizable. The Taylor is a practical approximation to the
Dolph-Chebyshev. A suitable waveform might be the cosine-squared on a pedestal, as in the
Hamming function, for example. The effect of weighting the received-signal spectrum to lower
the sidelobes also widens the main lobe and reduces the peak signal-to-noise ratio compared
to the unweighted linear FM pulse compression. This loss is due to the filter not being
matched to the received waveform; that is, the filter is said to be mismatched. Thus to reduce
the sidelobes to a level of -30 to -40 dB results in a loss in peak signal-to-noise ratio offrom
one to two dB. For many applications the beam broadening and the loss in peak signal-to­
noise ratio due to mismatch are usually tolerated in order to achieve the benefits of the lower
sidelobes.

Instead of weighting the received-signal spectrum to reduce the time side lobes, it is
possible, in principle, to· achieve the same affect by amplitude-weighting either the envelope of
transmitted FM signal or the received signal. In the case of linear FM with large pulse­
compression ratio, the amplitude weighting applied to the time waveform is of the same form
as the weighting applied to the frequency spectrum, for the same output response. 24

Amplitude-modulating the transmitted signal is not usually practical in high-power radar

Table tl.t Properties of weighting functions

Peak Mainlobe Sidelobe
sidelobe Loss width decay

Weighting function dB dB (relative) function

Uniform -13.2 0 1.0 I It
0.33 + 0.66 cos! (nfIB) -25.7 0.55 1.23 I II
cos! (nIl B) -31.7 1.76 1.65 lit J

Taylor (n = 8) -40 1.14 1.41 I II
Dolph-Chebyshev -40 1.35 I
0.08 + 0.92 cos 2 (nflB) (Hamming) -42.8 1.34 1.50 lit

B = bandwidth



since most rnicrowave tubes should be operated saturated; i.e., either full-on or off. Generally, 
weighting of the received frequency spectrum has been preferred over either time-weighting 
alternative. 

I f  i t  were practical to amplitude-weight the transmitted waveform to reduce the time 
sidelobes, the receiver can be designed with the appropriate matched filter so that no theoreti- 
cal loss in signal-to-noise will result. This implies that the transrriitted signal energy is the sanie 
with or without weighting, as follows from the discussion in Sec. 10.2 of the output signal-to- 
noise ratio of a matclied filter. However, when the transmitter is peak-power limited, i t  is 
preferable to use a constant-amplitude transmitted signal and perform the weighting in the 
receiver, in spite of the mismatched filter with its reduction in signal-to-noise ratio.25 In one 

transmitting a linear-FM waveform with a gaussian envelope and a matched-filter 
receiver to give -40 dB sidelobes resulted in 2.2 dB greater penalty in detection capability 
than when a uniforni amplitude is transmitted with Hamming weighting on receive in a 
niismatched filter. 

I t  is possible to achieve low time-sidelobes with uniform-amplitude transmitted wave- 
forrris and no theoretical loss in signal-to-noise ratio by means of nonlinear FM, as dis- 
cussed later in this section. 

Ilappler-tolerant waveforrn. I f  an unknown doppler-frequency shift is experienced when a long 
pulse, a noise-rriodulated pulse, or a pulse trait1 is reflected from a niovirig target, a receiver 
tuned to the transmitted signal will not accept the echo signal if the doppler shift places the 
echo frequency outside the band of  the receiver rnatched filter. That is, the receiver may not be 
tuned to the correct frequency. To circumvent this potential loss of signal, a bank of contig- 
uous matched filters must be used to cover the range of expected doppler-frequency shifts. I t  
is possible, however, with a suitable transmitted waveform to employ a single matched filter 
that will accept doppler-shifted echoes with minimum degradation. 

I t  has been shown that the waveform which allows a single pulse-compression filter to be 
rnatched for all doppler-frequency sfiifts (all target velocities) isZcZ8 

The arriplitude A ( t )  of Eq. ( 1  1.55) represents modulation by a rectangular pulse of width T .  
The band occupied by the signal is B, and the carrier frequency is f o .  This expression for the 
doppler-talerant waveforrri is difficult to interpret as i t  stands, but if the natural-log factor is 
expanded in a series, Eq. ( 1  1.55) becomes 

I ~ B ~ Z  2 7 ~ ~ ~ t 3  
s(t) = A(!) cos 2rtfot -t + - -  + . . .  

T  3 fo  T 2  

When terrns greater tliari the first two can be neglected (which applies when 2rtBZt3 @ 3fo T 2 ) ,  
Eq.  ( 1 1.56) reduces to the classical linear FM waveform. Thus the linear FM, or chirp, pulse- 
con1pression waveform is a pract icol approximation to the theoretical doppler-toleran t 
wavefornl. I>ifTerentiating. with respect to time, the argument of Eq. (1 1.55) the frequency of 
ttie doppler-tolerant waveform is found to be 2nf T/(  f, T - Bt). Inverting to obtain the 
period, i t  can be seen that the doppler-tolerant waveform is one with, a linear period 
~~todtrlario~i. 

The short-pulse waveform also can tolerate unknown shifts in the doppler frequency 
when using a single matched filter. 
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since most microwave tubes should be operated saturated; i.e., either full-on or ofr. Generally,
weighting of the received frequency spectrum has been preferred over either time-weighting
alternative.

If it were practical to amplitude-weight the transmitted waveform to reduce the time
sidelohes, the receiver can be designed with the appropriate matched filter so that no theoreti­
cal loss in signal-to-noise will result. This implies that the transmitted signal ener.gy is the same
with or without weighting, as follows from the discussion in Sec. 10.2 of the output signal-to­
noise ratio of a matched filter. However, when the transmitter is peak-power limited, it is
preferable to use a constant-amplitude transmitted signal and perform the weighting in the
receiver, in spite of the mismatched filter with its reduction in signal-to-noise ratio. 25 In one
example,24 transmitting a linear-FM waveform with a gaussian envelope and a matched-filter
receiver to give - 40 dB sidelobes resulted in 2.2 dB greater penalty in detection capability
than when a uniform amplitude is transmitted with Hamming weighting on receive in a
mismatched filter.

It is possible to achieve low time-sidelobes with uniform-amplitude transmitted wave­
forms and no theoretical loss in signal-to-noise ratio by means of nonlinear FM, as dis­
cussed later in this section.

Doppler-tolerant waveform. Ir an unknown doppler-frequency shift is experienced when a long
pulse, a noise-modulated pulse, or a pulse train is reflected from a moving target, a receiver
tuned to the transmitted signal will not accept the echo signal if the doppler shift places the
echo frequency outside the band of the receiver matched filter. That is, the receiver may not be
tuned to the correct frequency. To circumvent this potential loss of signal, a bank of contig­
uous matched filters must he used to cover the range of expected doppler-frequency shifts. It
is possible, however, with a suitable transmitted waveform to employ a single matched filter
that will accept doppler-shifted echoes with minimum degradation.

It has been shown that the waveform which allows a single pulse-compression filter to be
matched for all doppler-frequency shifts (all target velocities) is 2

fr-28

[
2rr.f02 T ( Bt)]s(r) = A(t) cos '--B- In 1 -l~ T (11.55)

The amplitude A(t) of Eq. (11.55) represents modulation by a rectangular pulse of width T.
The band occupied by the signal is B, and the carrier frequency isfo. This expression for the
doppler-tQlerant waveform is difficult to interpret as it stands, but if the natural-log factor is
expanded in a series, Eq. (11.55) becomes

(11.56)

When terms greater than the first two can be neglected (which applies when 2rr.B 2t 3 <{ 3fo T 2
),

Eq. (11.56) reduces to the classical linear FM waveform. Thus the linear FM, or chirp, pulse­
compression waveform is a practical approximation to the theoretical doppler-tolerant
waveform. Differentiating, with respect to time, the argument of Eq. (11.55), the frequency of
the doppler-tolerant waveform is found to be 2rr.f'5 T/(fo T - Bt). Inverting to obtain the
period, it can be seen that the doppler-tolerant waveform is one with a linear period
modulation.

The short-pulse waveform also can tolerate unknown shifts in the doppler frequency
when using a single matched filter.



Phase-coded pulse compression. ' 6 - 2 9 . 3 0 s 3 8  I n this form of pulse compression, a long pulse of 
duration T is divided into N subpulses each of width r. The phase ofeach subpulse is chosen to 
be either 0 or  n radians. If the selection of the 0, n phase is made at random, the waveform 
approximates a noise-modulated signal with a thumbtack ambiguity function, as  in 
Fig. 1 1 . 1 3 ~ .  The output of the matched filter will be a spike of width r with an amplitude N 
times greater than that of the long pulse. The pulse-compression ratio is N = T/r = BT, where 
B = l l r  = bandwidth. The output waveform extends a distance T to either side of the peak 
response, or  central spike. The portions of the output waveform other than the spike are called 
t i n ~ r  sitlelobes. 

The binary choice of 0 or n phase for each subpulse may be made at random. However, 
some random selections may be better suited than others for radar application.66 One  criterion 
for the selection of a good "random" phase-coded waveform is that its autocorrelation func- 
tion should have equal time-sidelobes. (Recall from Sec. 10.2 that the output of the matched 
filter is the autocorrelation of the input signal for which i t  is matched, if noise)can be neg- 
lected.) The binary phase-coded sequence of 0, n values that result in equal sidelobes after 
passage through the matched filter is called a Barker code. An example is shown in Fig. 1 I. 1%. 
This is a Barker code of length 13. The (+  ) indicates 0 phase and ( -  ) indicates x radians phase. 
The autocorrelation function, or output of the matched filter, is shown in (h) .  There are six 
equal time-sidelobes to either side of the peak, each at a level - 22.3 d B  below the peak. In (c) 

Input to A Input for 
qenerate matched 
t r a n s m ~ l  f~ l le r  
waveform 

width r Y 
Figure 11.19 (a) Example of a phase-coded pulse with 13 equal subdivisions of either 0° (+)  or 180°(-) 
phase. This is known as a Barker code of length 13. (b) Autocorrelation function of (a), which is an 
approximation to  the output of the matched filter. (c) Block diagram of the filter for generating the 
transmitted waveform of (a) with the input on the left. The same tapped delay line can be used as the 
receiver matched filter by inserting the received echo at the opposite end (the right-hand side of the delay 
line in this illustration). 
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Phase-coded pulse compression.16.29.30.38 In this form of pulse compression, a long pulse of
duration T is divided into N subpulses each of width r. The phase of each subpulse is chosen to
be either 0 or 1tradians.1f -the selection of the 0, 1t phase is made atrandom, the waveform
approximates a noise-modulated signal with a thumbtack ambiguity function, as in
Fig. 11.13c. The output of the matched filter will be a spike of width r with an amplitude N
times greater than that of the long pulse. The pulse-compression ratio is N = Tlr = BT, where
B = I/r = bandwidth. The output waveform extends a distance T to either side of the peak
response, or central spike. The portions of the output waveform other than the spike are called
time sitlelobes.

The binary choice of 0 or 1t phase for each subpulse may be made at random. However,
some random selections may be better suited than others for radar application. 66 One criterion
for the selection of a good" random" phase-coded waveform is that its autocorrelation func­
tion should have equal time-sidelobes. (Recall from Sec. 10.2 that the output of the matched
filler is the autocorrelation of the input signal for which it is matched, if noisdcan be neg­
lected.) The binary phase-coded sequence of 0, 1t values that result in equal sidelobes after
passage through the matched filter is called a Barker code. An example is shown in Fig. 11.19a.
This is a Barker code of length 13. The ( +-) indicates 0 phase and (- ) indicates 1t radians phase.
The autocorrelation function, or output of the matched filter, is shown in (b). There are six
equal time-sidelobes to either side of the peak, each at a level -22.3 dB below the peak. In (c)

(a)

(b)

13 r
I

-r 0 r

1---- -. -.- -- T ----------1...------- T ------.-1

Input to 1L
generate
transmit
waveform

Input for
matched
ftlter

(c)

Filler matched
to pulse of

width r

Figure 11.19 (0) Example of a phase-coded pulse with 13 eq uat subdivisions of either DO( + ) or 180"( - )
phase. This is known as a Barker code of length 13. (b) Autocorrelation function of (0), which is an
approximation to the output of the matched filter. (c) Block diagram of the filter for generating the
transmitted waveform of (0) with the input on the left. The same tapped delay line can be used as the
receiver matched filter by inserting the received echo at the opposite end (the right-hand side of the delay
line in this illustration).
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Table 11.2 Barker codes 

('ode lerigtli C'ode elernerits Sidelobe level. d B  
- - 

t  - ,  t + - 6.0 
t t -  - 9.5 
1 t - 4 . 1  k t -  - 12.0 
I I I  I - 14.0 
I I I  t -  - 16.9 
I I I I t -  -- 20 8 
I I I I ~  t I - t - t  - 22.3 

. - -- --- -- - - -. 

is illtlst rated scherriatically a lapped delay line that generates this Barker-coded waveform 
when an inipulse is incident at the left-hand terniinal. The same tapped delay line can be used 
as tlie receiver tilatched filter i f  the input is applied at the right-hand terminal. 

The known Uarker codes are shown in Table 11.2. The longest is of length 13. This is a 
relatively low value for a practical pulse-compression waveform. When a larger pulse- 
conipression ratio is desired, solne form of pseudorandom code is usually used. A popular 
tecliriique is the generation of a linear recursive sequence using a shift register with feedback, 
as in Fig. 1 1.20. This device generates a binary pseudorandom code of zeros and ones of length 
2" - 1,  where 11 is the number of stages in the shift register. Feedback is provided by taking the 
output of the shift register and adding it, modulo two, to  the output from one of the previous 
stages of the shift register. In the example of Fig. 11.20, the output of the 6th and 7th stage are  
combined. In nlodulo-two addition, the output is zero when the inputs are alike [(0, 0 )  or (1, l)] 
and is one when the inputs are different. It is equivalent to  ordinary base-two addition with 
only the least significant bit carried forward. A modulo-two adder is also called an exclusive-or 
gate. A n  rr-stage shift register has a total of 2" different possible states. However, it cannot have 
the state in which all the stages contain zeros since the shift register would remain in this state 
and produce all zeros thereafter. Thus an n-stage shift register can generate a binary sequence 
of length no greater than 2" - 1 before repeating. The actual sequence obtained depends on 
both the feedback connections and the initial loading of the register. When the output se- 
qucrlce of at1 t~-stage shift register is of period 2" - 1, it is called a maxintal lertgtll seqtcence, or  
??I-seqiter~ce. These have also been called linear recursive sequences (LRS), pseudonoise (PN)  
sequences, and binary-shift-register sequences. Although the sequence is a series of zeros o r  
ones, for application to  the phase-coded pulse-compression radar the zeros can be considered 
as corresponding to zero phase and the ones to  n radians phase. 

Since an m-sequence takes on all possible states except the zero state, the initial state of 
the shift register does not affect the content of the sequence, but will define the starting point of 
the sequence. A different sequence is obtained with different feedback connections. (The 
number of stages connected modulo two must be even since a n  odd number of modulo-two 
additions taken from the all-ones state will produce a one for the next term and the continued 
generation of the all-ones state. This generates a sequence of length 2" - 2 and is not an  
m-sequence.57) Table 11.3 lists the number of possible m-sequences obtainable from an  
11-st age shift register. 

I 

1 2 3 4 5 6 7  Figure 11.20 Seven-bit shift-register for generating a pseudo- 
outplf random linear recursive sequence of length 127. 
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Table 11.2 Barker codes

Code length

2
.\

4
<;

7
II
1.1

Code clements

+ -. + +
++-
1-1- - +.4++-
1 I I

I !
I I . 1--

I! I! . I- I· - + - t·

Side lobe level, dB

-6.0
-9.5

-12.0
-14.0
-16.9
.- 20.R
-22,3

is illustraled schematically a lapped delay line that generates this Barker-coded waveform
when an impulse is incident at the left-hand terminal. The same tapped delay line can be used
as the receiver matched filter if the input is applied at the right-hand terminal.

The known Harker codes are shown in Table 11.2. The longest is of length 13. This is a
relatively low value for a practical pulse-compression waveform. When a larger pulse­
compression ratio is desired. some form of pseudorandom code is usually used. A popular
technique is the generation of a linear recursive sequence using a shift register with feedback.
as in Fig. 11.20. This device generates a binary pseudorandom code of zeros and ones of length
2" - I, where II is the number of stages in the shift register. Feedback is provided by taking the
output of the shift register and adding it. modulo two. to the output from one of the previous
stages of the shift register. In the example of Fig. 11.20, the output of the 6th and 7th stage are
combined. In modulo-two addition, the output is zero when the inputs are alike [(0,0) or (I, 1)]
and is one when the inputs are different. It is equivalent to ordinary base-two addition with
only the least significant bit carried forward. A modulo-two adder is also called an exclusive-or
gate. An II-stage shift register has a total of 2" different possible states. However, it cannot have
the state in which all the stages contain zeros since the shift register would remain in this state
and produce all zeros thereafter. Thus an n-stage shift register can generate a binary sequence
of length no greater than 2" - 1 before repeating. The actual sequence obtained depends on
both the feedback connections and the initial loading of the register. When the output se­
qucnce of an II-stagc shift register is of period 2" - 1, it is called a maximallengtlJ sequence, or
m-sequellce. These have also been called linear recursive sequences (LRS), pseudonoise (PN)
sequences. and binary-shift-register sequences. Although the sequence is a series of zeros or
ones. for application to the phase-coded pulse-compression radar the zeros can be considered
as corresponding to zero phase and the ones to 1t radians phase.

Since an m-sequence takes on all possible states except the zero state, the initial state of
the shift register does not affect the content of the sequence, but will define the starting point of
the sequence. A different sequence is obtained with different feedback connections. (The
number of stages connected modulo two must be even since an odd number of modulo-two
additions taken from the all-ones state will produce a one for the next term and the continued
generation of the all-ones state. This generates a sequence of length 2" - 2 and is not an
m-sequence. 57) Table 11.3 lists the nur:nber of possible m-sequences obtainable from an
II-stage shift register.

Figure 11.20 Seven-bit shift-register for generating a pseudo-
Output random linear recursive sequence of length 127.
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Table 11.3 Number of rn-sequences obtainable from an 11-stage 
shift register' 

Example 
Length of Number of feedback 

Number of maximal sequence maximal stage 
stages, n 2" - 1 sequences connect ions 

For large 2" - 1 = N, the peak sidelobe is approximately l/N that of the maximum 
response, measured in power. The actual values vary with the particular sequence. For exam- 
ple, with N = 127, the peak sidelobe is between - 18 and - 19.8 dB, instead of the -21 dB  
predicted on the basis of the code length. For N = 255, the peak sidelobe varies from 
- 21.3 dB to - 22.6 dB, instead of the - 24 dB predi~ted.~' 

The binary codes generated in this manner fit many of the tests for randomness. (Ran- 
domness, however, is not necessarily a desirable property of a code used for pulse compres- 
sion.) The number of ones in each sequence differs from the number of zeros by at most one 
(the balance property). Among the runs of ones and zeros in each sequence, one-half of the 
runs of each kind are of length one, one-fourth are of length two, one-eighth are of length three, 
and so on (the run property). If the sequence is compared term by term with any cyclic shift of 
itself, the number of agreements differs from the number of disagreements by at most one (the 
correlation property). These sequences are called linear since they obey the superposition 
theorem. 

The peak sidelobe levels of the linear recursive sequences and of Barker codes greater 
than length 5 are lower than the - 13.2 dB of the linear FM waveform. However, the sidelobes ,,I 
of the Barker codes can be further lowered by employing a mismatched filter and accepting a 
slight loss in the peak signal-to-noise ratio.31 

Comparison of linear FM and phase-coded puke compression. Both of these waveforms have 
their areas of application; but in the past, the linear FM, or chirp, pulse compression has 
probably been more widely used. The time sidelobes of the phase-coded pulse are of the order 
of l/BT. The peak sidelobe of the chirp waveform is generally higher, but at a slight sacrifice in 
signal-to-noise ratio it  can be made low by means of weighting networks. The chirp waveforrn 
is doppler-tolerant in that a single pulse-compression filter can be used, but it  cannot provide 
an independent range and doppler measurement. With moving targets, the phase-coded pulse 
might require a bank of contiguous matched filters covering the expected range of doppler 
frequencies. The sidelobes in the time-frequency plane of the ambiguity diagram are usually 
larger than desired for good doppler resolution without ambiguity. Although the ambiguity 
diagram of the phase-coded pulse has a narrow spike, the wide plateau means that there can be 
a large undesirable response from distributed clutter that extends in both the range and the 
doppler domain, and the resolution performance will be poor in a dense-target environment or 
when a small target is to be seen in the presence of much stronger echoes. 
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Table 1.1.3 Number of m-sequences obtainable from an ,,-stage
shift register 1 6

Example
Length of Number of feedback

Number of maximal sequence maximal stage
stages, n 2ft

- 1 sequences connections

3 7 2 3,2
4 15 2 4,3
5 31 6 5,3
6 63 6 6,5
7 127 18 7,6
8 255 16 8,6,5,4
9 511 '48 ,9,5

10 1023 60 10,7 J

11 2047 176 11,9

For large 2" - 1 = N, the peak sidelobe is approximately 1/N that of the maximum
response, measured in power. The actual values vary with the particular sequence. For exam­
ple, with N = 127, the peak sidelobe is between -18 and -19.8 dB, instead of the -21 dB
predicted on the basis of the code length. For N = 255, the peak sidelobe varies from
- 21.3 dB to - 22.6 dB, instead of the - 24 dB predicted. 29

The binary codes generated in this manner fit many of the tests for randomness. (Ran­
domness, however, is not necessari.ly a desirable property of a code used for pulse compres­
sion.) The number of ones in each sequence dilTers from the number of zeros by at most one
(the balance property). Among the runs of ones and zeros in each sequence, one-half of the
runs ofeach kind are oflength one, one-fourth are of length two, one-eighth are of length three,
and so on (the run property). If the sequence is compared term by term with any cyclic shift of
itself, the number of agreements dilTers from the number of disagreements by at most one (the
correlation property). These sequences are called linear since they obey the superposition
theorem.

The peak sidelobe levels of the linear recursive sequences and of Barker codes greater
than length 5 are lower than the -13.2 dB of the linear FM waveform. However, the sidelobes
of the Barker codes can be further lowered by employing a mismatched filter and accepting a
slight loss in the peak signal-to-noise ratio. 31

Comparison of linear FM and phase-coded pu~e compression. Both of these waveforms have
their areas of application; but in the past, the linear FM, or chirp, pulse compression has
probably been more widely used. The time sidelobes of the phase-coded pulse are of the order
of 1/BT. The peak sidelobe of the chirp waveform is generally higher, but at a slight sacrifice in
signal-to-noise ratio it can be made low by means of weighting networks. The chirp waveform
is doppler-tolerant in that a single pulse-compression filter can be used, but it cannot provide
an independent range and doppler measurement. With moving targets, the phase-coded pulse
might require a bank of contiguous matched filters covering the expected range of doppler
frequencies. The sidelobes in the time-frequency plane of the ambiguity diagram are usually
larger than desired for good doppler resolution without ambiguity. Although the ambiguity
diagram of the phase-coded pulse has a narrow spike, the wide plateau means that there can be
a large undesirable response from distributed clutter that extends in both the range and the
doppler domain, and the resolution performance will be poor in a dense-target environment or
when a small target is to be seen in the presence of much stronger echoes.



A different phase-coded sequence can be assigned to each radar so that a number of 
radars can share the same spectrum. In a military radar, the coding can be changed to help 
counter repeater jammers that attempt to simulate the waveform. The chirp waveform is more 
vulnerable to repeater jamming than is the phase-coded pulse. The chirp waveform is n~ore 
likely to be used when a wide bandwidth, or very narrow compressed pulse, is required. The 
phase-coded pulse is rnore likely to be used when jamming or EMC is a problem, or when 
long-duration waveforms are desired. Generally, the implementation of the chirp pulse- 
compression has been less conlplex than that of the phase-coded pulse. 

Although definite differences exist between these two basic waveforms, it would be 
difficult to provide precise guidelines describing where one is preferred to the other. Each 
ap,)licatior~ riiust be exatninccf individually to determine the best form of pulse compression to 
use. 

Other pulse-compression waveforms. Other pulse-compression methods include nonlinear 
FM, discrete freque~icy-shift, polyphase codes, compound Barker codes, code sequencing, 
conlplernentary codes, pulse burst, and stretch. Each will be discussed briefly. 

The rtonlinear-FM waveform with constant-amplitude time envelope provides a com- 
pressed waveform with low time-sidelobes at the output of the receiver matched-filter without 
the 1- to 2-dB penalty obtained with the linear-FM waveform and mismatched filter. '6*24.32 

The nonlinear variation of frequency with time has the same effect as amplitude-weighting the 
transmitted-signal spectrum, while maintaining the rectangular pulse-shape desired for 
efficient transmitter operation. If the nonlinear FM is symmetrical in time, the ambiguity 
diagram has a single peak rather than a ridge. (A symmetrical waveform means the frequency 
increases, or decreases, during the first half of the pulse and decreases, or increases, during the 
second half.) The nonlinear FM is thus more sensitive to doppler-frequency shifts and is not 
doppler-tolerant. The surface-acoustic-wave delay line is one method for generating the non- 
linear FM waveform and for acting as the matched filter. 

The discretejieqttency-sh@, or tinte$requency coded, waveform is generated by dividing a 
long pulse into a series of contiguous subpulses and shifting the carrier frequency from 
subpulse to ~ u b p u l s e . ' ~ . ~ ~  The frequency steps are separated by the reciprocal of the subpuise 
width. A linear stepping of the frequency gives an ambiguity diagram more like the ridge of the 
linear FM. When the frequencies are selected at random, the result is a thumbtack ambiguity 
diagram. The number of subpulses N required to achieve a thumbtack ambiguity diagram 
with randdln frequency stepping is far less than with the phase-coded pulse. To achieve a total 
bandwidth B, each subpulse need only have a bandwidth BIN. The width of each subpulse is 
thus NIB. A given pulse-compression ratio BT can be obtained with N = T/(N/B) subpulses, 
or N = TT, instead of the BT subpulses required for the phase-coded pulse. Pulse- 
compression ratios as high as 10' and bandwidths of several hundred megahertz have been 
obtained. 33 With the proper frequency-shift sequence, the sideloba level on a power basis is 
l/N2 down from the main response.j4 However on the doppler axis of the ambiguity function 
the resulting sidelobes are 1/N rather than 1/N2, which is the result of only N = TT 
su bpulses. 

According to Nathan~on, '~  the discrete frequency-shift waveforms are preferable instead 
of linear FM when the pulse-compression ratio and the signal bandwidth are large. The 
resulting thumbtack ambiguity diagram means there will be no rangedoppler coupling to 
cause erroneous measurements. The order in which the discrete frequencies are transmitted 
can be varied so that each radar can have its own code, and interference between radars will be 
reduced. The components in each channel need only have a bandwidth 1/N times the total 
processing bandwidth. Still another advantage of such systems is that a strong CW interfer- 
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A different phase-coded sequence can be assigned to each radar so that a number of
radars can share the same spectrum. In a military radar, the coding can be changed to help
counter repeater jammers that attempt to simulate the waveform. The chirp waveform i's more
vulnerable to repeater jamming than is the phase-coded pulse. The chirp waveform is more
likely to be used when a wide bandwidth, or very narrow compressed pulse, is required. The
phase-coded pulse is more likely to be used when jamming or EMC is a problem, or when
long-duration waveforms are desired. Generally, the implementation of the chirp pulse­
compression has been less complex than that of the phase-coded pulse.

Although definite differences exist between these two basic waveforms, it would be
difficult to provide precise guidelines describing where one is preferred to the other. Each
apillicat ion must he examined individ ually to determine the best form of pulse compression to
use.

Other pulse-compression waveforms. Other pulse-compression methods include nonlinear
PM, discrete frequency-shift, polyphase codes, compound Barker codes, code sequencing,
complementary codes, pulse burst, and stretch. Each will be discussed briefly.

The rlOnlinear-FM waveform with constant-amplitude time envelope provides a com­
pressed waveform with low time-sidelobes at the output of the receiver matched-filter without
the 1- to 2-d8 penalty obtained with the.linear-FM waveform and mismatched filter. 16.24.32
The non linear variation of frequency with time has the same effect as amplitude-weighting the
transmitted-signal spectrum, while maintaining the rectangular pulse-shape desired for
efficient transmitter operation. If the nonlinear FM is symmetrical in time, the ambiguity
diagram has a single peak rather than a ridge. (A symmetrical waveform means the frequency
increases, or decreases, during the first half of the pulse and decreases, or increases, during the
second half.) The nonlinear FM is thus more sensitive to doppler-frequency shifts and is not
doppler-tolerant. The surface-acoustic-wave delay line is one method for generating the non­
linear FM waveform and for acting as the matched filter.

The discrete frequency-shift, or timefrequency coded, waveform is generated by dividing a
long pulse into a series of contiguous subpulses and shifting the carrier frequency from
subpulse to subpulse. 16.33 The frequency steps are separated by the reciprocal of the subpulse
width. A linear stepping of the frequency gives an ambiguity diagram more like the ridge of the
linear FM. When the frequencies are selected at random, the result is a thumbtack ambiguity
diagram. The number of subpulses N required to achieve a thumbtack ambiguity diagram
with randoln frequency stepping is far less than with the phase-coded pulse. To achieve a total
bandwidth B, each subpulse need only have a bandwidth BIN. The width of each subpulse is
thus N/B. A given pulse-compression ratio BT can be obtained with N = T/{N/B) subpulses,
or N =.jBT, instead of the BT subpulses required for the phase-coded pulse. Pulse­
compression ratios as high as 105 and bandwidths of several hundred megahertz have been
obtained. 33 With the proper frequency-shift sequence, the sidelohe level on a power basis is
I/N 2 down from the main response. 3

'" However on the doppler axis ofthe ambiguity function
the resulting sidelobes are 1/N rather than 1/N 2

, which is the result of only N = .jBT
subpulses.

According to Nathanson,33 the discrete frequency-shift waveforms are preferable instead
of linear FM when the pulse-compression ratio and the signal bandwidth are large. The
resulting thumbtack ambiguity diagram means there will be no range-doppler coupling to
cause erroneous measurements. The order in which the discrete frequencies are transmitted
can be varied so that each radar can have its own code, and interference between radars will be
reduced. The components in each channel need only have a bandwidth liN times the total
processing bandwidth. Still another advantage of such systems is that a strong CW interfer-



432 INTRODUCTION TO RADAR SYSTEMS 

ence signal will only suppress the target signal in one of the N channels. However, in a linear 
FM system a strong CW signal anywhere in the total signal bandwidth can capture a limiting 
receiver and cause suppression of the target echo. 

Instead of the 0, n binary phase shift, smaller increments of phase can be applied in the 
phase-coded pulse compression waveform. These are called polyphase  code^.'^.^' The time 
sidelobes of a polyphase code can be lower than those of the binary phase-coded waveform of 
similar However, the performance of polyphase codes deteriorates rapidly in the 
presence of a doppler-frequency shift and therefore they have been limited to situations where 
the doppler is negligible. 

Other binary coding met hods that have been considered for pulse compression include :' 
( I )  compound Barker codes for obtaining longer codes from the Barker series by coding seg- 
ments of one Barker code with another Barker code (a length 13 Barker code compounded 
within another length 13 code gives a pulse-compression ratio of 169 and a peaJ sidelobe of 
- 22.3 dB); (2) code sequencing 018 successive P R F  periods, in which a different code is used for 
each transmission to produce random sidelobes which when N pulses are added to produce a 
f i  improvement in mainlobe-to-sidelobe amplitude ratio, where N is the number of se- 
quences employed; and (3) complementary codes in which a pair of equal-length codes have the 
property that the time sidelobes of one code are the negative of the other so that if two codes of 
a complementary pair are alternated on successive transmissions, the algebraic sum of the two 
autocorrelation functions is zero except for the cental peak.36-37 

A pulse burst is a waveform in which a series of pulses are transmitted as a group before 
any of the echo signals are received. It is used to obtain simultaneous range and doppler- 
velocity resolution when the minimum range is relatively long; as for radars whose targets are 
extraterrestrial, such as satellites and ballistic missiles. Pulse compression might be applied to 
each of the individual pulses of the burst for better range resolution, and amplitude weighting 
of the pulse burst might be used to lower the doppler sidelobe level to improve the detection of 
small doppler-shifted target echoes close in frequency to large clutter echoes. 

Stretch is a technique related to pulse compression that permits an exchange of signal- 
time duration for signal b a n d ~ i d t h . ~ ~ . ~ ~  Its advantage is that high range-resolution can be 
obtained with wideband transmitted signals, but without the usual wideband processing circ- 
uitry. However, only a portion of the range interval can be observed in this manner. If a signal 
occupies a time T and a bandwidth B, a change in time a T  allows a change in bandwidth BIu. 
Thus if a signal is stretched in time, say by a factor. a = 10, the bandwidth can be reduced by a 
factor of 10, and the signal can be processed with more practical narrow band circuitry. 
However, only h t h  the total range interval can be processed. This disadvantage may be 
I~othersome in a surveillance radar, but it might be well suited to a tracking radar or to a 
high-range-resolution radar used for target classification. The technique uses elements similar 
to those of the linear-FM pulse-compression radar. A linear-FM waveform (chirp) of narrow 
bandwidth B l  is mixed with a wideband chirp of bandwidth B 2 .  The radiated signal is a chirp 
of bandwidth B l  + B 2 .  On receive, the signal is mixed with the same wideband chirp B2 to 
give a chirp of narrow bandwidth Bt  which is then processed as a normal pulse-compression 
signal. The mixing operation results in a time expansion of a = ( B 1  + B 2 ) / B l  ; but the range- 
resolution possible is that of a signal of bandwidth B 1  + B 2 ,  using processing circuitry of 
bandwidth B1.  

Compatibility with other processing. Pulse-compression systems are sometimes used in con- 
junction with MTI radar.39 The increased range resolution afforded by pulse compression 
provides an increased target-to-clutter echo, as does the MTI processing. If there exists, 
however, inherent instabilities in the radar system there can result noiselike time-sidelobes 
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enoe signal will only suppress the target signal in one of the N channels. However, in a linear
FM system a strong CWsignaLanywhere in the total signal bandwidth can capture a limiting
receiver and cause suppression of the target echo.

Instead of the 0, 1t binary phase shift, smaller increments of phase can be applied in the
phase-coded pulse compression waveform. These are called polyphase codes. 16

.
24 The time

sidelobes of a polyphase code can be lower than those of the binary phase-coded waveform of
similar length.63 .64 However, the performance of polyphase codes deteriorates rapidly in the
presence of a doppler-frequency shift and therefore they have been limited to situations where
the doppler is negligible.

Other binary coding methods that have been considered for pulse compression include: 3
5

(1) compound Barker codes for obtaining longer codes from the Barker series by coding seg­
ments of one Barker code with another Barker code (a length 13 Barker code compounded
within another length 13 code gives a pulse-compression ratio of 169 and a pe¥ sidelobe of
-22.3 dB); (2) code sequencing 011 successive PRF periods, in which a ditTerent code is used for
each transmission to produce random sidelobes which when N pulses are added to produce a
J"N improvement in mainlobe-to-sidelobe amplitude ratio, where N is the number of se­
quences employed; and (3) complementary codes in which a pair of equal-length codes have the
property that the time sidelobes of one code are the negative of the other so that if two codes of
a complementary pair are alternated on successive transmissions, the algebraic sum of the two
autocorrelation functions is zero except for the cental peak~36.37

A pulse burst is a waveform in which a series of pulses are transmitted as a group before
any of the echo signals are received. It is used to obtain simultaneous range and doppler­
velocity resolution when the minimum range is relatively lon~; as for radars whose targets are
extraterrestrial, such as satellites and ballistic missiles. Pulse compression might be applied to
each of the individual pulses of the burst for better range resolution, and amplitude weighting
of the pulse burst might be used to lower the doppler sidelobe level to improve the detection of
small doppler-shifted target echoes close in frequency to large clutter echoes.

Stretch is a technique related to pulse compression that permits an exchange of signal­
time duration for signal bandwidth.58

•
59 Its advantage is that high range-resolution can be

obtained with wideband transmitted signals, but without the usual wideband processing circ­
uitry. However, only a portion of the range interval can be observed in this manner. If a signal
occupies a time T and a bandwidth B, a change in time aT allows a change in bandwidth B/a.
Thus if a signal is stretched in time, say by a factor. a = 10, the bandwidth can be reduced by a
factor of 10, and the signal can be processed with more practical narrow band circuitry.
However, only -roth the total range interval can be processed. This disadvantage may be
bothersome in a surveillance radar, but it might be well suited to a tracking radar or to a
high-range-resolution radar used for target classification. The technique uses elements similar
to those of the linear-FM pulse-compression radar. A linear-FM waveform (chirp) of narrow
bandwidth B 1 is mixed with a wideband chirp of bandwidth B2 • The radiated signal is a chirp
of bandwidth B 1 + B2 • On receive, the signal is mixed with the same wideband chirp Bz to
give a chirp of narrow bandwidth B1 which is then processed as a normal pulse-compression
signal. The mixing operation results in a time expansion of a = (B 1 + Bz)/B1; but the range­
resolution possible is that of a signal of bandwidth B 1 + B 2 , using processing circuitry of
bandwidth B 1•

Compatibility with other processing. Pulse-compression systems are sometimes used in con­
junction with MTI radar.39 The increased range resolution afforded by pulse compression
provides an increased target-to-clutter echo, as does the MTI processing. H there exists,
however, inherent instabilities in the radar system there can result noiselike time-sidelobes
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accomparlying the pulse-compression wavefor-m. Such system instabilities might be caused by 
noise on local oscillators, noise on transmitter power supplies, transmitter time jitter, and 
transmitter tube noise. These noise sidelobes will not cancel in the MTI system and, if 
suficiently large, they can result in uncancelled residue that will appear on the radar display. 
Thus when the system instabilities are high, the detection of targets in clutter can be seriously 
degraded. One approach for operating under such conditions is to use two limiters.39 One 
limiter is placed before the pulse-compression filter and has an output dynamic range equal to 
the difference between the peak transmitter power and transmitter noise in the system band- 
width. The other limiter is between the pulse-compression filter and the MTI and has a 
dynamic range equal to the expected MTI improvement factor. 

The technology of pulse compression has been applied to radar with conventional, unmod- 
ulated pulses to achieve CFAR (constant false alarm rate) performance better than that of the 
log-FTC. In one example,40 a dispersive delay line with a linear time-delay vs. frequency 
characteristic is followed by a hard limiter and by a second dispersive delay line with a 
characteristic inverse to the first. (If the limiter were omitted, the circuit would operate simply 
as a linear riondispersive time delay.) I t  has been claimed that there was no discernible loss in 
detectability with this CFAR, but that the detectability loss for log-FTC is about 3 dB. 

A variation of this technique has been applied to chirp pulse-compression radar to 
achieve CFAR in conjunction with pulse compression. Two dispersive delay lines are used 
with a hard limiter between them to provide CFAR. Both lines are of similar characteristics, 
arld the total pulse-compression ratio is divided between the two. In one design,41 the first 
delay line cornpressed a 5 11s pulse to 1.6 ps, and the second delay line following the limiter 
compressed the 1.6 11s pulse to 0.05 jts, for a total pulse-compression ratio of 100. 

When a limiter is used preceding the pulse-compression filter in conventional pulse- 
cornpression radar for suppressing impulsive and other interference, the presence of multiple 
targets can cause degraded performance. I f  the uncompressed pulse has an amplitude less than 
the rrns noise level, there is little degradation. This situation will apply in many cases when the 
pulse-compression ratio is large. However, if two signals are present simultaneously, and if one 
is much larger than the rms noise level at the limiter output, the weaker signal will be 
suppressed by the stronger over the time interval that they overlap. The result is that the 
probability of detecting the weaker signal is degraded.42 The hard limiting of superimposed 
echoes in pulse-compression radar may also cause the generation of false targets in addition to 
small-signal s u p p r e s ~ i o n . ~ ~  

Pulse pmpression has also been used in conjunction with frequency-scan radar to 
achieve improved range r e s ~ l u t i o n . ~ ~  This was discussed briefly in Sec. 8.4. The frequency-scan 
radar uses a linear-array antenna to scan a beam in one angular coordinate by changing the 
frequency. The use of the frequency domain for electronic beam scanning normally pre- 
cludes the use of the frequency domain for range res6lution. That is, pulse compression and 
frequency scan are often not compatible. However, if the entire angular region is swept within 
a single pulse by a frequency-scan antenna, the response from a point target will be frequency- 
modulated due to the finite beamwidth. A dispersive time delay filter can cause the received 
echo to be compressed so as to achieve better range resolution. The amount of range- 
resolution possible is limited by the finite time-delay of the signal propagating through the 
frequency-scan feed network. A bank of dispersive filters are needed to cover the angular 
sector, as described in Sec. 8.4. Each filter would be designed to accommodate the spread of 
frequencies expected from a particular elevation angle. 

Limitations of puke compression. Pulse compression is not without its disadvantages. It re- 
quires a transmitter that can be readily modulated and a receiver with a matched filter more 
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accompanying the pulse-compressionwavefoFffi; Suchsystem.instabilitiesmight be caused by
noise on local oscillators, noise on transmitter power supplies, transmitter time jitter, and
transmitter tube noise. These noise sidelobes will not cancel in the MTI system and, if
sufficiently large, they can result in uncancelled residue that will appear on the radar display.
Thus when the system instabilities are high, the detection of targets in clutter can be seriously
degraded. One approach for operating under such conditions is to use two limiters. 39 One
limiter is placed before the pulse-compression filter and has an output dynamic range equal to
the difference between the peak transmitter power and transmitter noise in the system band­
width. The other limiter is between the pulse-compression filter and the MTI and has a
dynamic range equal to the expected MTI improvement factor.

The technology of pulse compression has been applied to radar with conventional, unmod­
ulated pulses to achieve CFAR (constant false alarm rate) performance better than that of the
log-FTC. In one example,40 a dispersive delay line with a linear time-delay vs. frequency
characteristic is followed by a hard limiter and by a second dispersive delay line with a
characteristic inverse to the first. (If the limiter were omitted, the circuit would operate simply
as a linear nondispersive time delay.) It has been claimed that there was no discernible loss in
detectability with this CFAR, but that the detectability loss for log-FTC is about 3 dB.

A variation of this technique has been applied to chirp pulse-compression radar to
achieve CFAR in conjunction with pulse compression. Two dispersive delay lines are used
with a hard limiter between them to provide CFAR. Both lines are of similar characteristics,
and the total pulse-compression ratio is divided between the two. In one design,41 the first
delay line compressed a 5 JLS pu Ise to 1.6 /lS, and the second delay line following the limiter
compressed the 1.6 JiS pulse to 0.05 JLS, for a total pulse-compression ratio of 100.

When a limiter is used preceding the pulse-compression filter in conventional pulse­
compression radar for suppressing impulsive and other interference, the presence of multiple
targets can cause degraded performance. If the uncompressed pulse has an amplitude less than
the rms noise level, there is little degradation. This situation will apply in many cases when the
pUlse-compression ratio is large. However, if two signals are present simultaneously, and if one
is much larger than the rms noise level at the limiter output, the weaker signal will be
suppressed by the stronger over the time interval that they overlap. The result is that the
probability of detecting the weaker signal is degraded.42 The hard limiting of superimposed
echoes in pulse-compression radar may also cause the generation of false targets in addition to
small-signal suppression.43

Pulse ~mpression has also been used in conjunction with frequency-scan radar to
achieve improved range resolution.44 This was discussed briefly in Sec. 8.4. The frequency-scan
radar uses a linear-array antenna to scan a beam in one angular coordinate by changing the
frequency. The use of the frequency domain for electronic beam scanning normally pre­
cludes the use of the frequency domain for range resolution. That is, pulse compression and
frequency scan are often not compatible. However, if the entire angular region is swept within
a single pu Ise by a frequency-scan antenna, the response from a point target will be frequency­
modulated due to the finite beamwidth. A dispersive time delay filter can cause the received
echo to be compressed so as to achieve better range resolution. The amount of range­
resolution possible is limited by the finite time-delay of the signal propagating through the
frequency-scan feed network. A bank of dispersive filters are needed to cover the angular
sector, as described in Sec. 8.4. Each filter would be designed to accommodate the spread of
frequencies expected from a particular elevation angle.

Limitations of pulse compression. Pulse compression is not without its disadvantages. It re­
quires a transmitter that can be readily modulated and a receiver with a matched filter more
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sophisticated than that of a conventional pulse radar. Although i t  may be more complex than 
a conventional long-pulse radar, the equipment for a high-power pulse compression radar is 
more practical than would be required of a short-pulse radar with the same pulse energy. The 
time sidelobes accompanying the compressed pulse are objectionable since they can mask 
desired targets or create false targets. When limiting is employed, there can be small-target 
suppression and possibly spurious false-targets as well. The long uncornpressed pulse can 
restrict the minimum range and the ability to detect close-in targets. A conventional short 
pulse at a different frequency might have to be generated at the end of the'long pulse to provide 
coverage of the close-in range that is blanked by the long pulse. Since it only has to cover the 
range blanked by the long pulse, it need not be of large power. A separate receiver, or matched 
filter, might be needed for this short-range pulse. A pulse-compression waveform does not 
have the immunity to repeater jammers or range-gate stealers inherent in the short-pulse 
radar. By repeating a chirp signal with an offset frequency, the repeater can +pear at the 
output of the pulse-compression filter ahead of the target skin-echo, thus making it harder to 
separate the true signal from the repeater signal. The frequency offset can compensate for the 
finite timedelay required for a repeater to respond. With a long coded-pulse signal, the 
repeater can also put energy into the radar ahead of the compressed pulse, or coincident with 
it, if sufficient power is used to overcome the mismatch of the repeater signal to the pulse- 
compression filter. 

In spite of its limitations, pulse compression has been an important part of radar systems 
technology. 

Spread spectrum. Spread spectrum communication systems68 employ waveforms similar to 
those of pulse compression radar. The purpose of such waveforms in communications is to 
allow multiple simultaneous use of the same frequency spectrum. This is achieved by coding 
each signal differently from the others. In military applications, spread spectrum communi- 
cations also has the capability of rejecting interference as well as reduce the probability of 
intercept by a hostile elint receiver, Sometimes pulse compression radars have been called 
spread spectrum radars. This terminology is misleading since pulse compression is used in 
radar for different reasons than spread spectrum is used in communications. 

1 

11.6 CLASSIFICATION OF TARGETS WITH RADAR 

In most radar applications, the only properties of the target that are measured are its location 
in range and angle. Such radars are sometimes called blob detectors since they recognize 
targets only as "blobs" located somewhere in space. It is possible, however, to extract more 
information about the target. Radar may be able to recognize one type of target from another; 
that is, to determine that the target is a 747 aircraft and not a DC-10, or that a particular ship 
is a tanker and not a freighter. This capability is known as target classiJication. When the target 
is a spacecraft or satellite, the process is sometimes called SOI, or Space Object IdentHcation. 
In this section, several possible radar techniques that might be used for target classification 
will be enumerated briefly. Generally, target classification by radar involves examining the 
detailed structure of the echo signal..It usually requires a larger signal-to-noise ratio than 
normally needed for detection.; Thus the range at which target classification can be made is 
often less than the range at which the target can be first detected. 

High-range-resolution. A short-pulse, radar or a pulse-compression radar can provide 
sufficient range-resolution to obtain a profile of the target shape, as determined by the target's 
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sophisticated than that of a conventional pulse radar. Although it may be more complex than
a conventional long-pulse radar, the equipment fora high-power pulse compression radar is
more practical than would be required of a short-pulse radar with the same pulse energy. The
time sidelobes accompanying the compressed pulse are objectionable since they can mask
desired targets or create false targets. When limiting is employed, there can be small-target
suppression and possibly spurious false-targets as well. The long uncompr-essed pulse can
restrict the minimum range and the ability to detect close-in targets. A conventional short
pulse at a different frequency might have to be generated at the end ofthe'long pulse to provide
coverage of the close-in range that is blanked by the long pulse. Since it only has to cover the
range blanked by the long pulse, it need not be of large power. A separate ~eceiver, or matched
filter, might be needed for this short-range pulse. A pulse-compression waveform does not
have the immunity to repeater jammers or range-gate stealers inherent in the short-pulse
radar. By repeating a chirp signal with an offset frequency, the repeater can appear at the
output of the pulse-compression filter ahead of the target skin-echo, thus making it harder to
separate the true signal from the repeater signal. The frequency offset can compensate for the
finite time-delay required for a repeater to respond. With a long coded-pulse signal, the
repeater can also put energy into the radar ahead of the compressed pulse, or coincident with
it, if sufficient power is used to overcome the mismatch of the repeater signal to the pulse­
compression filter.

In spite of its limitations, pulse compression has been an important part of radar systems
technology.

Spread spectrum. Spread spectrum communication systems68 employ waveforms similar to
those of pulse compression radar. The purpose of such waveforms in communications is to
allow multiple simultaneous use of the same frequency spectrum. This is achieved by coding
each signal differently from the others. In military applications, spread spectrum communi­
cations also has the capability of rejecting interference as well as reduce the probability of
intercept by a hostile elint receiver. Sometimes pulse compression radars have been called
spread spectrum radars. This terminology is misleading since pulse compression is used in
radar for different reasons than spread spectrum is used in communications.

11.6 CLASSIFICATION OF TARGETS WITH RADAR

In most radar applications, the only properties of the target that are measured are its location
in range and angle. Such radars are sometimes called blob detectors since they recognize
targets only as "blobs" located somewhere in space. It is possible, however, to extract more
information about the target. Radar may be able to recognize one type of target from another;
that is, to determine that the target is a 747 aircraft and not a DC-IO, or that a particular ship
is a tanker and not a freighter. This capability is known as target classification. When the target
is a spacecraft or satellite, the process is sometimes called SOl, or Space Object Identification.
In this section, several possible radar techniques that might be used for target classification
will be enumerated briefly. Generally, target classification by radar involves examining the
detailed structure of the echo signal.· It usually requires a larger signal-to-noise ratio than
normally needed for detection.' Thus the range at which target classification can be made is
often less than the range at which the target can be first detected.

High-range-resoludon. A short-pulse. radar. or a pulse-compression radar can provide
sufficient range-resolution to obtain a profile of the target shape, as determined by the target's
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major scattering centers. From this range profile, an estimate of the target size can be made. 
The profile obtained by the radar is the projection in the direction of propagation. A complete 
" image" of the target would require multiple looks from different directions. If the trajectory 
of the target is known from the measurement of the target track, it is possible to infer the 
aspect of the radar projection. A radar should not be expected to provide the same target 
details as are seen visually. An electromagnetic sensor, whether the eye or a radar, responds to 
scattering from those details of the target which are comparable to the wavelength of observa- 
tion Si~ice ttiere is sucli R large differerlce in wavelength between microwave radar and visual 
sensors, the target details that are seen by radar can be quite different from what is seen 
visually. When attempting to measure target size with a high-range-resolution radar, an error 
car1 be incurred since tllc cxtrenlities of the target are not always good scatterers. Echoes from 
the forward and rear portions of the target might be obscured in the noise, if the radar is not 
sufficiently powerful. 

High-range-resolution with monopuke, The inclusion of a monopulse angle-measurement to a 
high-range-resolution radar was mentioned briefly in Sec. 5.8. Resolution in range of the 
individual target scattering-centers permits an angle measurement of the scatterer without the 
errors introduced by the glint caused by multiple scatterers within the same resolution cell. 
This provides a three-dimensional " imageT' of the target and thus presents more target infor- 
mation from which to derive a classification than do& a conventional high-range-resolution 
radar without monopulse. The implementation of this measurement capability is more com- 
plicated than a short-pulse radar without angle sensing. Also, it cannot be employed when 
the target angular extent is less than the sensitivity of the monopulse measurement. 

Engine modulations. The radar echo from aircraft is modulated by the rotating propellers of 
piston engines, and by the rotating compressor and turbine blades of jet engines.45 (The 
compressor would be seen by a radar looking into the forward part of the jet aircraft and the 
turbine when looking into the rear.) The characteristic modulations of the radar echoes from 
aircraft can, in some cases, be used to recognize one type of aircraft from another; or more 
correctly, one type of aircraft engine from another. Aircraft jet-engine modulations are likely 
to be of relatively high frequency (ten to twenty kilohertz perhaps) because of the high speed of 
the engine components that cause the modulated echo. The helicopter with its large rotating 
blades also provides a distinctive modulation of the radar echo that distinguishes it from thc 
echoes of otber aircraft. A ship is less likely to give distinctive modulations, unless it has large 
rotating radar antennas or rotating machinery within view of the radar. 

Cross-section fluctuations. In the discussion of radar cross section in Sec. 2.8, it was stated that 
the angular pattern of the cross section of targets has a many-lobed structure whose spacings 
depend on the size and nature of the target. As the target moves relative to the radar, its aspect 
changes and the lobed pattern of the target cross section results in a fluctuating received signal. 
These amplitude fluctuations occur at a slow rate, compared with the much higher frequency 
fluctuations of the engine modulations mentioned above. The larger the size of the target the 
narrower will be the lobes and the greater will be the fluctuation frequency for a given angular 
rate of change of aspect. In principle, the cross-section fluctuations might be able to provide 
some information that can distinguish one type of target from another. If the target is rotating, 
as were some of the early unstabilized satellites, the amplitude fluctuations of the radar cross 
section with time can provide information from which the shape of the target can be 
determined.60 It has also been suggested that the complex echo-signal fluctuations (amplitude . 
and phase) can be employed for target classificati~n.~~ 
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major scattering centers. From this range profile, an estimate of the target size can be made.
The profile obtained by the radar is the projection in the direction of propagation. A complete
" image" of the target would require multiple looks from different directions. If the trajectory
of the target is known from the measurement of the target track, it is possible to infer the
aspect of the radar projection. A radar should not be expected to provide the same target
details as are seen visually. An electromagnetic sensor, whether the eye or a radar, responds to
scattering from those details of the target which are comparable to the wavelength of observa­
tion. Since there is such a large difference in wavelength between microwave radar and visual
sensors, the target details that are seen by radar can be quite different from what is seen
visually. When attempting to measure target size with a high-range-resolution radar, an error
can be incurred since the extremities of the target are not always good scatterers. Echoes from
the forward and rear portions of the target might be obscured in the noise, if the radar is not
surficiently powerful.

High-range-resolution with monopuhe. The inclusion of a monopulse angle-measurement to a
high-range-resolution radar was mentioned briefly in Sec. 5.8. Resolution in range of the
individual target scattering-centers permits an angle measurement of the scatterer without the
errors introduced by the glint caused by multiple scatterers within the same resolution cell.
This provides a three-dimensional" image" of the tar.get and thus presents more target infor­
mation from which to derive a classification than does a conventional high-range-resolution
radar without monopulse. The implementation of this measurement capability is more com­
plicated than a short-pulse radar without angle sensing. Also, it cannot be employed when
the target angular extent is less than the sensitivity of the monopulse measurement.

Engine modulations. The radar echo from aircraft is modulated by the rotating propellers of
piston engines, and by the rotating compressor and turbine blades of jet engines.45 (The
compressor would be seen by a radar looking into the forward part of the jet aircraft and the
turbine when looking into the rear.) The characteristic modulations of the radar echoes from
aircraft can, in some cases, be used to recognize one type of aircraft from another; or more
correctly, one type of aircraft engine from another. Aircraft jet-engine modulations are likely
to be of relatively high frequency (ten to twenty kilohertz perhaps) because of the high speed of
the engine components that cause the modulated echo. The helicopter with its large rotating
blades also provides a distinctive modulation of the radar echo that distinguishes it from the
echoes of otqer aircraft. A ship is less likely to give distinctive modulations, unless it has large
rotating radar antennas or rotating machinery within view of the radar.

Cross-section fluctuations. In the discussion of radar cross section in Sec. 2.8, it was stated that
the angular pattern of the cross section of targets has a many-lobed structure whose spacings
depend on the size and nature of the target. As the target moves relative to the radar, its aspect
changes and the lobed pattern of the target cross section results in a fluctuating received signal.
These amplitude fluctuations occur at a slow rate, compared with the much higher frequency
fluctuations of the engine modulations mentioned above. The larger the size of the target the
narrower will be the lobes and the greater will be the fluctuation frequency for a given angular
rate of change of aspect. In principle, the cross-section fluctuations might be able to provide
some information that can distinguish one type of target from another. If the target is rotating,
as were some of the early unstabilized satellites, the amplitude fluctuations of the radar cross
section with time can provide information from which the shape of the target can be
determined. 60 It has also been suggested that the complex echo-signal fluctuations (amplitude
and phase) can be employed for target cJassification.65
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Synthetic aperture radar. The synthetic aperture radar, which is discussed in Sec. 14.1, is a 
radar in a moving vehicle that provides a high resolution image in both range and in a 
direction parallel to the vehicle motion. The latter dimension is sometimes called cross range 
when the radar uses a side-looking antenna directed perpendicular to the direction of motion. 
The range resolution is obtained with either a conventional short-pulse or pulse-compression 
waveform, and resolution in cross range is obtained by synthesizing the effect of a large 
antenna aperture. It is used chiefly for mapping of the ground and imaging of stationary 
objects on the ground. 

Inverse synthetic aperture radar. In the ordinary synthetic aperture radar the target is station- 
ary and the radar is in motion. The opposite will also permit target imaging; that is, the radar is 
stationary and the target is in motion. This is called inverse synthetic apertttre radar or delay- 
doppler mapping. Although the signal processing required is similar to that of thdconventional 
synthetic aperture radar, the inverse synthetic aperture process can also be viewed as an 
equivalent doppler filtering. Each part of a moving target has a slightly different relative 
velocity, or doppler-frequency shift. Filtering thcse varioils dopplcr frequencies resolves the f 

different parts of the target to provide an image. Although the inverse synthetic aperture 
results from relative motion of the target, just as does the cross-section amplitude fluctuations 
mentioned previously, the processing of the inverse synthetic aperture radar signal requires a 
coherent system (one that preserves phase). In principle, inverse synthetic aperture radar can 
be used to image moving targets such as aircraft and ships. It has been applied in the past to 
imaging of the moon and to mapping the surface below the clouds surrounding the planet 
V e n ~ s . ~ '  

P~la r iza t ion .~~ .~ '  The polarization of the radar backscattered energy depends on the target 
properties and differs, in general, from the polarization of the energy incident on the target. 
This property can be used as a possible basis for discriminating one target from another. For 
example, a thin straight wire can be readily distinguished from a homogeneous sphere by 
observing the variation of the echo signal amplitude as the polarization is rotated. The echo 
from the sphere will be unmodulated, and the echo signal from the wire will vary between a 
maximum and a minimum at twice the rate at which the polarization is rotated. The use of 
circular polarization to reduce the radar echo from symmetrical raindrops relative to the echo i 4 

from aircraft, as described in Sec. 13.8, takes advantage of the differences in target response to 
different incident polarizations. 

For complete knowledge of the effect of polarization, the polarization matrix must be 
determined. If H stands for linear horizontal polarization, t/ for linear vertical, and if  the first 
letter of a two-letter grouping denotes the transmitted polarization and the second lzttzr 
denotes the polarization of the received signal, then the polarization matrix requires knowl- 
edge of the amplitudes and phase of the following components: HH, V V, H V and V H. H V 
and VH are sometimes called the cross polarization components. In general H V = VH so that 
only one need be determined. Orthogonal circular-polarization components can also be used 
to describe the polarization matrix. By transmitting two orthogonal polarizations and measur- 
ing the amplitude and phase of the received echoes on each polarization, as well as the 
cross-polarization component, a means of target discrimination, or classification, can be 
provided. Some information about the target can be obtained from the amplitude only, and 
not the phase, of theqpolarization components. It has also been suggested that the cross- 
polarized component of the backscattered echo from simple axially symmetric objects (such as 
disks, cones, and cone-spheres) can provide an estimate of a transverse dimension of the body 
and give an indication of the severity of the edges, or "edginess."47 
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Synthetic aperture radar. The syntheti<;: aperture radar, which is discussed in Sec. 14.1, is a
radar in a moving vehicle that provides a high resolution image in both range and in a
direction parallel to the vehicle motion. The latter dimension is sometimes called cross range
when the radar uses a side-looking antenna ~irected. perpendicular to the direction of motion.
The range resolution is obtained with either a conventional short-pulse or pulse-compression
waveform, and resolution in cross range is obtained by synthesizing the effect of a large
antenna aperture. It is used chiefly for mapping of the ground and imaging of stationary
objects on the ground.

Inverse synthetic aperture radar. In the ordinary synthetic aperture radar the target is station­
ary and the radar is in motion. The opposite will also permit target imaging; that is, the radar is
stationary and the target is in motion. This is called inverse synthetic aperture radar or delay­
doppler mapping. Although the signal processing required is similar to that of thtfconventional
synthetic aperture radar, the inverse synthetic aperture process can also be viewed as an
equivalent doppler filtering. Each part of a moving target has a slightly different relative
velocity, or doppler-frequency shift. Filtering these various doppler frequencies resolves the
different parts of the target to provide an image. Although the inverse synthetic aperture
results from relative motion of the target, just as does the cross-section amplitude fluctuations
mentioned previously, the processing of the inverse synthetic aperture radar signal requires a
coherent system (one that preserves phase). In principle, inverse synthetic aperture radar can
be used to image moving targets such as aircraft and ships. It has been applied in the past to
imaging of the moon and to mapping the surface below the clouds surrounding the planet
Venus.61

Polarization.46,47 The polarization of the radar backscattered energy depends on the target
properties and differs, in general, from the polarization of the energy incident on the target.
This property can be used as a possible basis for discriminating one target from another. For
example, a thin straight wire can be readily distinguished from a homogeneous sphere by
observing the variation of the echo signal amplitude as the polarization is rotated. The echo
from the sphere will be unmodulated, and the echo signal from the wire will vary between a
maximum and a minimum at twice the rate at which the polarization is rotated. The use of
circular polarization to reduce the radar echo from symmetrical raindrops relative to the echo
from aircraft, as described in Sec. 13.8, takes advantage of the differences in target response to
different incident polarizations. .

For complete knowledge of the effect of polarization, the polarization matrix must be
determined. If H stands for linear horizontal polarization, 'v for linear vertical, and if the first
letter of a two-letter grouping denotes the transmitted polarization and the second lctter
denotes the polarization of the received signal, then the polarization matrix requires knowl­
edge of the amplitudes and phase of the following components: HH, VV, HV and V H. HV
and VH are sometimes called the cross polarization components. In general HV = VH so that
only one need be determined. Orthogonal circular-polarization components can also be used
to describe the polarization matrix. By transmitting two orthogonal polarizations and measur­
ing the amplitude and phase of the received echoes on each polarization, as well as the
cross-polarization component, a means of target discrimination, or classification, can be
provided. Some information about the target can be obtained from the amplitude only, and
not the phase, of the· polarization components. It has also been suggested that the cross­
polarized component ofthe backscattered echo from simple axially symmetric objects (such as
disks, cones,and corie-spheres) can provide an estimate of a transverse dimension of the body
and give an indication of the severity of the edges, or ··edginess.'''~7
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Nonlinear-contact effects (METKRA).~'  When metals come in contact with each other it is 
possible for their junctions to  act as  nonlinear diodes. The nonlinear properties of such 
junctions can be used to recognize metallic from nonmetallic reflectors when illuminated by 
radar. This technique lias sometimes been called METRRA, which stands for Metal Reradiat- 
ing Radar.48 Most solid, meclianical, metal-to-metal bonds and properly made solder joints 
d o  not show nonlinear effects. However, if there is no molecular contact between the metals, 
and the space between them is small (of the order of 100 A), then there can be discernible 
nonlinear effects. Such eflects are noted with loose metal-to-metal contacts. 

Tllere are two basic approaches for taking advantage of the nonlinearity of these metal 
contacts. In one approach a single frequency is transmitted and a harmonic of the transmitted 
frequency is received. The nature of tile nonlinearity of typical contacts is such that the third 
llarmotlic is usually the greatest. The other approach simultaneously transmits two frequencies 
1; and f 2 .  and the receiver is tutied to a strong cross-product such as 2fi + fi. When receiving 
at a frcquetlcy different from that transmitted, care must be exercised to ensure that the 
trarlsrnitter signal does not radiate a significant spectral component at the frequency to which 
tlie receiver is tuned. 

'The arnourit of signal returned fro111 a nonlinear contact at a harmonic frequency is a 
nonlinear function of the incident field strength. Thus the nonlinear target cross section 
depends on the power, and the normal radar equation does not apply. In one system formula- 
tion the range dependence varied as the sixth power instead of the fourth power.50 High peak 
power is more important with such targets than is high average power. 

Similar techniques have also been proposed for cooperative targets by deliberately pro- 
viding the target with a passive transponder employing microwave  diode^.^^*^^ 

Another related target effect that might be utilized for target recognition is the random 
modulation of the scattered signal caused by the modification of the current distribution on 
a metal target that results from intermittent contacts on the target.67 This modulation can 
be detected by examining the frequency spectrum in the vicinity of the received carrier. The 
acronym RADAM, which stands for radar detection of agitated metals, has sometimes been 
used to describe this effect.69 

Inverse scattering. I n  principle, the size and shape of a target can be found by measuring the 
backscattered field, or radar cross section, at all frequencies and all aspects. It is not possible, 
of course, to obtain sucll complete information, but the process can be approximated by 
measuring the backscatter at a finite number of frequencies and aspects. The name inverse 
sc.attcri,tg5'%as been used to describe this method for obtaining the target size and shape, and 
tllus provide a means for target classification. The use of high-range-resolution radar for 
profiling a target, and tlie inverse synthetic aperture radar mentioned above are two practical 
examples of target classification methods that might be called approximations of inverse 
scattering. 

Instead of examining the radar echo as a function of frequency, the target response to an 
impulse can give the equivalent information since the Fourier transform of the impulse con- 
tains all frequencies. (In the above, an impulse is an infinitesimally short pulse, and the target 
response is the echo signal as a function of time.) This has been proposed as a means of target 
c l a s~ i f i ca t ion ,~~  with the impulse being approximated by a short microwave pulse. The short 
pulse, with its high-frequency content, characterizes the finerdetail of the target. Although this 
can be used as a means of target classification, it has been suggested that the usual short-pulse 
radar does not obtain important information about the target since its waveform does not 
contain the lower f r e q u e n c i e ~ . ~ ~ - ~ ~ * ~ ~  The lower frequencies that are suggested as being im- 
portant are those corresponding to wavelengths from half the target size t o  wavelengths about 
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Nonlinear-<:ontact effects (METRRA).48 When metals come in contact with each other it is
possible for their junctions to act-as nonlinear ,diodes. The nonlinear properties of such
junctions can be used to recognize metallic from nonmetallic reflectors when illuminated by
radar. This technique has sometimes been called METRRA, which stands for Metal Reradiat­
ing Radar.48 Most solid, mechanical, metal-to-metal bonds and properly made solder joints
do not show nonlinear errects. However, if there is no molecular contact between the metals,
and the space between them is small (of the order of 100 A), then there can be discernible
nonlinear effects. Such effects are noted with loose metal-to-metal contacts.

There are two basic approaches for taking advantage of the nonlinearity of these metal
contacts. In one approach a single frequency is transmitted and a harmonic of the transmitted
frequency is received. The nature of the nonlinearity of typical contacts is such that the third
harmonic is usually the greatest. The other approach simultaneously transmits two frequencies
It and I2 . and the receiver is tuned to a strong cross-product such as 2ft ± f2. When receiving
at a frequency different from that transmitted, care must be exercised to ensure that the
transmitter signal does not radiate a significant spectral component at the frequency to which
the receiver is tuned.

The amount of signal returned from a nonlinear contact at a harmonic frequency is a
nonlinear function of the incident field strength. Thus the nonlinear target cross section
depends on the power, and the normal radar equation does not apply. In one system formula­
tion the range dependence varied as the sixth power instead of the fourth power.so High peak
power is more important with such targets than is high average power.

Similar techniques have also been proposed for cooperative targets by deliberately pro­
viding the target with a passive transponder employing microwave diodes.49•so

Another related target effect that might be utilized for target recognition is the random
modulation of the scattered signal caused by the modification of the current distribution on
a metal target that results from intermittent contacts on the target,67 This modulation can
be detected by examining the frequency spectrum in the vicinity of the received carrier. The
acronym RADAM, which stands for radar detection of agitated metals, has sometimes been
used to describe this effect. 69

Inverse scattering. In principle, the size and shape of a target can be found by measuring the
hack scattered field, or radar cross section, at all frequencies and all aspects. It is not possible,
of course, to obtain such complete information, but the process can be approximated by
measuring the backscatter at a finite number of frequencies and aspects. The name inverse
scatterillg S If'has heen used to describe this method for obtaining the target size and shape, and
thus provide a means for target classification. The use of high-range-resolution radar for
profiling a target, and the inverse synthetic aperture radar mentioned above are two practical
exam pies of target classification methods that might be called approximations of inverse
scattering.

Instead of examining the radar echo as a function of frequency, the target response to an
impulse can give the equivalent information since the Fourier transform of the impulse con­
tains all frequencies. (In the above, an impulse is an infinitesimally short pulse, and the target
response is the echo signal as a function of time.) This has been proposed as a means of target
c1assification,s2 with the impulse being approximated by a short microwave pulse. The short
pulse, with its high-frequency content, characterizes the fine, detail of the target. Although this
can be used as a means of target classification, it has been suggested that the usual short-pulse
radar does not obtain important information about the target since its waveform does not
contain the lower frequencies.s3-5s.62 The lower frequencies that are suggested as being im­
portant are those corresponding to wavelengths from half the target size to wavelengths about
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ten times the target dimensions. These correspond to frequencies in the Rayleigh and the 
low-resonance regions. The use of such frequencies is said to provide overall dimensions, 
approximate shape, and material composition. Instead of the impulse response, the response of 
a target to a ramp function is sometimes more convenient to  work with, especially when the 
longer wavelengths are used to obtain target classification. 

The method of inverse scattering seems to require an examination of the target over a 
large frequency range, perhaps as much as 10 to 1. If the phase shift as well as the amplitude of 
the echo are measured, fewer frequencies might be utilized than when amplitude alone is 
obtained.56 Experiments with as many as 12 frequencies have been carried out for simple 
scattering objects, but as few as four frequencies were said to  be adequate for the discrimina- 
tion of objects as complex as aircraft.53 

Automatic target classification. For practical utilization, most of the targetJclassification 
methods described above require automatic processing. Some method of signal recognition or 
pattern recognition must be applied to be able to correctly estimate the type of target. This can 
be just as important a part of target classification as the sensor itself. 

Target track history. The above methods of target classification depend on extracting some- 
thing about the target other than its location. However, the target track, which is obtained 
from location data alone, can provide significant information that can be used in the 
identification process, especially in a military situation. The speed, course, and maneuver of a 
target can indicate something about its intent; and therefore a form of target classification is 
possible. Automatic detection and tracking circuitry can aid in this form of discrimination 
since it provides a method for obtaining the target track. The long-range capability of HF 
over-the-horizon radar (Sec. 14.2) is also useful for this purpose since it can observe a large 
portion of the target track and might even be capable of observing where the target track 
originates (airport or  seaport), which can be an important classification clue in some 
applications. 
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CHAPTER 

TWELVE 
PROPAGATION OF RADAR WAVES 

12.1 INTRODUCTION 

Tlie propagation of radar waves is affected by the earth's surface and its atmosphere. Complete 
analysis or prediction of radar performance must take into account propagation phenomena 
sit~cc tilost radars do  not opcratc i l l  " frcc space" as was assumed in the ideal formulation of 
the radar equation in Chaps. 1 arid 2. Free-space radar performance is modified by,scattrr.ir~y 
of electrotnagnetic energy from the surface of the e a r t h , - h t i o r t  caused by an inhomo- 
pcneous at~~lospllere, and ~ , ~ r e r ~ ~ g ~ i o r r  by the gases constituting the atmosphere. Also included 
under the subject of propagation is the e.~ter.rlc~l rroise environment in which the radar finds 
itself. ?'lie radar is also affected by tlic r.q//ectioir. or backscatter, of energy from the earth's 
surface and from rain, snow. birds, and other clutter objects; but this subject is-reserved for 
Chap. 13. The effects of propagation will modify tlie free-space performance of the radar. as 
well as introduce errors in the radar measurements. 

I t  is usually convenient to distinguish between two different regions when considering 
radar propagation. One is the optical, or itrtet;fkrerrce, region, which is within the line of sight 
(direct observation) of tlie radar. The other is the difrractiort region, which lies beyond the line 
of siglit, or beyond tlie horizon, of the radar. Radar energy found in this region is usually due 
to  diffraction by the curvature of the earth or refraction by the earth's atmosphere. 

Although the basic theory of radar wave propagation may be well understood, accurate 
quatititative predictions are not always easy to obtain because of the difficulty in acquiring the 
necessary knowledge of the environment in which the radar operates. In some respects, the 
prediction of propagation phenomena is like predicting the weather. Quite often the radar 
system designer must be content with only a qualitative knowledge of" average" propagation 
effects. Nevertheless, it is important to know and understand how propagation phenomena 
can influence radar performance since it can be a major factor in determining how well a radar 
performs-in a particular application. 
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TWELVE

PROPAGATION OF RADAR WAVES

12.1 INTRODUCTION

The propagation of radar waves is affected by the earth's surface and its atmosphere. Complete
analysis or prediction of radar performance must take into account propagation phenomena
since most radars do not operate in .. free space" as was ass-umed in the ideal formulation of
the radar equation in Chaps. I and 2. Free-space radar performance is modified byJ£11llf:ri/lg
of electromagnetic energy from the surface of the earth, ~~tioll caused by an inhomo­
geneous atmosphere, and lli,elllwt;O/l by the gases constituting the atmosphere. Also included
under the subject of propagation is the exterllal /loise environment in which the radar finds
itself. The radar is also affected by the re.ffectio/l, or backscatter, of energy from the earth's
surface and from rain, snow, birds, and other clutter objects: but this subject is"reserved for
Chap. 13. Tjle effects of propagation wil1 modify the free-space performance of the radar. as
well as introduce errors in the radar measurements.

It is lIsually convenient to distinguish between two different regions when considering
radar propagation. One is the optical, or illte,/erellce, region, which is within the line of sight
(direct observation) of the radar. The other is the durractioll region, which lies beyond the line
of sight. or beyond the horizon, of the radar. Radar energy found in this region is usually due
to diffraction by the curvature of the earth or refraction by the earth's atmosphere.

Although the basic theory of radar wave propagation may be well understood, accurate
quantitative predictions are not always easy to obtain because of the difficulty in acquiring the
necessary knowledge of the environment in which the radar operates. In some respects, the
prediction of propagation phenomena is like predicting the weather. Quite often the radar
system designer must be content with only a qualitative knowledge of" average" propagation
effects. Nevertheless, it is important to know and understand how propagation phenomena
can inOuence radar performance since it can be a major factor in determining how well a radar
performs"in a particular application.
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12.2 PROPAGATION OVER A PLANE EARTH 

Although there are but few situations where accurate predictions of radar propagation effects 
can be made by assuming a flat rather than round earth, i t  is nevertheless instructive to 
examine this special case. The assumption of a flat earth simplifies the analysis and illustrates 
the type of changes introduced in radar coverage by a reflecting ground or sea surface. 

Consider the earth to be a plane, flat, reflecting surface with the radar antenna located at 
height ha. The target is at a height h, and at a distance R from the radar. Figure 12.1 illustrates 
that energy radiated from the radar antenna arrives at the target via two separate paths. One is 
the direct path from radar to the target; the other is the path reflected from the surface of the 
earth. The echo signal reradiated by the target arrives back at the radar via the same two 
paths. Thus the received echo is composed of two components traveling separate paths. The 
magnitude of the resultant echo signal will depend upon the amplitudes and rlative phase 
difference between the direct and the surface-reflected signals. Modification of the field 
strength (volts per meter) at the target caused by the presence of the surface may be expressed 
by tile ratio 

field strength at target in presence of surface 
.- - " field strength at target if in free space 

It is assumed in this analysis that the lengths of the direct and the reflected paths are almost 
(but not quite) equal so that the amplitudes of the two signals are approximately the same 
provided there is no loss suffered on reflection. Hence, if the amplitudes of the two waves dilTer 
from one another, it is assumed to be due to a surface-reflection coefficient less than unity. 

- Although the two paths are comparable in length, they are not exactly equal. Any difference in 
the relative phase between the direct and the reflected waves can be attributed to the difference 
in the path length and the change in phase that occurs on reflection. The reflection coefficient 
of the surface may be considered as a complex quantity r = peM. The real part p describes the 
change in amplitude, while the argument $ describes the phase shift on reflection. 

It is further assumed in the present example that the reflection coefficient r = - 1. The 
reflected wave suffers no change is amplitude, but its phase is shifted 180". A reflection 
coefficient of - 1 applies at microwave frequencies to a smooth surface with good reflecting 
properties if the radiation is horizontally polarized and the angle of incidence is small. 

,I 
The effective radiation pattern of the radar located at A in Fig. 12.1 may be found in a 

manner analogous to that of a two-element interferometer antenna formed by the radar 
antenna at A and its image mirrored by the ground at A'. The difference between the reflected 
path AMB and the direct path AB (or AUMB) is A = 2ha sin c, when R % ha. For < small, sin 5 
may be replaced by (ha + h,)/R so  that'^ = 2ha(ha + h,)/R s 211. h,/R. The latter expression 

Figure 12.1 Propagation over a plane reflecting surface. 

(12.1 )
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12.2 PROPAGATION OVER A PLANE EARTH

Although there are but few situations where accurate predictions of radar propagation effects
can be made by assuming a flat rather than round earth, it is nevertheless instructive to
examine this special case. The assumption of a flat earth simplifies the analysis and illustrates
the type of changes introduced in radar coverage by a reflecting ground or sea surface.

Consider the earth to be a plane, flat, reflecting surface with the radar antenna located at
height ha • The target is at a height h, and at a distance R from the radar. Figure 12.1 illustrates
that energy radiated from the radar antenna arrives at the target via two separate paths. One is
the direct path from radar to the target; the other is the path reflected from the surface of the
earth. The echo signal reradiated by the target arrives back at the radar via the same two
paths. Thus the received echo is composed of two components traveling separate paths. The
magnitude of the resultant echo signal will depe~d upon the amplitudes and rylative phase
difference between the direct and the surface-reflected signals. Modification of the field
strength (volts per meter) at the target caused by the presence of the surface may be expressed
by the ratio

field strength at target in presence of surface
rt = field strength at target if in free space- .

It is assumed in this analysis that the lengths of the direct and the reflected paths are almost
(but not quite) equal so that the amplitudes of the two signals are approximately the same
provided there is no loss suffered on reflection. Hence, if the amplitudes of the two waves differ
from one another, it is assumed to be due to a surface-reflection coefficient less than unity.
Although the two paths are comparable in length, they are not exactly equal. Any difference in
the relative phase between the direct and the reflected ~aves can be attributed to the difference
in the path length and the change in phase that occurs on reflection. The reflection coefficient
of the surface may be considered as a complex quantity r = peN. The real part p describes the
change in amplitude, while the argument'" describes the phase shift on reflection.

It is further assumed in the present example that the reflection coefficient r = - 1. The
reflected wave suffers no change in amplitude, but its phase is shifted 180°. A reflection
coefficient of - 1 applies at microwave frequencies to a smooth surface with good reflecting
properties if the radiation is horizontally polarized and the angle of incidence is small.

The effective radiation pattern of the radar located at A in Fig. 12.1 may be found in a
manner analogous to that of a two-element interferometer antenna formed by the radar
antenna at A and its image mirrored by the ground at A'. The difference between the reflected
path AMB and the direct path AB (or A"MB) is i\ = 2ha sin~, when R ~ ha • For ~ small, sin ~

may be replaced by (h a + h,)1R so tha~'i\ = 2ha(ha + h,)1R :::::: 2ha h, IR. The latter expression

8~Target
_~.-- ~D?!ir~e~ct~wo~v~e --:-:::::::;::::::1

Radar R

Figure 12.1 Propagation over a plane reflecting surface.
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assurnes [flat 11, >) 11 , .  'The phase difference corresponding to the path-length difference is 

2n 2/1,/1, , - --- ---- radians 
d l - A  R 

-1-0 this must be added the phase shift $, resulting from the reflection of the wave at M, which is 
assumed to be n radians, or 180". The total phase ditTerence between the direct and the ground- 
reflected signals as measured at the target is 

' l ' l~c rcst~ltatit of two siprials. each of unity a~nplitude but with phase difference $, is 
[2(1 + cos I / I ) ] " ~ .  'i'tlerefore tlle ratio of the power incident on the target at B to that which 
would be incident i f  tlie target were located in free space is 

4n/la 11, 2 ~ / 1 , h ,  1 - cos ------ = 4 sin2 - 
AR AR 

Because of reciprocity, the path from target to radar is the same as from radar to target. The 
power ratio at the radar is therefore 

21c1ta1r, 
q4 = 16 sin --- 

AF! 

The radar equation describing the received echo power must be modified by the propagation 
factor q4 of Eq. (12.5). Since the sine varies in magnitude from 0 to 1 ,  the factor q4 varies from 
0 to 16. The received signal strength also varies from 0 to 16; hence the fourth-power relation 
between range and echo signal results in a variation of radar range from 0 to 2 limes the range 
of  the same radar in free space. 

The field strength is a maximum when the argument of the sine term in Eq. (12.5) is equal 
to n/2. 3x12, . . . . (211 + l)n/2, where rt = 0, 1 ,  2, .. . . The maxima are therefore defined by 

4h, 11, 
-- - 

AR 
- 211 + 1 maxima 

?'he minima, or nulls, occur when the sine term is zero, or  when 

211, h, -- 
AR 

- n minima 

Thus the presence of a plane reflecting surface causes the continuous elevation coverage to 
break up into a lobed structure as indicated in Fig. 12.2. A target located at the maximum of a 

A/4% Figure 12.2 Vertical lobe structure caused by the presence 
of a plane reflecting surface. 
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(12.2)

assumes that h, ~ "0' The phase difference corresponding to the path-length difference is

2rr. 2ha 1l, .11d = ---~- radians
A R

To this must be added the phase shift tjJr resulting from the reflection of the wave at M, which is
assumed to be rr. radians, or 180°. The total phase difference between the direct and the ground­
reflected signals as measured at the target is

(12.3)

(12.4)

The resultant of two signals, each of unity amplitude but with phase difference tjJ. is
[2( I + cos III)J 112. Therefore the ratio of the power incident on the target at B to that which
would be incident jf the target were located in free space is

2 _ 2( _ 4rr.lza h') = 4 . 2 2rr.lIa ll ,
'1 - 1 cos ).R Sin AR

Because of reciprocity. the path from target to radar is the same as from radar to target. The
power ratio at the radar is therefore

(12.5)

(12.6)maxima

The radar equation describing the received echo power must be modified by the propagation
factor t]4 of Eq. (12.5). Since the sine varies in magnitude from 0 to 1, the factor t]4 varies from
o to 16. The received signal strength also varies from 0 to 16; hence the fourth-power relation
hetween range and echo signal results in a variation of radar range from 0 to 2 times the range
of the same radar in free space.

The field strength is a maximum when the argument of the sine term in Eq. (12.5) is equal
to rr./2, 3rr./2, ... , (2/1 + I )rr./2. where 11 = 0, 1, 2, .... The maxima are therefore defined by

411a 1l, = 2H + 1
).R

minima

The minima, or nulls, occur when the sine term is zero, or when

2ha h,
)jf=n (12.7)

Thus the presence of a plane reflecting surface causes the continuous elevation coverage to
break up into a lobed structure as indicated in Fig. 12.2. A target located at the maximum of a

Figure 12.2 Vertical. lobe structure caused by the presence
of a plane reflecting surface.
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particular lobe will be detected at a range twice that of the same radar located in free space. 
However, at other angles, the radar detection range can be less than the free-space range. 
When the target lies in the nulls, no echo signal is received. 

The angle (in radians) of the first (lowest) lobe is approximately equal to A/4ha. If low- 
angle coverage is desired, the radar antenna height should be high and the wavelength of the 
radiated energy small. The antenna pattern lobes caused by the presence of the ground might 
sometimes be of advantage when the longest possible detection range is desired against low- 
altitude targets and where continuous coverage is not required. 

The simple form of the radar equation [Eq. (1.9)] may be written with the propagation 
factor tl included to illustrate the effect of the plane earth: 

P, ~ ~ l ~ o  2nh, h, 41rP, G20(ha h,)4 
Pr = (4n)'R4 

- 16 sin4 - - 
l R  12R8 

for small angles (12.8) 
3 

The received signal power for targets at low angles (on the lower side of the first lobe) varies as 
the eighth power of the range instead of the more usual fourth power. This phenomenon has 
been experimentally verified for ship targets at short ranges where the plane-earth approxima- 
tion has some validity.' Another difference between Eq. (12.8) and the normal radar equation 
is the factor CIA, which appears in place of the factor Gl. 

The analysis in this section is based on many simplifying assumptions; therefore care 
should be exercised in adapting the results and conclusions to more realistic situations. The 
assumption of a perfectly reflecting plane earth applies in but a few cases. Also assumed was an 
omnidirectional antenna pattern in the elevation plane. Since radars utilize directive antennas, 
the idealized antenna lobe structure as given by Eq. (12.4) must be appropriately modified to 
account for the actual antenna radiation pattern. Theoretically, the nulls in the lobe structure 
are at zero field strength since the direct and reflected signals are assumed to be of equal 
amplitude. In practice, the nulls are "filled in" and the lobe maxima are reduced because of 
nonperfect reflecting surfaces with reflection coefficients less than unity. The nulls will also be 
filled in if broadband signals are radiated by the radar. 

In the above example, the reflection coefficient of the ground was taken to be - 1, which 
applies for horizontal polarization and a smooth reflecting surface. The magnitude and phase 
of the reflection coefficients of vertically polarized energy behave differently from waves with 
horizontal polarization (Fig. 1 2 . 3 ~  and b). The calculated amplitude and phase of the 
reflection coefficient are plotted for a smooth sea surface at 100 and 3,000 MHz. I t  is seen that 
the reflection coefficient for vertically polarized energy is less than that for horizontally po- 
larized energy. The angle corresponding to the minimum reflection coefficient is called Brew- 
ster's angle. 

The different reflection coefficients with the two polarizations result in different coverage 
patterns. The nulls are not as deep with vertical polarization, nor are the lobe maxima as great. 
Vertical polarization might be preferred when complete vertical coverage is required. Horizon- 
tal polarization might be specified when enhanced range capability is desired and complete 
vertical coverage is not necessary. The theoretical curves of Fig. 12.3 assume a smooth 
reflecting surface. In practice, this condition is seldom met, and the difference in the coverage 
diagrams obtained with each of the two types of polarization is often not as pronounced as 
might be expected on the basis of theoretical computations. Roughness is more important than 
the electrical properties in determining whether reflection is specular or not. Measurements 
have shown that the reflection coefficient for normal (nonsmooth) ground terrain is in the 
range 0.2 to 0.4 and is seldom greater than 0.5. at frequencies above 1500 MHz except for low 
angles of incidence.2g3 ,, 8 & 
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particular lobe will be detected at a range twice that of the same radar located in free space.
However, at other angles, the radar detection range can be less than the free-space range.
When the target lies in the nulls, no echo signal is received.

The angle (in radians) of the first (lowest) lobe is approximately equal to ,l./4h". If low­
angle coverage is desired, the radar antenna height should be high and the wavelength of the
radiated energy small. The antenna pattern lobes caused by the presence of the ground might
sometimes be of advantage when the longest possible detection range is desired against low­
altitude targets and where continuous coverage is not required.

The simple form of the radar equation [Eq. (1.9)] may be written with the propagation
factor'l included to illustrate the effect of the plane earth:

for small angles
J

(12.8 )

The received signal power for targets at low angles (on the lower side of the first lobe) varies as
the eighth power of the range instead of the more usual fourth power. This phenomenon has
been experimentally verified for ship targets at short ranges where the plane-earth approxima­
tion has some validity.! Another difference between Eq. (12.8) and the normal radar equation
is the factor G/,l., which appears in place of the factor Gk

The analysis in this section is based on many simplifying assumptions; therefore care
should be exercised in adapting the results and conclusions to more realistic situations. The
assumption of a perfectly reflecting plane earth applies in but a few cases. Also assumed was an
omnidirectional antenna pattern in the elevation plane. Since radars utilize directive antennas,
the idealized antenna lobe structure as given by Eq. (12.4) must be appropriately modified to
account for the actual antenna radiation pattern. Theoretically, the nuUs in the lobe structure
are at zero field strength since the direct and reflected signals are assumed to be of equal
amplitude. In practice, ~he nulls are" filled in" and the lobe maxima are reduced because of
nonperfect reflecting surfaces with reflection coefficients less than unity. The nulls will also be
filled in if broadband signals are radiated by the radar.

In the above example, the reflection coefficient of the ground was taken to be -1, which
applies for horizontal polarization and a smooth reflecting surface. The magnitude and phase
of the reflection coefficients of vertically polarized energy behave differently from waves with
horizontal polarization (Fig. 12.3a and b). The calculated amplitude and phase of the
reflection coefficient are plotted for a smooth sea surface at 100 and 3,000 MHz. It is seen that
the reflection coefficient for vertically polarized energy is less than that for horizontally po­
larized energy. The angle corresponding to the minimum reflection coefficient is called Brew-
ster's angle. .

The different reflection coefficients with the two polarizations result in different coverage
patterns. The nulls are not as deep with vertical polarization, nor are the lobe maxima as great.
Vertical polarization might be preferred when complete vertical coverage is required. Horizon­
tal polarization might be specified when enhanced range capability is desired and complete
vertical coverage is not necessary. The theoretical curves of Fig. 12.3 assume a smooth
reflecting surface. In practice, this condition is seldom met, and the difference in the coverage
diagrams obtained with each of the two types of polarization is often not as pronounced as
might be expected on the basis of theoretical computations. Roughness is more important than
the electrical properties in determining whether reflection is specular or not. Measurements
have shown that the reflection coefficient for n~rmal (nonsmooth) ground terrain is in the
range 0.2 to 0.4 and is seldom greater than O.S. at frequencies above 1500 MHz except for low
angles of incidence. 2
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Figtit-e 12.3 ( ( 1 )  Mitgnitiide oT the reflection oocflicient as a function of the grazing angle (Tor sea- 
water )  ( h )  Phase of the reflection coeficient as a function of the grazing angle (for seawater). Phase of 
Illc rcflcclcd wave Iitg~ ~ I I C  I ~ I ; I ~ C  of the~irlcidcnt wave (Front Brrl.rorvs c11rc1 Artr~ood.~ caltrresy Acc~dr.rrric 
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For a rougli, perfectly cotlducting surface, such as the sea, Ament70 derived the reflection 
cocfficic~it as 

po exp [ - 2k2p sfnZ $1 
wtlere 9,, = complex rellectiot~ coefficient for a smooth su&ace 

k = 2n/A 
1 = wavelength 

/I' = mean-square surface height (mean value of A = 0) 
CI/ = grazing angle 

Experimental data taken over the sea fit this expression well; except for large values of the 
roughness hrarneter [(\I sin $ ) / A  z lt!/~jA > 0.1 I], where the theory underestimates the experi- 
mental ob~ervat ions .~  

The rcflection of electromagnetic waves from the sea may be separated into a coherent and 
an ~ttcolterettt component.7' 7 3  The coherent component has a reflection coefficient whose 
amplitude and phase are fixed by a given geometry and sea state. The term "reflection 
coeffic~ent " as usually found in the literature is generally that of the coherent component. The 
incoherent, or fluctuating, component of a surface-scattered signal is characterized by a 
random phase and amplitude. The incoherent component of the forward-scattered signal from 
a roirgh surface behaves differently from the coherent component as a function of roughness. It 
increases linearly with increasitlg surface-rougl~ness parameter (jt~,h/A), levels off to a maximum 
and then decreases as the inverse square root of the roughness ~a ramete r . '~  

The presence of a reflecting surface affects the measurement of low elevation angles as well 
as the radar coverage. When the target elevation angle is less than a beamwidth, the radar 
receives both the direct and the ground-reflected waves, and the effective antenna pattern is 
altered. The radar sees the image as well as the target. Height-finding radars which measure 
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Figure ILl (a) Magnitude of the reflection coefllcient as a function of the grazing angle (for sea­
water) (/1) Phase of the reflection coefficient as a function of the grazing angle (for seawater). Phase of
the reflected wave lags the phase of the/incident wave. (From Burrows alld Attwood,S courresy Academic
Press. l/le)

For a rough, perfectly conducting surface, such as the sea, Ament 70 derived the reflection
coefficient as

Po exp [-2k 2hZ sin 2 rJ;]

where po = complex reflection coefficient for a smooth surface
k = 2rr/}.,
~ = wavelength

11 2 = mean-square surface height (mean value of It = 0)
t/J = grazing angle

Experimental data taken over the sea fit this expression well; except for large values of the
rough ness p;rameter [(It sin t/!)IA ~ Itt/!/A > 0.11], where the theory underestimates the experi­
mentalobservations,7t o n

The reflection of electromagnetic waves from the sea may be separated into a coherent and
an ;lIcolrerellt component. 7\ 73 The coherent component has a reflection coefficient whose
amplitude and phase are fixed by a given geometry and sea state. The term" reflection
coefficient" as usually found in the literature is generally that of the coherent component. The
incoherent, or fluctuating, component of a surface-scattered signal is characterized by a
random phase and amplitude. The incoherent component of the forward-scattered signal from
a rough surface behaves differently from the coherent component as a function of roughness. It
increases linearly with increasing surface-roughness parameter (/it/!/A), levels off to a maximum
and then decreases as the inverse square root of the roughness parameter.74

The presence of a reflecting surface affects the measurement of low elevation angles as well
as the radar coverage. When the target elevation angle is less than a beamwidth, the radar
receives both the direct and the ground-reflected waves, and the effective antenna pattern is
altered. The radar sees the image as well as the target. Height-finding radars which measure
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elevation angle of arrival by comparing the amplitudes of the signals received at two differcut 
beam elevation angles (lobe comparison) can give erroneous and an~b iguo~ i s  mcasurenicnts at 
low angles.".75 Elevation errors near the ground may be considerably reduced in magnit~rdc 
and the ambiguities eliminated by surrounding the radar with a metallic fence to remove the 
ground-reflected wave. The fence replaces the ground-reflected wave with a diffracted wave of 
lesser importance. The diffraction fence also removes objectionable grot~rld clutter. 

Tracking radars also are affected at low elevation angles by the ground-reflected wavc 
The tracker might give an erroneous angle measurement just as in tlie case of the height finder, 
or i t  might track the " image" in the ground instead of the trirc tar get. Tile ovcrall cikct on tile 
tracker is somewl~at analogous to "glint" (Sec. 5.5). 

12.3 THE ROUND EARTH J 

In general, the curvature of the earth cannot be neglected when predicting radar coverage. This 
is especially true for coverage at low elevation angles near the i~oriron.  The two regions of 

i 

in terest in radar propagation are the itlto.filr.etlcc region and the rliffj.trc.riorr region. Tlw inter- 
ference, or optical, region is located within line of sight of the radar. The direct and retlccted 
waves interfere to produce a lobed radiation pattern similar to that described for the plane 

Free-space coveroge contour 1 

., , ! Range, nml 

( a )  horizontal polarization 

Figure 12.4 Example of a vertical-plane coverage diagram for (a) horizontal polarization and ( h )  vertical 
polarization. Frequency = 1300 MHz, antenna height = 50 ft, antenna vertical beamwidth = 12" wit11 
beam maximum pointing on the horizon, sea surface with 4 ft wave-height and a free space 
range = 100 nmi. 
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elevation angle of arrival by comparing the amplitudes of the signals received at two different
beam elevation angles (lobe comparison) can give erroneollsandambiguollsmeasurements at
low angles:u5 Elevation errors near the ground may be considerably reduced in magnitude
and the ambiguities eliminated by surrounding the radar with a metallic fence to remove the
ground-reflected wave. The fence replaces the groLlnd-reflected wave with a diffracted wave of
lesser importance. The diffraction fence also r~oves objectionable ground c1uller.

Tracking radars also are affected at low elevation angles hy the ground-relkcted wave.
The tracker might give an erroneous angle measurement just as in the case of the height finder.
or it might track the" image" in the ground instead of the truc largct. The owrall dfcct on the
tracker is somewhat analogous to .. glint" (Sec. 5.5).

12.3 THE ROUND EARTH .J

In general. the curvature of the earth cannot be neglected when predicting radar coverage. This
is especially true for coverage at low elevation angles near the horizon. The two regions of
interest in radar propagation are the illte/.'(e/.'ellce region and the dit/i'actiol/ region. The inter­
ference. or optical. region is located within line of sight of the radar. The direct and rdkcled
waves interfere to produce a lobed radiation pattern similar to Ihat described for the plane
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Figure 12.4 Example ora vertical-plane coverage diagram for (a) horizontal polarization and (b) vertical
polarization. Frequency = 1300 MHz, antenna height = 50 ft, antenna vertical beamwidth = 12° with
heam maximum pointing on the horizon, sea surface with 4 fl wave-height and a free space
range = 100 nmi. .



Free - space coveroge conlour -7 

PROI 'A( ;A. I ' ION 01. '  R A D A R  W A V E S  447 

(b) ver t ica l  po la r iza t ion  

eartli. Lobing. Iiowever. is not as pronounced in the case of the round earth: the minima are 
not as deep nor are the maxima as great since a wave reflected from a curved surface is more 
divergent than one reflected from a plane. The other region of interest is that which lies just 
beyond the interference region below the radar line of sight and is the diffraction. or the 
shadow. region. Here radar signals are rapidly attenuated. Very few microwave radars have 
the capability-of penetrating the diffraction region to any great extent because of the severe 
iosses. 

The effect of the round eartli on radar coverage can be predicted by analytical means for 
tile ideali7ed case of a "smooth" earth of known, uniform properties. There exist in the 
literature the necessary graphs and nomographs wliich simplify the computation of radar 
coverage." Coniputers may be used to perform the calculations and to automatically plot the 
coverage patterns by computer-controlled plotting machines.'' Figure 12.4 illustrates, for a 
particular case. the computed vertical-plane radar coverage patterns for (a) horizontal polari- 
ratio11 and ( 1 7 )  vertical pola1i7atiori. 

Radio and radar waves travel in straight lines in free space. However, electromagnetic waves 
propagating within the earth's atmosphere d o  not travel in straight lines but are generally bent 
o r  refracted. One effect of  refraction is to extend the distance to the horizon, thus increasing 

PROPi\(iATION OF RAUAR WAVES 447

a 5°

.~.

I'

Frpe - space coverage contour -7

/
I'

I
',,~ ,1.

30
0

/~ f'

10°

I
I 1

/ I

'i I I. }/I
;/1 j

I, j, I i/
I / t~

{ /1

.l,~ l-d'_ i
) I'

I

Range, nm,

(b) vertical polarization

Figure 12.4 (COII/i/lllecl)

eart h, Lohing. however. is not as pronounced in the case of the round earth: the minima are
not as deep nor are the maxima as great since a wave reRected from a curved surface is more
divergent than one renected from a plane. The other region of interest is that which lies just
heyond the interference region below the radar line of sight and is the diffraction. or the
shadow. region. Here radar signals are rapidly attenuated. Very few microwave radars have
the capahilit~of penetrating the diffraction region to any great extent because of the severe
losses.

The effect of the round earth on radar coverage can be predicted by analytical means for
the idealized case of a "smooth" earth of known. uniform properties. There exist in the
literature the necessary graphs and nomographs which simplify the computation of radar
coverage. 5 9 Computers may be used to perform the calculations and to automatically plot the
coverage patterns by computer-controlled plotting machines.! 0 Figure 12.4 illustrates, for a
particular case. the computed vertical-plane radar coverage patterns for (a) horizontal polari­
lation and (II) vertical polarization.

12.4 REFRACTION

Radio and radar waves travel in straight lines in free space. However, electromagnetic waves
propagating within the earth's atmosphere do not travel in straight lines but are generally bent
or refracted. One effect of refraction is to extend the distance to the horizon, thus increasing
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Figure 12.5 (a) Extension of the radar \~orizon dtrc to rcfraction of radar wavcs hy thc atrnospl\crc: ( h )  
angular error caused by refraction. 

t h ~  radar coverage (Fig. 12.5~).  Another effect is the introduction of errors in the measurement 

of elevation angle (Fig. 12.5h). Bending, or  refraction, of radar waves in the atmosphere 1s 

caused by the variation with altitude of the velocity of propagation, or the i r ldr~  o f  r.ef~.~rcrrot~. 
defined as the velocity of propagation in free space to  that in the medium in question. 

At microwave frequencies, the index of refraction t i  for air which contains watcr vapor 
isl 1.12 

where p = barometric pressure, mbar (1 mm Hg = 1.3332 mbar) 
e = partial pressure of water 'vapor, mbar 
T = absolute temperature, K 

The parameter N = (n - 1)106 is the "scaled-up" index of refraction and is called refrctctrt~rty. 

I t  is often used in propagation work instead of n because it is a more convenient unit. The 
prime difference between optical and microwave refraction is that water vapor has a negligible 
effect on the former; consequently the second term of Eq. (12.9) may be neglected at optical 
frequencies. Since the barometric pressure p and the water-vapor content e decrease rapidly 
with height, while the temperature T decreases slowly with height, the index of refraction 
normally decreases with increasing altitude. A typical value of the index of refraction near the 
surface of the earth is 1.0003. In a standard atmosphere the index decreases at the rate of about 
4 x 10- 'm- '  ofaltitude. 1 . , , I  , : I  ':,. , .  

The decrease in refractive index1 with altitude means that the velocity of propagation 
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Figure 12.5 {(I) Extension of lhe radar horizon duc to refraction of radar wavcs hy lhc atmosph~r~: (h)
angular error caused by refraction.

thL radar coverage (Fig. 12.5a). Another effect is the introduction of errors in the measurement
of elevation angle (Fig. 12.5h). Bending, or refraction, of radar waves in the atmosphere is
caused by the variation with altitude of the velocity of propagation. or the illdex of I'el;·(/ctioll.
defined as the velocity of propagation in free space to that in the medium in question.

At microwave frequencies. the index of refraction II for air which contains water vapor
is 1 1. 1 2

( ' 1) O~ '- N _ 77.6p 3.73 x 10\'
II - 1 - - ------y- + --yr---

where p = barometric pressure,mbar (1 mm Hg = 1.3332 mbar)
e = partial pressure of water Vapor, mbar
T = absolute temperature, K,_

The parameter N = (n - 1)106 is the" scaled-up" index of refraction and is called reji'£lctit1it y.

It is often used in propagation work instead of n because it is a more convenient unit. The
prime difference between optical and microwave refraction is that water vapor has a negligible
effect on the former; consequently the second term of Eq. (12.9) may be neglected at optical
frequencies. Since the barometric pressure p and the water-vapor content e decrease rapidly
with height, while the temperature T decreases slowly with height, the index of refraction
normally decreases with increasing altitude. A typical value of the index of refraction near the
surface of the earth is 1.0003. In a standard atmosphere the index decreases at the rate of about
4 x 10- 8 m- 1 of altitude. I. ,,f ,:1; ,1; •• • -

The decrease in refractive index! with altitude means that the velocity of propagation
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increases with altitude, cai~sirig radio waves to bend downward. The result is an increase in the 
effective radar range as was illustrated in Fig. 12.5a. (Variations of the refractive index in the 
tiorizontal plarie may also exist, but they d o  not materially alter the bending.) 

Refractio~i of radar waves in the atmosphere is atialogous to bending of light rays by an 
optical prism. The patli of the radar waves through the atmosphere may be plotted using 
ray-tracing techtliqucs, provided the variation of refractive index is known. 

The classical method of accounting for atmospheric refraction in computations is by 
replacing the actual earth of radius a (a = 3440 nautical miles) by an equivalent earth of radius 
ka and by replacing tlie actual atniospliere by a homogeneous atrnospliere in wliicli elcctro- 
magnetic waves propagate in straight lines rather than curved lines (Fig. 12.6). I t  may be 
shown from Snell's law in spherical geotnetry that the value of the factor k by which the earth's 
radius must be multiplied in order to plot tile ray paths as straight lines is 

wlicre dr~/cih is tile ratc of cliange ofrcfractive itidex 11 with he ig l~ t .~  The vertical gradieut of tlic 
refractive index drr/d/r is nornially negative. If it is assumed tliat this gradient is constant with 
height and equal to a value o f  39 x per meter, the value of k is 4. The use of the 4 effective 
earth's radius to account for the refraction of radio waves predates radar and, because of its 
convenience, has been widely used in radio communications, propagation work, and radar.13 
I t  is only an approximation, however, and may not yield correct results i f  precise radar 
measuremetits are desired, as, for example, in a long-range height finder. The term sttrr~dar.ci 
refiactiorl is applied whet1 tlie index of refraction decreases uniformly with altitude in si~cll a 
rnatirier that k = 4 (Ref. 14). 

The distance d to the horizon from a radar at height / I  may be shown from simple 
geometrical cotlsideratiorls to be approximately 

where ka is the effective radius of the earth and h is assumed small compared with a. For k = 8,  
Eq. (12.1 In) reduces to a particularly convenient relationship ifd and It are measured in statute 
miles and feet, respectively. 

I----- d (statute miles) = ,,, 211(ft) (12.1 1h) 

or. f- d (nautical miles) = 1.23 m) (12.11~) 

or. d (km) = 130 ,/-) (12.1 1d) 

Figure 12.6 ( a )  Bending of antenna beam due to refraction by the earth's atmosphere; (h)  shape of beam in 
equivalent-earth representation with radius &a. 

(12.10)
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increases with altitude, causing radio waves to bend downward. The result is an increase in the
effective radar range as was illustrated in Fig. 12.5a. (Variations of the refractive index in the
horizontal plane may also exist, but they do not materially alter the bending.)

Refraction of radar waves in the atmosphere is analogous to bending of light rays by an
optical prism. The path of the radar waves through the atmosphere may be plotted using
ray-tracing techniques, provided the variation of refractive index is known.

The classical method of accounting for atmospheric refraction in computations is by
replacing the actual earth of radius a (a = 3440 nautical miles) by an equivalent earth of radius
ka and by replacing the actual atmosphere by a homogeneous atmosphere in which electro­
magnetic waves propagate in straight lines rather than curved lines (Fig. 12.6). It may be
shown from Snell's law in spherical geometry that the value of the factor k by which the earth's
radius must be multiplied in order to plot the ray paths as straight lines is

k = __---,-I_~
1 + a(dfl/dIr)

where dll/dh is the rate of change of refract ive index n wit h height. 5 The vert ical grad ient of the
refractive index dll/dh is normally negative. Ir it is assumed that this gradient is constant with
height and equal to a value of 39 x 10- 6 per meter, the value of k is j. The use of the 1effective
earth's radius to account for the refraction of radio waves predates radar and, because of its
convenience, has been widely used in radio communications, propagation work, and radar. 13

It is only an approximation, however, and may not yield correct results if precise radar
measurements are desired, as, for example, in a long-range height finder. The term standard
rlFaction is applied when the index of refraction decreases uniformly with altitude in such a
manner that k = 1 (Ref. 14).

The distance d to the horizon from a radar at height II may be shown from simple
geometrical considerations to be approximately

d = J2kalr (12.1Ia)

where ka is the effective radius of the earth and It is assumed small compared with a. For k = t
Eq. (I2.lla) reduces to a particularly convenient relationship if d and Ir are measured in statute
miles and feel, respectively.

---

or,

or,

Radius a
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(12.11h)

(12.llc)
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Figure 12.6 (0) Bending of antenna beam due to refraction by the earth's atmosphere; (h) shape of beam in
equivalent-earth representation with radius ka.
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Equations (12.11) have been used at times as a measure of the line-of-sight coverage of a 
ground-based radar viewing a target at a height h. This may lead to incorrect results in some 
cases since the optical line of sight does not necessarily correspond to the radar line of sight, as 
explained in Sec. 12.6. 

The four-thirds earth approximation has several limitations. It is only an average value 
and should not be used for other than general computational purposes. The correct value ofk 
depends upon meteorological conditions. Bean15.16 found that the average value of k 
measured at an altitude of 1 km varies from 1.25 to 1.45 over the continental United States 
during the month of February and from 1.25 to 1.90 during August. In general, the higher 
values of k occur in the southern part of the country. Burrows and Attwood5 state that k lies 
between f and 4 in arctic climates. 

The use of an effective earth's radius implies that dn/dh is constant with height, or in other 
words, that n decreases linearly with height. This assumption is i n  disagrezmcnt wit11 tlre 
experimentally observed refractive-index structure of the atmosphere at heights above 1 km.' 
The variation of refractivity with altitude is found to be described more nearly by an exponzn- 
tial function of height rather than the linear variation assumed by the 4 earth model or any 
model of constant effective earth's radius. A more appropriate refractivity model is one in 
which the refractivity varies exponentially with height,' 2*17 

where N ,  = refractivity at surface of earth 
h = altitude of target 

h, = altitude of radar. 
c, = In ( N , / N  = a constant which depends upon value of N, and N  the latter being refrac- 

tively at altitude of 1 km 

It is found that the exponential model gives a more accurate determination of the effects of 
atmospheric refraction than does a linear model. 

The use of the correct atmospheric model is quite important in a height-finder radar; 
especially for targets at long r a n g e ~ . l ~ * " * ' ~  Refraction causes the radar rays to bend, resulting 
in an apparent elevation angle different from the true one. In certain radar applications, 
corrections must be made to the radar data to obtain a better estimate of elevation angle, 
range, or height.lg Surface observations of refractivity often suffice for ascertaining the 
effects of r e f r a ~ t i o n . ~ ~ ~ ~  

Refraction is troublesome primarily at low angles of elevation, especially at or near the 
horizon. It can usually be neglected at angles greater than 3 to 5' in most radar applications. 

Although more refined models of atmospheric refraction must be considered where 
precise radar measurements are important, the simplicity of the usual 4 earth approximation 
makes it attractive for rough predictions. 

The above discussion of refraction has been directed primarily to the aircraft target 
located within the lower portion of the atmosphere called the troposphere. Targets such as 
satellites and ballistic missiles operate above both the troposphere and the ionosphere. The 
effects of the entire atmosphere must be considered in such  case^.'^.^^ 

12.5 ANOMALOUS PROPAGATION 

A decrease in atmospheric index of refraction with increasing altitude, as described in the 
previous section, bends the radar rays so as to extend the coverage beyond that expected with 
a uniform atmosphere. If the gradient of the index of refraction is strong enough for the rays to 
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Equations (12.11) have been used at times as a measure of the line-of-sight coverage of a
ground-based radar viewing a target at a height h. This may lead to incorrect results in some
cases since the optical line of sight does not necessarily correspond to the radar line of sight, as
explained in Sec. 12.6.

The four-thirds earth approximation has several limitations. It is only an average value
and should not be used for other than general computational purposes. The correct value of k
depends upon meteorological conditions. Bean 15 .16 found that the average value of k
measured at an altitude of 1 km varies from 1.25 to 1.45 over the continental United States
during the month of February and from 1.25 to 1.90 during August. In general, the higher
values of k occur in the southern part of the country. Burrows and Attwood 5 state that k lies
between ~ and! in arctic climates.

The use of an effective earth's radius implies that dn/dh is constant with height, or in other
words, that" decreases linearly with height. This assumption is in disagr~cd1cnt with tht:
experimentally observed refractive-index structure of the atmosphere at heights above I km. 17

The variation of refractivity with altitude is found to be described more nearly by an exponen­
tial function of height rather than the linear variation assumed by the t earth model or any
model of constant effective earth's radius. A more appropriate refractivity model is one in
which the refractivity varies exponentially with height,12.17

I N = N, exp [-ce(h - hs)] (12.12)

where N, = refractivity at surface of earth
h = altitude of target

h, = altitude of radar
Ce= In (Ns/N 1) = a constant which depends upon value of Ns and N 1> the latter being refrac­

tively at altitude of 1 km

It is found that the exponential model gives a more accurate determination of the effects of
atmospheric refraction than does a linear model.

The use of the correct atmospheric model is quite important in a height-finder radar,'
especially for targets at long ranges. 12 ,17,18 Refraction causes the radar rays to bend, resulting
in an apparent elevation angle different from the true one. In certain radar applications,
corrections must be made to the radar data to obtain a better estimate of elevation angle,
range, or height. 19 Surface observations of refractivity often suffice for ascertaining the
effects of refraction.2Q-22

Refraction is troublesome primarily at low angles of elevation, especially at or near the
horizon. It can usually be neglected at angles greater than 3 to 5° in most radar applications.

Although mo~e refined models of atmospheric refraction must be considered where
precise radar measurements are important, the simplicity of the usual t earth approximation
makes it attractive for rough predictions.

The above discussion of refraction has been directed primarily to the aircraft target
located within the lower portion of the atmosphere called the troposphere. Targets such as
satellites and ballistic missiles operate above both the troposphere and the ionosphere. The
effects of the entire atmosphere must be considered in such cases. 23

.
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12.5 ANOMALOUS PROPAGATION

A decrease in atmospheric index of refraction with increasing altitude, as described in the
previous section, bends the radar rays so as to extend the coverage beyond that expected with
a uniform atmosphere. If the gradient of the index of refraction is strong enough for the rays to



have the same curvature as tlie earth itself, i t  would be possible for initially horizontal rays to 
bend around the surface of the earth. From Eq. 12.10, a gradient dnldh = - 1.57 x m - '  
will make tile effective earth's radius infiriite which allows initially horizontal rays to follow the 
curvati~re of the eartl~. IJnder sucli conditions, the radar range is significantly increased and 
detectiori beyond tlie radar horizon can result. 

l'lie abnormal propagation of electromagnetic waves is called superreji-action, trapping, 
dtrctirrq, or c~r~ott~rrlolts l~roptrgotio~l. According to one d e f i ~ l i t i o n , ~ ~  ttorn~ul atmosplreric refroc- 
riot1 corresponds to the gradient ditldk varying from 0 to -0.787 x l o F 7  m-' ,  or when the 
eflective earth's radius (Eq. 12.10) varies from k = 1 to k = 2. Superrefractiort corresponds to 
dirldh from -0.787 x lo- '  to - 1.57 x m- ' ,  or k = 2 to k = a. Trapping, or ducting, 
occurs when drrldh is greater than - 1.57 x m- ' .  The radar ranges with ducted propaga- 
tion are greatly extended. Holes can also appear in the coverage. If the atmospheric index of 
refraction were to increase, rather than decrease, with increasing height, the rays would curve 
upward and the radar range would be reduced as compared to normal conditions. This is 
called srthrefractiott. Its occurrence is rare. The term anomalous, or nonstandard, propagation 
applies to any of the above propagation conditions other than normal; but it is almost always 
used to describe those conditions where the radar range is extended well beyond normal. 

A superrefracting duct which lies close to the ground is called a ground-based duct, or  a 
surface duct. Over water the surface duct is also called the evaporation duct, since it is the result 
of  water vapor evaporated from the sea. A duct which lies above the surface is called an 
eleuutcd drrct. Surface ducts apparently are more usual than elevated ducts. To  propagate 
energy within the duct, the angle the radar ray makes with the duct should be small, usually 
less than one d e g ~ - e e . ' ~ * ~ ~  Only those radar rays launched nearly parallel to the duct are 
trapped. With a surface-based radar, ducting is limited to low angles of elevation so that the 
chief effect is to extend the surface coverage. 

Since the angle between the radar beam and the duct direction (as defined by the levels of 
constant index of refraction) cannot be greater than about l o  if power is to be coupled into an 
elevated duct, the radar must usually be at an altitude that permits the required shallow 
coupling angles to be achieved. The radar in this case will be more sensitive to targets within 
the duct than those outside it. 

The extension of the radar range within the duct results in a reduction of coverage in 
other directions. The regions with reduced coverage are called radar, or  radio, holes. If, for 
example, the radar range is extended against surface targets by the presence of a surface duct, 
air targets just above the duct that would normally be detected might be missed. 

Atmosfieric ducts are generally of the order of 10 or 20 meters in height, never more than 
perhaps 150 to  200 meters. Propagation within a surface duct is similar to propagation within 
a waveguide with a "leaky top wall." A duct supports only certain modes of propagation and 
does not readily support propagation below a critical wavelength. A simplified approximate 
model of propagation in atmospheric ducts gives the maximum wavelength that can be pro- 
pagated in a surface duct of depth d as2" 

wtiere A,,,, Ah, and d are in the same units. For example, at X band (I,,, = 3 cm), Eq. (12.13) 
predicts that the duct must be at least 10 m thick; at S band ( I  = 10 cm) it must be 22 m; and 
at UHF ( A  = 70 cm), the duct thickness must be at least 80 m thick. (The value of -An/Ah 
was taken as 1.57 x 10- m -  I . )  Since atmospheric ducts are not usually deep, extended range 
propagation is more likely to  be experienced at the higher microwave frequencies than a t  the 
lower frequencies. Unlike standard waveguide propagation, the cutoff wavelength for ducting 
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have the same curvature as the earth itself, it would be possible for initially horizontal rays to
hend around the surface of the earth. From Eq. 12.10, a gradient d1l/dh = -1.57 x 10- 7 m- I

will make the effective earth's radius infinite which allows initially horizontal rays to follow the
curvature of the earth. Under such conditions, the radar range is significantly increased and
detection beyond the radar horizon can result.

The abnormal propagation of electromagnetic waves is called superrefraetio1l, trappi1lg,
duct illY, or allomalollS l'rol'llyllt iml. Accord ing to one definition.25 normal atmospheric refrac­
tioll corresponds to the gradient dll/dlz varying from 0 to -0.787 X 10- 7 m -I. or when the
effective earth's radius (Eq. 12.10) varies from k = 1 to k = 2. Superrefraction corresponds to
dll/dlz from -0.787 x 10- 7 to -1.57 X 10- 7 m- I • or k = 2 to k = 00. Trapping, or dueting.
occurs when dll/dlz is greater than - 1.57 x 10 - 7 m -I. The radar ranges with ducted propaga­
tion are greatly extended. Holes can also appear in the coverage. If the atmospheric index of
refraction were to increase. rather than decrease. with increasing height. the rays would curve
upward and the radar range would be reduced as compared to normal conditions. This is
called suhre(raction. Its occurrence is rare. The term anomalous. or nonstandard. propagation
applies to any of the above propagation conditions other than normal; but it is almost always
used to describe those conditions where the radar range is extended well beyond normal.

A superrefracting duct which lies close to the ground is called a ground-based duct. or a
swface duct. Over water the surface duct is also called the evaporation duct, since it is the result
of water vapor evaporated from the sea. A duct which lies above the surface is called an
elevated duct. Surface ducts apparently are more usual than elevated ducts. To propagate
energy within the duct. the angle the radar ray makes with the duct should be small. usually
less than one degree. 26

•
27 Only those radar rays launched nearly parallel to the duct are

trapped. With a surface-based radar. ducting is limited to low angles of elevation so that the
chief effect is to extend the surface coverage.

Since the angle between the radar beam and the duct direction (as defined by the levels of
constant index of refraction) cannot be greater than about 10 if power is to be coupled into an
elevated duct. the radar must usually be at an altitude that permits the required shallow
coupling angles to be achieved. The radar in this case will be more sensitive to targets within
the duct than those outside it.

The extension of the radar range within the duct results in a reduction of coverage in
other directions. The regions with reduced coverage are called radar, or radio, holes. If, for
example. the radar range is extended against surface targets by the presence of a surface duct,
air targets just above the duct that would normally be detected might be missed.

AtmosPheric ducts are generally of the order of 10 or 20 meters in height, never more than
perhaps 150 to 200 meters. Propagation within a surface duct is similar to propagation within
a waveguide with a " leaky top waiL" A duct supports only certain modes of propagation and
does not readily support propagation below a critical wavelength. A simplified approximate
model of propagation in atmospheric ducts gives the maximum wavelength· that can be pro­
pagated in a surface duct uf depth d as 28

( ~n) 1/2
Am.,. = 2.5 - ~It d3

/
2 (12.13)

where Am.,.' ~It. and d are in the same units. For example, at X band (-l.max = 3 cm), Eq. (12.13)
predicts that the duct must be at least 10 m thick; at S band (A = 10 cm) it must be 22 m; and
at UHF (A. = 70 em), the duct thickness must be at least 80 m thick. (The value of -tJ.n/~h

was taken as 1.57 x 10- 7 m -1.) Since atmospheric ducts are not usually deep, extended range
propagation is more likely to be experienced at the higher microwave frequencies than at the
lower frequencies. Unlike standard waveguide propagation, the cutoff wavelength for ducting
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does not sharply divide the regions of propagation and no propagation, so that radiation 
whose wavelength is several times the "cutoff wavelength" may be affected by tile dirct. 

A duct is produced when the index of refraction decreases with altitude at a rapid rate. if 
file index of refraction [Eq.  (12.9)] is to  decrease with heigllt, 1111: temperature must i~~crcasr: 
and/or the humidity (water-vapor content) must decrease with heigllt. An increase of tempera- 
ture w ~ t h  height is called a trmprratlrre ir~urrsion and occurs when the temperature of tlie sea or 
land surface is appreciably less than that of the air. A temperature inversion, by itself, must be 
very pronounced in order to  produce superrefraction. Water-vapor gradients are more efkc- 
tive than temperature gradients alone; thus superrefraction is usually more prominent over 
oceans, especially in warm climates. 

Ducting occurs when the upper air is exceptionally warm and dry in comparison with the 
air at the surface. There are several meteorological conditions which may lead to the formation 
o f  s~~perrefracting Over land, ducting is usually caused by radiatioaof heat from 
the earth on clear nights, especially in the summer when the ground is moist. The earth loses 
heat. and its surface temperature falls, but there is little or  no change in tlie temperature of the 
upper atmosphere. This leads to  conditions favorable to  ducting, that is, a temperature inver- 
slon at the ground and a sharp decrease in the moisture with height. Therefore, over land 
masses ducting is most noticeable at night and usually disappears during the warmest part of  
the day. 

Another common cause of ducting is the movement of warm dry air, from land, over 
cooler bodies of water. Warm dry air blown out over the cooler sea is cooled at the lowest 
layers and produces a temperature inversion. At the same time, moisture is added from the sea 
to produce a moisture gradient. This form of anomalous propagation over the sea tends to be 
more prominent on the leeward side of land masses. Ducting occurs during either the day or 
night and can last for long periods of time. It is most likely to occur, however, In the late 
afternoon and evening when the warm afternoon air drifts out over the sea." 

Thus the character of ducting is likely to differ over land and sea. Land masses change 
temperature much more quickly thari'does the sea. As a result. there is much more of a diurnal 
variation of  ducting over land than over sea, where it is likely to be more continuous and 
wide~pread .~ '  

. Superrefracting ground ducts may also be produced by the diverging downdraft undcr a 
t l i i~nderstorm.~ '  The relatively cool air which spreads out from tlie base of a thunderstorm 
results in a temperature inversion in the lowest few thousand feet. The moisture gradient is 
also appropriate for the formation of a duct. Duct formation by thunderstorms may not t c  as 
frequent as other ducting mechanisms, but it is of importance since i t  may be used as a means 
o f  detecting the presence of a storm. An operator carefully watching a radar display can dctcct 
the presence of a storm by the sudden increase in the number and range of ground targets. The 
conditions appropriate to thet formation'of a thunderstorm duct are short-lived and have a 
time duration of the order of'perhaps 30 min to  1 h. 

With the exception of thunderstorms, ducting is essentially a fine-weather phenomenon 
As tropical (but not equatorial) climates are noted for their fine weather, it is not sirrprising to 
find the most intense ducting occurring 'in such regions.32 In temperate climates ducting is 
more common in summer than in winter. I t  does not occur when the atmospllere is well nlixcd, 
a condition generally accompanying'poor weather. When it is cold, rough, stormy, rainy, or 
cloudy, the lower atmosphere is well'stii-red' up and propagation is likely to be normal. Both 
rough terrain and high winds tend to'iricrease atmospheric mixing, consequently reducing the 
occurrence of ducting. Radar propagation is normal whenever the upper air is unusually cold 
in comparison with the earth's suiface'.'! - " '  , 
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does not sharply divide the regions of propagation and no propagation, so that radiation
whose wavelength is several times the" cutoff wavelength" may be affected by the duct.

A duct is produced when the index of refraction decreases with altitude at a rapid rate. If
the index of refraction [Eq. (12.9)] is to decrease.with height, the (cmperature must increase
and/or the humidity (water-vapor content) must decrease with height. An increase of tcmpera­
ture with height is cal.led a temperatllre inversion and occurs when the temperature of the sea or
land surface is appreciably less than that of the air. A temperature inversion, by itself, must be
very pronounced in order to produce superrefraction. Water-vapor gradients are more effec­
tive than temperature gradients alone; thus superrefraction is usually more prominent over
oceans, especially in warm climates.

Ducting occurs when the upper air is exceptionally warm and dry in comparison with the
air at the surface. There are several meteorological conditions which may lead to the formation
of supcrrefracting ducts. 3

1.32 Over land, ducting is usually caused by radiatiorVof heat from
the earth on clear nights, especially in the summer when the ground is moist. The earth loses
heat. and its surface temperature falls, but there is little or no change in the temperature of the
upper atmosphere. This leads to conditions favorable to ducting, that is, a temperature inver­
sion at the ground and a sharp decrease in the moisture with height. Therefore, over land
masses ducting is most noticeable at night and usually disappears during the warmest part of
the day.

Another common cause of ducting is the movement of warm dry air, from land, over
cooler bodies of water. Warm dry air blown out over the cooler sea is cooled at the lowest
layers and produces a temperature inversion. At the same time, moisture is added from the sea
to produce a moisture gradient. This form of anomalous propagation over the sea tends to be
more prominent on the leeward side of land masses. Ducting occurs during either the day or
night and can last for long periods of time. It is most likely to occur, however, in the late
afternoon and evening when the warm afternoon air drifts out over the sea ..B

Thus the character of ducting' is likely to differ over land and sea. Land masses change
temperature much more quickly than'does the sea. As a result, there is much more of a diurnal
variation of ducting over land than over sea, where it is likely to be more continuous and
widespread. 32

. Superrefracting ground ducts may also be produced by the diverging downdraft under a
thunderstorm. 3

! The relatively cool air which spreads out from the base of a thunderstorm
results in a temperature inversion in the lowest few thousand feet. The moisture gradient is
also appropriate for the formation of a duct. Duct formation by thunderstorms may not be as
frequent as other ducting mechanisms, but it is of importance since it may be used as a means
of detecting the presence of a storm. An operator carefully watching a radar display can ddcct
the presence of a storm by the sudden inc'rease in the number and range of ground targets. The
conditions appropriate to the' formation I of a thunderstorm duct are short-lived and have a
time duration of the order of'perhaps 30 min to 1 h.

With the exception of thunderstorms, ducting is essentially a fine-weather phenomenon.
As tropical (but not equatorial) climates are noted for their fine weather, it is not surprising to
find the most intense ducting occurring 'in such regions. 32 In temperate climates ducting is
more common in summer than in winter. It does not occur when the atmosphere is well mixed,
a condition generally accompanying'poor weather. When it is cold, rough, stormy, rainy, or
cloudy, the lower atmosphere is weill S'tirred~ up and propagation is likely to be normal. Both
rough terrain and high winds tend to' increase atmospheric mixi,ng, consequently reducing the
occurrence of ducting. Radar propagation is normal whenever the upper air is unusually cold
in comparison with·the earth's surfadC": I "
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Elevatcd ducts. A I I  cxnnlplc of propag;~tion i l l  elevated ducts is foi~nd in tile " tr,adewitid 
regiorl " l>etweeri [lie rnidoccaii. Iiigil-pressure cells and tlie equatorial doldrums. 'I'wo sucli 
tradewir~d areas that have been stildied lie between Brazil and the Ascension islandsz9 and 
t,etween Soutl~err~ Cal i for~~ia  and t iawaii." The tradewind ternperature itlversio~i is usually 
foi~tid over tile caster11 portions of the tropical oceans. In  these regions, tfiere is a slow-sinking 
of high-altitude air (large-scale subsiderice) which meets low-level maritime air flowing toward 
tlie equator. The general sinking of air from high altitudes results in adiabatic heating due to 
conlprcssinn. r r t i t l  ;I decrease i l l  tiioisture contetit. Thus tliis warmer, drier air lies above the 
coolct . 111oist : t i 1  to oducc a tc11llwt.nt1l1.c i~ivc~.sio~i;  i.c.. ; \ I \  iticrc;~se . i l l  t c~ i~pc~ ,n t i~ ro  wit11 
tleiglit. .I'tiis rcsilits in it strong duct along tlie i~iterface of the temperature inversion. In sorne 
c;~scs. ;I st I . ; I ~ ~ I S  c l o ~ ~ d  1;lyer will fo1.111 i ~ t  tile base of tile temperature in~ers ion .~ '  T11t1s tlie duct 
;tltiti~dc call hc idcritificd by tlic licigl~t of tlie cloud tops tliat are suppsesscd by tlic tc~iii~cra- 
turc iriversiorl. Wlieri the temperature inversion occurs below the altitude at which clouds are 
fbrr~ied, a l~azc Ii~ycr it1 the air below t l~e  ternperature inversion can be observed. The altitude 
of [lie tradewi~id duct varies from hundreds of meters at the eastern part of the tropical oceans 
to tiiousands of meters at the western end. Thus, the height gradually rises in going from east 
to west. Tliere is also a general decrease of the refractivity gradients to the west. Off the 
soutlicrn California coast. in (lie vicinity of  San Diego, the boundary between moist and dry 
air is relatively stable and exists at an average altitude of 300 to 500 meters. Since the elevated 
duct is due to meteorological effects there are seasonal, as well as diurnal, variations. The 
optirnunl seasori for duct formation in the tradewind region between Brazil and Ascension 
islarids occurs in N ~ v e r n b e r . ~ ~  I t  has been said, however, that elevated ducts giving rise to 
strong persistent anomalous propagation occur throughout most of the year over at least 
one-third of tile ocea~is .~ '  

To take maximum advantage of propagation in an elevated duct, the radar and target 
slioi~ld he at an altitude tiear tliat of tlie duct. This is found from both theory and measure- 
metlts made by aircraft flying at various altitudes. I t  was noted,jO however, that the propaga- 
tion of  clectrornagrietic energy from antennas well below the duct is greater than would be 
predicted from classical ray theory. One explanation postulated for explaining this 
discreparicy is that energy can be scattered into and out of the elevated duct by irregularities in 
the iridex-of-refractio~i profile. 

Evaporation duct. Tlle evaporation duct that lies just above the surface of the sea is a result of 
tlie water vapor. or liumidity, evaporated from the sea. The air in contact with the sea is 
saturated 14tIi water vapor, wit11 a saturation vapor pressure appropriate to the temperature 
o f  t l ~ e  sea s i~rface . '~  The air several meters above the sea is not usually saturated so there will 
be a gradual decrease in water vapor pressure from the surface value to the ambient value well 
above tlie surface. The decrease in water vapor pressure is approximately logarithmic, which 
contributes a logarithmic decreasing term to  the index of refraction. 

The evaporation duct exists over the ocean, to some degree, almost all of the time. The 
lieigl~t of the duct, which is usually within the range from 6 to 30 m, varies with the geographic 
location. season, time of  day, and the wind speed. In the North Sea the mean duct thickness is 
about 6 m while in tropical regions it is of the order 10 to  15 m.34 In the North Atlantic at 
Weather Ship D (44"N, 41°W)  the median value ofduct thickness (half the ducts have thickness 
of lesser value) is I0 m in the summer and 30 m in the winter.35 In the area offshore of San Diego, 
the medium value of the duct thickness as calculated from 5 years of meteorological data is 
6 rtl. and a similar calct~latio~i for the Mediterranean Sea is 10 m.36 Measurements made in the 
Atla~itic tradewind area ofT of Antigua showed ducts averaging 6 to 15 m in height.j7 Tlie 
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Elel'ated ducts. An example of propagation in elevated ducts is found in thc .. tradcwind
region" between the midocean. high-prcssure cells and the equatorial doldrums. Two such
tradewind areas that have becn studicd lie between Brazil and the Ascension Islands 29 and
betwccn Southcrn California and lIawaii."'o The tradewind temperature inversion is usual1y
found over the eastern portions of the tropical oceans. In these regions, there is a slow-sinking
of high-altitude air (large-scale subsidence) which meets low-level maritime air flowing toward
the equator. The general sinking of air from high altitudes results in adiabatic heating due to
compression. and a decreasc in moisture content. Thus this warmer, drier air lies above the
coolet. Illoist ail 10 plOduce a Icmperature inversion; i.e., lUI increase.ill tcmperature with
height. This results in a strong duct along the interface of the temperature inversion. In some
cases. a stratus cloud layer will form at the base of the temperature inversion. 27 Thus the duct
altitude can bc identified by thc height of the cloud tops that arc suppresscd by the tcmpcra­
turc inversion, Whcn the temperature inversion occurs below the altitude at which clouds are
formed. a hazc layer in the air below the temperature inversion can be observed. Thc altitude
of the tradewind duct varies from hundreds of meters at the eastern part of the tropical oceans
to thousands of meters at the western end. Thus, the height gradually rises in going from east
to v.'est, There is also a general decrease of the refractivity gradients to the west. Off the
southern California coast. in the vicinity of San Diego, the boundary between moist and dry
air is relatively stable and exists at an average altitude of 300 to 500 meters. Since the elevated
duct is due to meteorological effects there are seasonal, as well as diurnal, variations. The
optimum season for duct formation in the tradewind region between Brazil and Ascension
Islands occurs in November. 29 It has been said, however, that elevated ducts giving rise to
strong persistent anomalous propagation occur throughout most of the year over at least
one-third of the oceans. 27

To take maximum advantage of propagation in an elevated duct, the radar and target
should be at an altitude ncar that of the duct. This is found from both theory and measure­
mcnts made by aircraft Oying at various altitudes. It was noted,30 however, that the propaga­
tion of electromagnetic energy from antennas wel1 below the duct is greater than would be
pred ictcd from c1assica I ray theory. One explanation postulated for explaining this
discrepancy is that energy can be scattered into and out of the elevated duct by irregularities in
the index-of-refraction profile.

El'aporation ducl. The evaporation duct that lies just above the surface of the sea is a result of
the water vapor, or humidity. evaporated from the sea. The air in contact with the sea is
saturated \~th water vapor, with a saturation vapor pressure appropriate to the temperature
of the sea surface. 34 The air several meters above the sea is not usually saturated so there will
be a gradual decrease in water vapor pressure from the surface value to the ambient value well
above the surface. The decrease in water vapor pressure is approximately logarithmic, which
contributes a logarithmic decreasing term to the index of refraction.

The evaporation duct exists over the ocean, to some degree, almost all of the time. The
height of the duct, which is usually within the range from 6 to 30 m, varies with the geographic
location. season, time of day, and the wind speed. In the North Sea the mean duct thickness is
about 6 m while in tropical regions it is of the order 10 to 15 m. 34 In the North Atlantic at
Weather Ship D (44°N, 4. OW) the median value ofduct thickness (half the ducts have thickness
of lesser value) is 10 m in the summer and 30 m in the winter. 35 In the area offshore ofSan Diego,
the medium value of the duct thickness as calculated from 5 years of meteorological data is
6 111. and a similar calculation for the Mediterranean Sea is 10 m.36 Measurements made in the
Atlantic tradewind area off of Antigua showed ducts averaging 6 to 15 m in height. 37 The
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liciglit and strength of the duct was found to vary with wind speed. St rongcr winds gcricrally 
resulted in stronger signals and lower attentlation rates. Wind speeds from 8 to  15 knots 
produced ii low, moderately strong duct, and winds from 20 to 30 knots produced a higher, 
but weaker duct. Passing squalls and rain showers did not wipe 0111 the duct or  decrease 
the propagated signals. 

The thicker the duct. the lower the frcqircncy that can be propagated. as can'be seen I'rom 
Eq. (12.13). Tliirs tlic lower microwave frequencies (below L band) are not irsually strongly 
affccted by the evaporation duct. Thc ilppcr freqi~ency limit for di~cting is determined by the 
increased attentlation dire to rouglincss of the sea and by absorption of clt'ctromagne!ic cncrgy 
in the vicinity of tlie water vapor resonance at 22 GHr.  Tli i~s there is probably an nptinium 
frequency for tlie i~tilization of ductcd propagation. In a dirct with i ' c~r lq ) l i ~ t c  trapping of the 
elcctromagnctic energy. tlic cylindrical spreading of tlic energy rndiatcc' by a poillt source 
rcsiilts in the power density decreasing as R - '. where R = range, instead of R - as wit 11 free 

3 .  
space propagation. Tlie cncrgy is seldom completely trapped, howcvcr, and there IS attenua- 
tion dire to tlic leaking of energy from tlie upper surface of the duct as well as by scattering and 
absorption. Energy is also scattered out of the duct because of a rough sea s i ~ r f a c e . ~ ~  I t  has 
been foiind cxperimcntally" that S-band radiation (10 cm wavclcngtl.1) is only partially 
trapped by the evaporation duct, with attcnuation rates averaging about 0.85 dB/nmi. Gcn- 
erally, there is lcss attenuation at ' S  band the liiglicr tlic radar antenna or  tlie target 
a l t i t i ~ d c . ~ ~ ~ ~ '  At  S band (3 cm wavelength). the coupling to the dirct is stronger and the 
average (one-way) attenuation wits reported as 0.45 dR/11mi.'~ Unlike S band. the atteniration 
at A' band was lcss at low antenna,and target Iicights (3 to 5 m). giving stronger signals and 
greater ranges than antennas and targets at Iiciglits up to 30 m;  wliich is a firrtlicr indication of 
effective trapping at thc higlicr frcqucncies. 

It was observed that with a large cnougl~ duct more than one mode can be propagated 
and there can be more than one antcnna liciglit suitable for low-loss propagation. For 

one set of ?(-band data sliowcd tlie minimum attenuation to occirr with an antcnna 
height of 2 m. Increasing tlic antcnna height incrcrtscd tlie loss to a maximum at about 10 m 
height. Further increase of I~eight decreased the attcnuation until a secondary minimi~m was 
obtained at 20 m height, after which the attciiuation again increased (at least to  a liciglit of  
30 m). O n  a ship i t  might not be practical to site a radar antenna 2 m over the sea. Instead i t  
might be sited at 20 m Iieiglit. with the slightly grcatcr loss being a price to pay for thc 
convenience of the higher antenna location. Tlie above values apply to a particular cxpcrimetit 

$ 

in a particular location. Hence. the optimum antcnna heights might vary. 
Theoretical models of propagation in evaporation ducts confirm tlic gcncral experimental 

observations presented above.I7 When multiple modes of propagation arc trnppcd in thc i!t~cl. 
theory predicts considerable signal fades due to interference between tlie several modes. Fades 
can be of the order o f  70 dB. In one example. it  was shown that the fading is strongly 
dependent on tlie radar and the target heights, and that for centimeter wavclcngtlls tlic lading 
occurs at intervals of from two to three miles. 

Tlie lieight of the evaporation duct. from wliich the propagation conditions can bc in- 
ferred, can be readily calculated from measurements of the surface water tem pcrat ure and, at 
some convenient height, the air temperature, relative humidity, and wind ~peed.~"TIiese four 
measurements have been found sufficient for the description of ducting conditions. 

The above has been concerned withrpropagation beyond the normal horizon. Within the 
horizon, the refractive'effects of the 'duct can lead to  a modification of the normal lobing 
pattern caused by the interference of theldirect ray and the surface-reflected ray. The  relative 
phase between the direct and reflected rays can be different in the presence of the duct, and 
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height and strength of the duct was found to vary with wind speed. Stronger winds generally
resulted in stronger signals and lower attenuation rates. Wind speeds from 8 to 15 knots
produced a low, moderately strong duct, and winds from 20 to 30 knols product'd a higher,
but weaker duct. Passing squalls and rain showers did not wipe oul the duct or decrease
the propagated signals.

The thicker the duct, the lower the frequency that can he propagated, as can be seen from
Eq. (12.IJ). Thus the lower microwave frequencies (below L band) arc not usually strongly
affected by the evaporation duct. The upper frequency limit for ducting is determined by the
increased attenuation due to roughness of the sea and hy ahsorption of ekctromagne~icenergy
in the vicinity of thc water vapor resonance at 22 G Hz. Thus therc is probably an nptintllm
frequcncy for the utilization of ducted propagation. In a duct with ('(lI/lI'Il't( tlapping of the
electromagnetic energy. the cylindrical spreading of the energy radiatd hy a poi'll source
results in the power density decreasing as R - I, where R = range. instead of R 1 as with free
space propagation. The energy is seldom completely trapped. however. and thete is attenua­
tion due to the leaking of energy from the upper surface of the duct as well as by scattering and
absorption. Energy is also scattered out of the duct because of a rough sea surface. 76 Il has
heen found experimentallyJ7 that S-hand radiation (10 em wavelength) is only partially
trapped by the evaporation duct. with attenuation rates avcraging ahout O.H5 d B/nmi. Gen­
erally, there is less attenuation at,S band the higher the radar antenna or the target
altitude. 36.J7 At X hand (J cm wavelength). thc coupling to the duct is stronger and the
average (one-way) attenuation was reported as 0.45 dB/nmi.J7 Unlike S band. the attenuation
at X band was less at low antenna and target heights (J to 5 m). giving stronger signals and
greater ranges than antennas and targets at heights up to 30 m: which is a further indication of
effective trapping at the higher frequencies.

It was observed that with a large enough duct more than one mode can he propagated
and there can be more than one antenna height suitahle for low-loss propagation. For
example.37 one set of X-band data showed the minimum attenuation to occur with an antenna
height of 2 m. Increasing the antenna height increased the loss to a maximum at about 10 m
height. Further increase of height decreased the attenuation until a secondary minimum was
obtained at 20 m height. after which thc attcnuation again increased (at least to a height of
30 m), On a ship it might not he practical to site a radar antenna 2 m over the sea. Instead it
might be sited at 20 m height. with the slightly greater loss heing a price to pay ror the
convenience of the higher antenna location. The above values apply to a particular experiment
in a particular location. Hence. the optimum antenna heights might vary.

Theoretical models of propagation in evaporation ducts confirm the genaal experimental
ohservations presented above. 77 When multiple modes of propagation an; trapped in the duct.
theory predicts considerable signal fades due to interference between the several modes. Fades
can be of the order of 20 dB, In one example. it was shown that the fading is strongly
dependent on the radar and the target heights, and that for centimeter wavelengths the fading
occurs at intervals of from two to three miles.

The height of the evaporation duct. from which the propagation conditions can he in­
ferred, can be readily calculated from measurements of the surface water temperature and. at
some convenient height. the airtemp·erature. relative humidity, and wind speed.?!! These four
measurements have been found suffiCient for the description of ducting conditions.

The above has been concerned with 'propagation beyond the normal horizon. Within the
horizon, the refractive' effects of the 'duct can lead to a modification of the normal lobing
pattern caused by the interference of the~direct ray and the surface-reflected ray. The relative
phase between the direct and reflected rays can be dilTerent in the presence of the duct. and
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focusing can change the re!ative amplitltdes of the two components. The focusing effect can 
eyen cause the arnplitude of the surf;ice-reflected ray to sometimes exceed that of the direct 
ray.JR Tlie effect of tlie duct on the title-of-siglit propagation is to reduce the angle of the lowest 
lobe, br-ingtng i t  closer to tlie surface. 

Consequences of ducted propagation. Although both the elevated and the surface (evaporation) 
duct can result in extended radar ranges, tlie consequences of their presence are often bad 
rattier tlian good. Tlie presence of extended ranges cannot always be predicted in advance. 
Furtlierniore. tiley cannot be depended upon. Tlie extension of range along some propagation 
paths means a decrease of range along others, or radio holes. These lioles in the coverage can 
seriously affect airborne surveillance radars as well as ground-based and ship-borne radars. 
Tlie extetided ranges during ducting conditions mean that ground clutter is likely to be present 
at lotigcr ranges. 'Tliis cat1 pitt a severe burden on some MTI radars that are designed on the 
assillnptiori tliat clirtter will not appear beyond a certain range. This will be particularly bad 
wi th  radars wliich cannot cancel second-time-around clutter, such as those with pulse-to-pulse 
staggered pulse repetitioti frequencies or those which use tnagtietroti transmitters with random 
startirig pliase pitlse to pulse. Tlie accuracy of precision range measuring systems that utilize 
pliase mensurements, as i n  the Tellurorneter (Sec. 3.5), also can be amected by the evaporation 
dact." On the positive side, the evaporation duct, when used with a properly sited antenna, 
car1 provide extended range against surface targets or low-flying aircraft considerably beyond 
tliat wliich would be expected from a uniform atmosphere. 

Prediction of refractive effects. The effect of atmospheric refraction on electromagnetic propa- 
gation can be determined from a knowledge of the variation of index of refraction with altitude 
over tlie path of propagation. From profiles of index of refraction, classical ray tracingz8 can 
be applied to determine how the rays propagate. Generally, i t  is reasonable to assume that the 
properties of the atmosphere vary only with height. This assumption is made to simplify the 
coniputations. One of thr: most accurate methods for obtaining the atmospheric profile of 
tlie index of refraction is with an airborne microwave r e f r a c t ~ m e t e r . ~ ~ ' ~ '  In one version,39 two 
precision microwave transmission cavities are employed, one of which is open to collect a 
saniple of the atmospliere. The other is hermetically sealed and acts as a reference. The two 
caviticg arc fed by tlie same microwave source which is swept in frequency. The measured 
difference in the resonant frequencies of the two cavities is due to the different dielectric 
properties (or index of refraction) of ttie gases within the two cavities. This frequency difference 
can be calibfared in terms of the index of refraction of the atmosphere in the sampling cavity. 
Although the airborne refractotneter may give excellent data on the variation or the index of 
refrnctioti, i t  is riot always suitable for Inany applications since i t  requires an aircraft or 
lielicopter 

The index of refraction profile can also be determined by measuring the pressure, temper- 
ature. arid humidity as a function of altitude and using Eq. (12.9) to compute the refrac- 
t i v i t y .  The radiosonde is a balloon-borne package of instruments for obtaining such 
~ n e a s u r e m e n t s . ~ ~  Tlie data is telemetered back to the ground. One drawback of the radiosonde 
is that i t  is generally a slow-response instrument, and is not always able to  detect with 
stlrficietit accuracy tlie significant refractive index gradients needed for obtaining an accurate 
description or the ray patlls. 

i n  some applicatioris a complete ray trace is not necessary; instead, only the amount by 
which tlie rays are bent might be desired, or the error in elevation angle which occurs. A 
correctioti to tile measured elevation angle can be made using only the value of the index of 
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focusing can change the relative amplitudes of the two components. The focusing effect can
even cause the amplitude of thc surface-rellected ray to sometimes exceed that of the direct
ray.,'!l The effect of the duct on the linc-of-sight propagation is to reduce the angle of the lowest
lobe. bringing it closer to the surface.

Consequences of dueted propagation. Although both the elevated and the surface (evaporation)
duct can result in extended radar ranges. the consequences of their presence are often bad
rather than good. The presence of extended ranges cannot always be predicted in advance.
Furt hcrmore. they cannot be depended upon. The extension of range along some propagation
paths means a decrease of range along others. or radio holes. These holes in the coverage can
seriously affect airborne surveillance radars as well as ground-based and ship-borne radars.
The extended ranges during ducting conditions mean that ground clutter is likely to be present
at longer ranges. This can put a severe burden on some MTI radars that are designed on the
assumption that clutter will not appear beyond a certain range. This will be particularly bad
with radars which cannot cancel second-time-around clutter. such as those with pulse-to-pulse
staggered pulse repetition frequencies or those which use magnetron transmitters with random
starting phase pulse to pulse. The accuracy of precision range measuring systems that utilize
phase measurements. as in the Tellurometer (Sec. 3.5). also can be affected by the evaporation
dtICt. JR On the positive side. the evaporation duct, when used with a properly sited antenna,
can provide extended range against surface targets or low-llying aircraft considerably beyond
that \vhich would be expected from a uniform atmosphere.

Prediction of refractive effects. The effect of atmospheric refraction on electromagnetic propa­
gation can be determined from a knowledge of the variation of index of refraction with altitude
over the path of propag~tion. From profiles of index of refraction. classical ray tracing2B can
be applied to determine how the rays propagate. Generally, it is reasonable to assume that the
properties of the atmosphere vary only with height. This assumption is made to simplify the
computations. One of the most accurate methods for obtaining the atmospheric profile of
the index of refraction is with an airborne microwave refractometer.40

.41 In one version,39 two
precision microwave transmission cavities are employed, one of which is open to collect a
sample of the atmosphere. The other is hermetically sealed and acts as a reference. The two
cavities arc fed hy the seune microwave source which is swept in frequency. The measured
difference in the resonant frequencies of the two cavities is due to the different dielectric
properties (or index of refraction) of the gases within the two cavities. This frequency difference
can be calibfilted in terms of the index of refraction of the atmosphere in the sampling cavity.
Although the airborne refractometer may give excellent data on the variation of the index of
refraction. it is not always suitable for many applications since it requires an aircraft or
helicopter.

The index of refraction profile can also be determined by measuring the pressure, temper­
ature. and humidity as a function of altitude and using Eq. (12.9) to compute the refrac­
tivity. The radiosonde is a balloon-borne package of instruments for obtaining such
measurements.40 The data is telemetered back to the ground. One drawback of the radiosonde
is that it is generally a slow-response instrument, and is not always able to detect with
surtlcient accuracy the significant refractive index gradients needed for obtaining an accurate
description of the ray paths.

In some applications a complete ray trace is not necessary; instead, only the amount by
which the rays are bent might be desired, or the error in elevation angle which occurs. A
correction to the measured elevation angle can be made using only the value of the index of
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refraction at the surface,20." obtained with either a microwave refractometer or from meteor- 
ological measurements of temperature, pressure, and humidity. An improvement to the eleva- 
tion angle correction can be had by making a measurement of the brightness temperature of 
the atmosphere with a microwave radiometer, along with a surface refractive-index 
rneas i~rernent .~~ Since refractive bending and radiometric bright ness-temperat i ~ r c  measure- 
ments both depend on the atmospheric profile, the use of the radiometer provides information 
that aids in the correction of elevation angle. It has been estimated that the brightness- 
temperature measurement made with a radiometer operating near the water vapor absorption 
line of 22 GHz, along with a measurement ofsurface refractivity, can result in an improvcrnent 
in angle accuracy of almost 50 percent 'as co~npared with a surface refractivity mcasurcmcnt 
alone.22 The ground-based microwave radiometer can also be used to provide a correction for 
the error in time delay introduced by the atmosphere, by making briglitness-temperal~~re 
measitrements near the 22-GHz water vapor absorption line and the ~O-CHL absorption line 
of oxygen." J 

I f  no other information is available, a correction for the elevation angle can be had on the 
basis of the yearly statistics of the meteorological data that enters into Eq. (12.9) for determin- 
ing the index of re f ra~t ion . '~  

I t  is possible to automate, by means of a computer, the necessary calculations for deter- 
mining the refractive effects of the atmosphere on the coverage of the radar. Such computa- 
tions could be made at the radar site to provide the operator with the information needed to 
know how a radar is affected by the natural environment. One implementation for naval 
application, known as IREPS (Integrated Refraction Effects Prediction System), uses a mini- 
computer and interactive graphic display terminal to provide ( 1 )  plots of refractivity as a 
function of altitude (which indicate the location of ducts); (2) a plain language narrative 
description of the propagation effects that can be expected over surface-to-surface, surhce-to- 
air, and air-to-air paths; (3) vertical coverage diagrams for specific equipments; (4) display of 
path loss with range; and (5) a ray-trace used primarily to assess the performance of airborne 
systern~.'~." Input data for IREPS can be obtained from balloon-borne radiosonde measitrc- 
ments of upper air temperature, pressure, and humidity. Alternatively, an aircraft-bornt: 
microwave refractometer can be used. Inputs are obtained from surface meteorological 
measurements made on board the ship on which the IREPS is located. When no other input 
data is available, the IREPS utilizes a stored library of historic refractivity and clinlatology 
statistics as a function of the latitude, longitude, season, and time of day. When historic data 
is used the output is a prediction of propagation performance in probabilistic terms. Also 
stored are the necessary system parameters for the various electromagnetic systems whose 
predicted propagation performance is desired. 

12.6 DIFFRACTION 

In free space, electromagnetic waves travel in straight lines. In the earth's atmosphere, radar 
waves can propagate beyond the geometrical horizon by refraction. Another mechanism that 
permits radar coverage to  be extended beyond the geometrical horizon is djffractio,~. Radar 
waves are diffracted around the curved earth in the same manner that light is diffracted by a 
straight edge. The ability of electromagnetic waves to  propagate around the earth's curvature 
by diffraction depends upon the frequency, or  more precisely, upon the size of the object 
compared with the wavelength. The lower the frequency, the more the wave is diffracted. The 
mechanism of diffraction is especially important at very low frequencies (VLF) where it 
provides world-wide communications. However, at radar frequencies the wavelength is small 
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refraction at the surface,20.21 obtained with either a microwave refractometer or from meteor­
ological measurements of temperature, pressure, and humidity. An improvement to the eleva­
tion angle correction can be had by making a measurement of the brightness temperature of
the atmosphere with a microwave radiometer, along with a surface refractive-index
measurement. 22 Since refractive bending and radiometric brightness-temperature measure­
ments both depend on the atmospheric profile, the use of the radiometer provides information
that aids in the correction of elevation angle. It has been estimated that the brightness­
temperature measurement made with a radiometer operating near the water vapor absorption
line of 22 G Hz, along with a measurement of surface refractivity, can result in an improvement
in angle accuracy of almost 50 percent 'as compared with a surface refractivity measurement
alone. 22 The ground-based microwave radiometer can also be used to provide a correction for
the error in time delay introduced by the atmosphere, hy making hrightness-temperature
measurements near the 22-G Hz water vapor absorption line and the 60-G Hz a3sorption line
of oxygen.42

If no other information is available, a correction for the elevation angle can be had on the
hasis of the yearly statistics of the meteorological data that enters into Eq. (12.9) for determin­
ing the index of refract ion. 22

It is possible to automate, by means of a computer, the necessary calculations for deter­
mining the refractive effects of the atmosphere on the coverage of the radar. Such computa­
tions could be made at the radar site to provide the operator with the information needed to
know how a radar is affected by the natural environment. One implementation for naval
application, known as IREPS (lntegrated Refraction Effects Prediction System), uses a mini­
computer and interactive graphic display terminal to provide (I) plots of refractivity as a
function of altitude (which indicate the location of ducts); (2) a plain language narrative
description of the propagation effects that can be expected over surface-to-surface, surface-to­
air, and air-to-air paths; (3) vertical coverage diagrams for specific equipments; (4) display of
path loss with range; and (5) a ray-trace used primarily to assess the performance of airborne
systems.79

.
110 Input data for IREPS can be obtained from balloon-borne radiosonde measure­

ments of upper air temperature, pressure. and humidity. Alternatively, an aircraft-horne
microwave refractometer can be used. Inputs are obtained from surface meteorological
measurements made on board the ship on which the IREPS is located. When no other input
data is available, the IREPS utilizes a stored library of historic refractivity and climatology
statistics as a function of the latitude, longitude, season, and time of day. When historic data
is used the output is a prediction of propagation performance in probabilistic terms. Also
stored are the necessary system parameters for the various electromagnetic systems whose
predicted propagation performance is desired.

12.6 DIFFRACTION

In free space, electromagnetic waves travel in straight lines. In the earth's atmosphere, radar
waves can propagate beyond the geometrical horizon by refraction. Another mechanism that
permits radar coverage to be extended beyond the geometrical horizon is dUfractioll. Radar
waves are diffracted around the curved earth in the same manner that light is diffracted by a
straight edge. The ability of electromagnetic waves to propagate around the earth's curvature
by diffraction depends upon the frequency, or more precisely, upon the size of the object
compared with the wavelength. The lower the frequency, the mOre the wave is diffracted. The
mechanism of diffraction is especially importan~ at very low frequencies (VLF) where it
provides world-wide communications. However, at radar frequencies the wavelength is small



PROPAGATlON OF RADAR WAVES 457 

cornpa1 cd with tlic cat tli's dinic~isions arid little energy is diffracted. I'llus radar coverage 
cannot he extended nit~cli bcyo~id tlie l i~ie of siglit by this niechatiism. 

1,'igrlrc 12 7 is ;I plot of  (lie clcct~ ic liclti stlctigtli (relative lo free sl,;tcc) at the target ;IS a 
furlctiorl of the distarlce from t11e trarisrnitti~ig antenna. Botli the radar antenna and the target 
arc assunled to he ; ~ t  a fixed liciglit (100 n~ it1 tliis exan~ple).  Tllc cornputed curves apply to 
propagatio~i over an  ide:1li7cd s~iiootli eartli iri the absence of a11 atmospiiere. The line of  siglit 
is tlic straiglit-titie dist,ince betweeti radar and target that is just tangent to the surface of tlie 
earth. The distarice between radar and target along the line of sight is 

ri,, = J ~ k ~ l h ,  t JZ& (12.14) 

wliere 11,.  11, = lieiglits of radar antenna and target, respectively 
tr = eartli's radius 
k = factor discussed in Sec. 12.4, accounting for refraction due to a uniform gra- 

dient of refractivity 

-2) 

. Tlie point of tangency of tlie line of sight with the earth is tlie geoint.tr.ical, or optical, / r o i . i : o r i .  
A t  optical frequcticies ( A  2 0) the field strength within the interference region (tliat is, 

l~etwceti tlie radar arid tlie geometrical horizon) is essentially the same as in free space. Tile 
field docs (lot ~wrictr;ite beyorid tlie Iiorizori. Thus, for optical freqi~ericies o r  very sliort radar 

Figure 12.7 Theoretical field strength (relative to free-space field strength) as a function of the distance 
from the transmitting antenna. Vertical polarization, h, = h, = 100 m, k = 1, ground conductivity = 
10- mlio/rn, dielectric corlstatit = 4. (Alier B ~ o r o \ ~ s  N I I ~  A t t w o ~ d . ~  colrrrrsy Acadtwic Press. lac.) 
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compared with the carth's dimcnsions and littlc cnergy is diffracted. Thus radar covcragc
cannot he extendcd much beyond the line of sight by this mechanism.

Figure 12.7 is a plot of the electric field strength (relative to free space) at the target as a
function of the distance from the transmitting antenna. Both the radar antenna and the target
arc assumcd to hc at a fixed height (100 III in this example). The computed curves apply to
propagation ovcr an idealized smooth carth in the absence of an atmosphcre. The linc of sight
is thc straight-line distance nctween radar and target that isjust tangent to the surface of the
earth. The distance between radar and target along the line of sight is

do = /2kah, + /2ka"z (12.14)

where "1' "z = heights of radar antenna and target. respectively
a = earth's radius
k = factor discussed in Sec. 12.4, accounting for refraction due to a uniform gra­

dient of refractivity

The point of tangency of the line of sight with the earth is the geometrical, or optical, IIori:::oll.

At optical frequencies () :::::: 0) the field strength within the interference region (that is,
between the radar and the geometrical horizon) is essentially the same as in free space. The
field docs not penctrate heyond the horizon. Thus, for optical frequencies or very short radar
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Figure 12.7 Theoretical field strength (relative to free-space field strength) as a function of the distance
from the transmitting antenna. Vertical polarization, II" = h, = 100 m, k = I, ground conductivity =
10- 2 mho/m. dielectric constant = 4. (Afier B!I"~ows alld Attwood,S cOllrtesy Academic Press. fllc.)
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wavelengths, the geometrical horizon represents the approximate boundary between the re- 
gions of propagation and no propagation. As the frequency decreases (increasing wavelength), 
Fig. 12.7 indicates that more and more energy propagates beyond the geometrical horiron. 
However, the field strength at, and just within, the geometrical h o r i ~ o n  decreases with decreas- 
ing frequency. 

It is concluded that if low-altitude radar coverage is desired beyond the geometrical 
horizon in the diffraction region, the frequency should be as low as possible. If, on the other 
hand, low-altitude coverage is to be optimized within the interference region and if there is no 
concern for coverage beyond the horizon, the radar frequency should be as high as possible. 
(This assumes the absence of ducting.) 

The formula for the distance along the line of sight [Eq. (12.14)] should not be used as a 
measure of the radar coverage without some reservation. Figure 12.7 shows that a target 
located at the geometrical horizon is not in free space but is definitely within the diffraction 
region of the radar. The field strength for a target on the radar line of sight might vary from 10 
to 30 dB below that in free space.43 The loss of signal strength in the diffraction region can be 
quite high. At a frequency of 500 MHz, the one-way propagation loss is roughly 1 dB/mi at 
low altitudes. It can be even greater at  higher frequencies. Therefore, to penetrate 10 miles 
within the diffraction region, the radar power at 500 M H z  must be increased by at least 20 dB  
over that required for free-space propagation. 

The decrease in radar coverage due to  the attenuation of electromagnetic energy in the 
diffraction region is illustrated by Fig. 12.8 for a radar operating at a frequency of 500 MHz. 
These curves are theoretical contours of constant radar coverage. The radar height is assumed 
to be 200 ft above the curved earth. Curve 1 represents the locus of the geometrical line of sight 
as defined by Eq. (12.14) for k = 4. Curve 2 is the constant signal contour in the diffraction 
region for a signal strength equal to the free-space signal that would be received from a range 
of approximately 220 nautical miles; that is, if the radar is to  detect a target that lies along this 
contour, it must be capable of detecting the same target in free space at a range of 220 nautical 
miles. If the target were at an  altitude of 200 ft, the rnaxinl~in detection range would be 
reduced from 220 to  about 35 nautical miles. Curves 3,4,  and 5 are similar to curve 2, except 
that they apply to  a free-space signal of 110, 55, and 27.5 nautical miles, respectively. Curve 6 

Figure 12.8 Contours of "radar 
coverage" for radar height of 200 ft 
above curved earth. (1) Geometrical 
line-of-sight contour for k = 3; (2)  
constant-radar-signal contour in the 
diffraction region, assuming a radar 
capable of a free-space range of 220 
nrni, vertical polarization, seawater, 
k = j,f= 500 MHz; (3) same as (2), 
but for 110 nrni free-space range; 
(4) same as (2). but for 55 nmi free- 
space range; (5) same as (2), but for 
27.5 nrni free-space range; (6)contour 
defining start of diffraction region. 
(Courtesy Proc. IRE.) 
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wavelengths, the geometrical horizon represents the approximate boundary between the re­
gions of propagation and no propagation. As the frequency decreases (increasing wavelength),
Fig. 12.7 indicates that more and more energy propagates beyond the geometrical horizon.
However, the field strength at, and just within, the geometrical horizon decreases with decreas­
ing frequency.

It is concluded that if low-altitude radar coverage is desired beyond the geometrical
horizon in the diffraction region, the frequency should be as low as possible. If, on the other
hand, low-altitude coverage is to be optimized within the interference region and if there is no
concern for coverage beyond the horizon, the radar frequency should be as high as possible.
(This assumes the absence ofducting.)

The formula for the distance along the line of sight [Eq. (12.14)] should not be used as a
measure of the radar coverage without some reservation. Figure 12.7 shows that a target
located at the geometrical horizon is not in free space but is definitely within Ule diffraction
region of the ra~ar. The field strength for a target on the radar line of sight might vary from 10
to 30 dB below that in free space.43 The loss of signal strength in the diffraction region can be
quite high. At a frequency of 500 MHz, the one-way propagation loss is roughly 1 d B/mi at
low altitudes. It can be even greater at higher frequencies. Therefore, to penetrate 10 miles
within the diffraction region, the radar power at 500 MHz must be increased by at least 20 dB
over that required for free-space propagation.

The decrease in radar coverage due to the attenuation of electromagnetic energy in the
diffraction region is illustrated by Fig. 12.8 for a radar operating at a frequency of 500 MHz.
These curves are theoretical contours of constant radar coverage. The radar height is assumed
to be 200 ft above the curved earth. Curve 1 represents the locus of the geometrical line of sight
as defined by Eq. (12.14) for k = l Curv~ 2 is the constant signal contour in the diffraction
region for a signal strength equal to the free-space signal that would be received from a range
of approximately 220 nautical miles; that is, if the radar is to detect a target that lies along this
contour, it must be capable of detecting the same target in free space at a range of 220 nautical
miles. If the target were at an altitude of 200 ft, the maximum detection range would be
reduced from 220 to about 35 nautical·miles. Curves 3,4, and 5 are similar to curve 2, except
that they apply to a free-space signal of 110, 55, and 27.5 nautical miles, respectively. Curve 6
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Figure 12.8 Contours of .. radar
coverage" for radar height of 200 ft
above curved earth. (I) Geometrical
line-or-sight contour for k = !; (2)
constant-radar-signal contour in the
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capable of a free-space range of 220
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represents the approximate boundary between the interference region and diffraction region. 
Ally target to  ttie riglit o f  curve 6 may be considered to be within the diffraction region. This 
illustrates wliy most radars operating at microwave or U H F  frequencies are limited to cover- 
age wittiin the geometrical line of sight. 

12.7 A'ITENUATION BY ATMOSPHERIC G A S E S ~ . ' ~ . ~ ~  

Tlle attenuation of radar energy in a clear atmosphere in tlie absence of precipitation is due to 
tlie presence of oxygen arid water vapor. Attenuation results when a portion of the energy 
incident on tlie molecules of these atmosptieric gases is absorbed as heat and is lost. The 
reduction in radar signal power when propagating over a distance R and back (two-way path) 
may be expressed as exp ( - 2aR), wlicre u is tlie (one-way) attenuation coefficient measured in 
units of (distance)- l .  Instead of plotting a, it is more usual to  plot the one-way attenuation in 
ctecibels per unit distance. This is equivalent to plotting the quantity 4.34a, where the constant 

- accourits for tlie conversion from ttie natural logarithm to the base 10 logarithm. 
Attenuation by oxygen and water vapor is shown in Fig. 12.9.44,45 Resonance peaks for 

water vapor occur at 22.24 GHz (1.35 cm wavelength) and at about 184 GHz, while the 

2 4 6 10 20 40 60 100 200 
Frequency, GHz 

Figure 12.9 Attenuation of electromagnetic energy by atmospheric gases in an atmosphere at 76 cm 
pressure. Dashed curve is absorption due to water vapor in an atmosphere containing 1 percent water 
vapor molecules (7.5 g water/m3). The solid curve is the absorption due to oxygen. (From Burrows ar~d 
Attwoods ard Straiton nttd ~ o l h e r t . ~ ~ )  
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represents the approximate boundary between the interference region and diffraction region.
Any target to the right of curve 6 may be considered to be within the diffraction region. This
illustrates why most radars operating at microwave or UHF frequencies are limited to cover­
age within the geometrical linc of sight.

12.7 A'n'ENUATION BY ATMOSPHERIC GASES5.12.28

The attenuation of radar energy in a clear atmosphere in the absence of precipitation is due to
the presence of oxygen and water vapor. Attenuation results when a portion of the energy
incident on the molecules of these atmospheric gases is absorbed as heat and is lost. The
reduction in radar signal power when propagating over a distance R and back (two-way path)
may be expressed as exp ( - 2exR), where ex is the (one-way) attenuation coefficient measured in
units of (distance) - '. Instead of plotting ex, it is more usual to plot the one-way attenuation in
decibels per unit distance. This is equivalent to plotting the quantity 4.34ex, where the constant
accounts for the conversion from the natural logarithm to the base 10 logarithm.

Attenuation by oxygen and water vapor is shown in Fig. 12.9.44
•
45 Resonance peaks for

water vapor occur at 22.24 GHz (1.35 cm wavelength) and at about 184 GHz, while the
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Figure 12.10 Attenuation for two-way, radar propagation as a function of range and frequency for 
elevation angle and (b)  5" elevation angle. (From Blake?') 
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elevation angle and (b) S° elevation angle. (From Blake.·' )



oxygerl tnolcc~~lc Ilas resotlatices at 60 ( ; 1 1 ~  (0.5 cril wavelctigth) and 118 G H z . ~ ~  At frequen- 
cies below about 1 C; t iz  (L  bard)  tlie effect of atmospheric attenuation is negligible. Above 
10 Gf 17. i t  ~ C C O I I ~ C S  i l icr~asi~~gly ir~lj~ort;tl~t. TIIC large attertuations experienced at millimeter 
wavele~~gtlis is onc of the cllief reasons long-range, ground-based radars are seldom found 
above 35 (;Hz ( K ,  hand). 

The attenuation of the attnospheric gases decreases with increasing altitude. Thus the 
altct~t~atiorl cxpcricr~cccl fly a r;itl;ir will del~erld oti the altitude of the target as well as the 
range. With a ground-based radar the attenuation is greatest when the antenna points to 
the Iiorirorl, atid i t  is least wlicn i t  points to the zenith. Figure 12.10 gives examples of 
the two-way atterluation for elevation angles of 0 and 5". 

12.8 ENVIRONkIENrrAL NOISE 

At  n~icrowave frequencies the normal noise level is relatively low and thesensitivity of conven- 
,j tional radar receivers is usually determined by internal noise. However, radar receivers with 

vcry low ~ioise i~tpilt stages sornetit~les cat1 he affected by the ambient noise from the natural 
environment. This is more likely to occur at both the upper and lower extremes of the micro- 
wave frequency region. Several sources of ambient, or external, noise are described in this 
sectiorl. 

Cosmic There is a continuous background of noiselike electromagnetic radiation 
which arrives from such extraterrestrial sources as our own galaxy (the Milky Way), extraga- 
lactic sources, and " radio stars." In general, cosmic noise decreases with increasing frequency 
arid can usually be neglected at frequencies above L band. It can be a serious limitation, 
Iiowever. to those radars operating at VHF or lower. The magnitude of cosmic noise depends 
upon the portion of the celestial sphere in which the antenna points. It is a maximum when 
looking toward the center of our own galaxy, and it is a minimum .vhen observing along the 
pole about which the galaxy revolves. A plot of the maximum and minimum cosmic-noise 
brigl~trtess tentperattire as a function of frequency is shown by the dashed curves of Fig. 12.11. 
The brightness temperature of an extended source of radiation is the temperature of a black- 
body which yields the same noise power at the receiver. A highly directive antenna viewing a 
distributed source of radiation under " ideal " conditions would receive a noise power equal to 
kTB B, where k = Boltzmann's constant, TB = brightness temperature of the source, and 
B = bandwidlh of the receiver. By "ideal" conditions is meant an antenna with negligible 
sidelobes and negligible resistive losses, and which looks at a distributed source of brightness 
teuiperature (the cosmic noise) in the absence of the earth's atmosphere or any other 
source of noise. For a practical antenna the antenna temperature is defined as the integral 
of the brightness temperature over all angles, weighted by the antenna pattern. 

Atmospheric absorption noise. I t  is known from the theory of blackbody radiation that any 
body wliicli absorbs energy radiates the same amount of energy that it absorbs, else certain 
portions would increase in temperature and the temperature of other portions would 
d e ~ r e a s e . ' ~  Therefore a lossy transmission line absorbs a certain amount of energy and rera- 
diates i t  as noise. The same is true of tlie atmosphere since it also attenuates or  absorbs 
microwave energy. The radiation arising in the atmosphere (or any other absorbing body) 
must just compensate for the partial absorption of the blackbody radiation. 

Consider an absorbing atmosphere at an ambient temperature T, surrounded by an 
imaginary blackbody at the same temperature. The loss L is the factor by which energy is 
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oxygcn molcculc has resonanccs at 60 GlI!. (0.5 cm wavelength) and 118 GHZ.46 At frequen­
cies below ahout I GHz (L band) the effect of atmospheric attenuation is negligible. Above
10 Gllz. it becomes increasingly important. The largc attcnuations experienced at millimeter
wavclcngths is one of thc chief rcasons long-range, ground-based radars are seldom found
above 35 GHz (K a hand).

The attenuation of the atmospheric gases decreases with increasing altitude. Thus the
attenuation experienced hy a radar will dcpcnd all the altitude of the target as well as the
rangc. With a ground-based radar the attcnuation is greatest when the antenna points to
the hori/on, and it is lcast when it points to the zenith. Figure 12.10 gives examples of
the two-way attenuation for elevation angles of 0 and 5°.

12.8 ENVIRONl\lENTAL NOISE

;\t microwave frequencies the normal noise level is relatively low and the sensitivity of conven­
tional radar receivers is usually determined by internal noise. However, radar receivers with
very low noise input stages sometimes can be affected by the ambient noise from the natural
environment. This is more likely to occur at both the upper and lower extremes of the micro­
wave frequency region. Several sources of ambient, or external, noise are de~cribed in this
section.

Cosmic noise48
.
49 There is a continuous background of noiselike electromagnetic radiation

which arrives from such extraterrestrial sources as our own galaxy (the Milky Way), extraga­
lactic sources, and" radio stars." In general, cosmic noise decreases with increasing frequency
and can usually be neglected at frequencies above L band. It can be a serious limitation,
however. to those radars operating at VHF or lower. The magnitude of cosmic noise depends
upon the portion of the celestial sphere in which the antenna points. It is a maximum when
looking toward the center of our own galaxy, and it is a minimum 'vhen observing along the
pole about which the galaxy revolves. A plot of the maximum and minimum cosmic-noise
brightlless temperature as a function of frequency is shown by the dashed curves of Fig. 12.11.
The brightness temperature of an extended source of radiation is the temperature of a black­
body which yields the same noise power at the receiver. A highly directive antenna viewing a
distributed source of radiation under" ideal" conditions would receive a noise power equal to
k TR B, where k = Boltzmann's constant, TR = brightness temperature of the source, and
B = bandwidth of the receiver. By "ideal" conditions is meant an antenna with negligible
sidelobes and negligible resistive losses, and which looks at a distributed source of brightness
temperature (the cosmic noise) in the absence of the earth's atmosphere or any other
source of noise. For a practical antenna the antenna temperature is defined as the integral
of the brightness temperature over all angles, weighted by the antenna pattern.

Atmospheric absorption noise. It is known from the theory of blackbody radiation that any
body which absorbs energy radiates the same amount of energy that it absorbs, else certain
portions would increase in temperature and the temperature of other portions would
decrease. 56 Therefore a lossy transmission line absorbs a certain amount of energy and rera­
diates it as noise. The same is true of the atmosphere since it also attenuates or absorbs
microwave energy. The radiation arising in the atmosphere (or any other absorbing body)
must just compensate for the partial absorption of the blackbody radiation.

Consider an absorbing atmosphere at an ambient temperature 1;, surrounded by an
imaginary blackbody at the same temperature. The loss L is the factor by which energy is
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Frequency, MHz 

Figure 12.11 Maximum and minimum brightness temperatures of the sky as seen by an ideal single- 
polarization antenna on earth. (Ajier Greene and Lebenba~m,~' Microwave J . )  

attenuated in passing through the atmosphere. The noise power available over a bandwidth B, 
from the imaginary blackbody is k T ,  B,. The noise power after passing through the atmos- 
phere is k T ,  B JL. Thus the amount of power absorbed by the atmosphere is k T ,  B,(1 - IIL) 
and is equal to the noise power AN radiated by the atmosphere itself. From the definition of 
effective noise temperature and the fact that l/L is the "gain" (less than unity), the following , 
equation is obtained: 

Hence Te = T,(L - 1 ) (12.15) 

If  the atmospheric loss were 1 dB at a temperature of 260 K, the effective noise tempera- 
ture would be 68 K; a 3-dB loss results in Te = 260 K, while a 10-dB loss gives Te = 1340 K. 

A plot of the single-polarization bright'ness temperature or  space temperature due to  both 
cosmic noise and atmospheric absorption is shown by the solid curves of Fig. 12.1 1. An 
ambient temperature of 260 K is' assumed in the computation of atmospheric-absorption 
noise. At the higher frequencies (X band or above) atmospheric absorption is the predominant 
contributor to the brightness tem+rature, while at the lower frequencies (L band or lower), 
the cosmic noise predominates.' There'exids a broad minimum in the brightness temperature 
extending from about 1,000 to 10,000 MHz. It is in this region that it is advantageous to  
operate low-noise receivers to achieve' maximum system sensitivity. The minimum atmo- 
spheric absorption occurs when the antenna 'is vertical (pointed at the zenith), while the 
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Figure 12.11 Maximum and minimum brightness temperatures of the sky as seen by an ideal single­
polarization antenna on earth. (After Greene and Lebenbaum,so Microwave J.)

attenuated in passing through the atmosphere. The noise power available over a bandwidth Bn

from the imaginary blackbody is kJ:a BII " The noise power after passing through the atmos­
phere is k J:a B,jL. Thus the amount of power absorbed by the atmosphere is kTjI BII ( 1 - 1/L)
and is equal to the noise power ~N radiated by the atmosphere itself. From the definition of
effective noise temperature and the fact that t/L is the" gain" (less than unity), the following
equation is obtained:

Hence

!!N = kT. B G = kTeB" = kT B (1 - !)
ell, L an L

Te = TlI(L - 1) (12.15)

If the atmospheric loss were 1 dB at a temperature of 260 K, the effective noise tempera­
ture would be 68 K; a 3-dB loss results in Te = 260 K, while a to-dB loss gives Te = 1340 K.

A plot of the single-polarization brightness temperature or space temperature due to both
cosmic noise and atmospheric' absorption 'is shown by the solid curves of Fig. 12.11. An
ambient temperature of 260 K is' assumed in the computation of atmospheric-absorption
noise. At the higher frequencies (X band or above) atmospheric absorption is the predominant
contributor to the brightness temperature,while at the lower frequencies (L band or lower),
the cosmic noise predominates.; There"exists a broad minimum in the brightness temperature
extending from about 1,000 to" 1O,000'.MHz. It is in this region that it is advantageous to
operate low-noise receivers to 'achieve' maximum system sensitivity. The minimum atmo­
spheric absorption occurs when the"antenna'is vertical (pointed at the zenith), while the



maxirntlni occurs wlien the alltentla is directed along the horizon. The noise is greater along 
the liorizoti than at the zenith since tlie antenna "sees" more atmosphere. The antenna beams 
must be oriented at elevation angles greater tllari about' 5" to avoid excessive atmospheric- 
absorption noise in tlie main beam. 

l ' l ~ e  cornpitted briglittiess temperatures of Fig. 12.1 1 d o  not agree in detail with tliose 
prcsctited by o t l i ~ r s . ~ ' ~ ~ l ~ ~ ~  7'11~ fact tliat S L I C ~ ~  cot~iputations made by different ar~thors do  not 
nlwitys ngrcc precisely riccd r ~ o t  be a liniitatiori to tlie radar systems engineer. Disagreements 
oftcri rcsi~lt f1oti1 tllc ovc~.sirilplifyitlg tiatilrc of tlie assuniptions or in tlie rnodel itsed it1  

formulating tlie calculations. A good radar design is one whicli is not overly sensitive to small 
v;lrintions i t1  t l ~ c  rriodcl o r  tlie assunlptions. 

Atmospheric and urban noise. A single lightning stroke radiates considerable R F  noise 
power. A t  any one moment there are an average of 1800 thunderstorms in progress in different 
parts of tlie world. From all these storms about 100 lightning flashes take place every 
The combined effect of all tlie lightning strokes gives rise to  a noise spectrum which is 
especially large at broadcast and short-wave radio frequencies. Noise that arises from 
lightning-stroke radiation is called atnlosplzeric r~oise (not to be confused with noise produced 
by atmospheric absorption as described previously). The spectrum of atmospheric noise falls 
of  rapidly with increasing frequency and is usually of little consequence above 50 M H z s 4  
Hence atmospheric noise is seldom an important consideration in radar design, except, per- 
haps, for tadars in the lower VHF region. 

Another source of noise predominant at the lower radar frequencies is urban noise, also 
known as man-made noise. Noise from automobile ignition, electric razors, power tools, and 
fluorescent lights are examples. I t  is of little concern at U H F  or higher f r e q u e n ~ i e s . ~ ~  

Solar noise. The sun is a strollg emitter of electromagnetic radiation, the intensity of which 
varies with time. The minimum level of solar noise is due to blackbody radiation at a tempera- 
ture of about 6000 K.56-57 The solar noise is unlike most other noise mechanisms in that its 
power increases with increasing frequency. Solar storms (sunspots and flares) can increase the 
solar-noise level several orders of magnitude over that of the "quiet," or  undisturbed sun. 
The solar noise can sometimes be of significant magnitude to  affect the sensitivity of low-noise 
radar receivers from energy received in the antenna sidelobes. The sun also can be used 
as a source to  calibrate the beam-pointing (boresight) of large  antenna^.'^ Discrete radio 
sources, call& radio stars, are too weak at radar frequencies to  be a serious source of interfer- 
ence, but they have been used in conjunction with sensitive receivers to determine pointing and 
focusing corrections for large antennas.59 

System noise temperature. Figure 12.12 illustrates some of the sources of noise which generally 
must be considered when computing the system effective noise temperature. The antenna sees 
the cosmic noise at a temperature T,  with an intervening absorbing atmosphere at a tempera- 
ture T,, and a loss L,, . The atmosphere may be characterized for present purposes by a single 
temperature and a single loss, but it can be subdivided, if desired, into an ionospheric compo- 
nent, an oxygen component, and a water-vapor component. The combined temperature of 
cosmic noise and atmospheric noise [T, + (L,, - l)T,,] is called the space temperature, the 
hriglttrress temperature, or  the artterzrta temperature of an ideal antenna. The R F  losses L,[ 
indicated in the figure are meant to include the antenna, radome, and duplexer losses, as well 
as transmission-line loss. The effective noise temperature of the receiver is denoted T, . 

If it is assumed that the noise contributions enter the receiver via the main beam only, the 
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maximum occurs when the antenna is directed along the horizon. The noise is greater along
the horizon than at the zenith since the antenna" sees" m.ore atmosphere. The antenna beams
must be oriented at elevation angles greater than about 5° to avoid excessive atmospheric­
ahsorption noise in the main beam.

The computed hrightness temperatures of Fig. 12.11 do not agree in detail with those
presented by others. 4 7.5 U2 The fact that such computations made by different authors do not
always agree precisely need not he a limitation to the radar systems engineer. Disagreements
often resull from the oYersimplifying nature of the assumptions or in the model lIsed in
formulating the calculations. A good radar design is one which is not overly sensitive to small
variations in the model or the assumptions.

Atmospheric and urban noise. A single lightning stroke radiates considerable RF noise
power. At anyone moment there are an average of 1800 thunderstorms in progress in different
parts of the world. From all these storms about 100 lightning flashes take place every second. 53

The combined effect of all the lightning strokes gives rise to a noise spectrum which is
especially large at broadcast and short-wave radio frequencies. Noise that arises from
lightning-stroke radiation is called atmospheric noise (not to be confused with noise produced
by atmospheric absorption as described previously). The spectrum of atmospheric noise falls
of rapidly with increasing frequency and is usually of little consequence above 50 MHz. 54

Hence atmospheric noise is seldom an important consideration in radar design, except, per­
haps, for radars in the lower VHF region.

Another source of noise predominant at the lower radar frequencies is urban noise, also
known as man-made noise. Noise from automobile ignition, electric razors, power tools, and
fluorescent lights are examples. It is of little concern at UHF or higher frequencies. 55

Solar noise. The sun is a strong emitter of electromagnetic radiation, the intensity of which
varies with time. The minimum level of solar noise is due to blackbody radiation at a tempera­
ture of about 6000 K. 56

.
57 The solar noise is unlike most other noise mechanisms in that its

power increases with increasing frequency. Solar storms (sunspots and flares) can increase the
solar-noise level several orders of magnitude over that of the" quiet," or undisturbed sun.
The solar noise can sometimes be of significant magnitude to affect the sensitivity of low-noise
radar receivers from energy received in the antenna sidelobes. The sun also can be used
as a source to calibrate the beam-pointing (boresight) of large antennas. 58 Discrete radio
sources, call&l radio stars, are too weak at radar frequencies to be a serious source of interfer­
ence, but they have been used in conjunction with sensitive receivers to determine pointing and
focusing corrections for large antennas. 59

System noise temperature. Figure 12.12 illustrates some of the sources of noise which generally
must be considered when computing the system effective noise temperature. The antenna sees
the cosmic noise at a temperature Tc with an intervening absorbing atmosphere at a tempera­
ture 1'.1 and a loss L.l • The atmosphere may be characterized for present purposes by a single
temperature and a single loss, but it can be subdivided, if desired, into an ionospheric compo­
nent, an oxygen component, and a water-vapor component. The combined temperature of
cosmic noise and atmospheric noise [1; + (Lal - 1)'r..] is called the space temperature, the
brightness temperature, or the arltemta temperature of an ideal antenna. The RF losses Lrr
indicated in the figure are meant to include the antenna, radome, and duplexer losses, as well
as transmission-line loss. The effective noise temperature of the receiver is denoted 1;e.

If it is assumed that the noise contributions enter the receiver via the main beam only, the
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Figure 12.12 Contributions to the total system effective noise temperat tire. 

effect of the sidelobes may be neglected, and the total system effective noise iempcraturr. 7:. 
may be found from a straightforward application of Eq. (9.10); therefore 

' = K + (La, - 1)Kt + (Lrr - l)T,tLat + T , e  LrfLAt (12.16) 

Note that T,,  T,,, and T,[ are actual temperatures while T, and T,, are effective noisc: 
temperatures. 

In general, the contributions to  the total effective system noise temperature may he 
divided into three categories: (1) the effective space noise temperature, (2) the effective noise- 
temperature contributions due to RF lossy components, and (3)  the effective noise tempera- 
ture of the receiver itself. 

Equation (12.16) applies to an ideal antenna with no sidelobes. In a practical antenna the 
noise which appears at the antenna terminals enters via the sidelobe radiation as well as from 
the main beam. In many cases the total noise power due to the sidelobes can be greater than 
the noise power in the main beam. This is especially true when the main beam views the 
rel~tively "cool" sky but the sidelobes view the "hot"  earth. A portion of the main beam 
might also view the relatively "hot" earth if pointed at or  near the horizon. 

The amount of noise which enters the antenna depends upon the entire antenna radiation 
pattern, including the sidelobes and the type of objects they illuminate. Land is almost a 
complete absorber; hence those portions of the radiation pattern which illuminate the ground 
see a noise source at  the ambient temperature. Perfectly reflecting sources, such as a smooth sea J /  

or a road, act as a mirror to  reflect the'radiation from the sky or  other objects. Thus the sea or 
a metallic object may appear very cold if it is oriented to reflect radiation from the sky to the 
antenna. The choice of polarization also influences the ainount of sea o r  land absorption. 
Vertical polarization is absorbed more than horizontal. 

The total antenna temperature can be found by integrating the temperature "seen " by the 
antenna, weighted by the antenna gain over the entire sphere.60 

where d R  = solid angle given by sin 0 d6 d 4 .  The brightness temperature TB(O, 4) is often a 
complicated function, and T, must be approximated by numerical means. The antenna tempera- 
ture is an  average value of the brightness, or  space, temperature in the field of the antenna 
pattern. . .., ,I . \ .  ( I  . (  

Figure 12.13 gives the antenna,noise temperature computed for a typical 10-ft-diameter 
parabolic reflector operatingat 1000 MHz as a function of the antenna elevation angle.6' These 
data  assume (1) vertical polarization, (2) the antenna located on  a seacoast and looking over 
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Figure 12.12 Contributions to the total system effective noise temperatu re.

effect of the sidelobes may be neglected, and the total system effective noise Temperature 1;.
may be found from a straightforward application of Eq. (9.10); therefore

(11.16)

(12.17)

Note that Tc l Tal' and 4r are actual temperatures while T" and Trc are effective noise
temperatures.

In general, the contributions to the total effective system noise temperature may be
divided into three categories: (l) the effective space noise temperature, (2) the effective noisc­
temperature contributions due to RF lossy components, and (3) the effective noise tempera­
ture of the receiver itself.

Equation (12.16) applies to an ideal antenna with no sidelobes. In a practical antenna the
noise which appears at the antenna terminals enters via the sidelobe radiation as well as from
the main beam. In many cases the total noise power due to the sidelobes can be greater than
the noise power in the main beam. This is especially true when the main beam views the
rel:'tively "cool" sky but the sidelobes view the" hot" earth. A portion of the main beam
might also view the relatively" hot" earth if pointed at or near the horizon.

The amount of noise which enters the antenna depends upon the entire antenna radiation
pattern, including the sidelobes and the type of objects they illuminate. Land is almost a
complete absorber; hence those portions of the radiation pattern which illuminate the ground
see a noise source at the ambient temperature. Perfectly reflecting sources, such as a smooth sea .. /
or a road, act as a mirror to reflect the'nidiation from the sky or other objects. Thus the sea or
a metallic object may appear very cold if it is oriented to reflect radiation from the sky to the
antenna. The choice of polarization also influences the a'mount of sea or land absorption.
Vertical polarization is absorbed more than horizontal.

The total antenna temperature can be found by integrating the temperature" seen" by the
antenna, weighted by the antenna gain over the entire sphere.60

'7: ~'f 78 (0, c/J)G(O, c/J) dO.
g- JG(O,c/J)do.

where dQ = solid angle given by sin 0 dO dc/J. The brightness temperature T8 (0, 4» is often a
complicated function, and 1;, must be approximated by numerical means. The antenna tempera­
ture is an average value of the brightness, or space, temperature in the field of the antenna
pattern. .. .... ' ".,'. ,.!

Figure 12.13 gives. the antenna, noise temperature computed for a typical lO·ft-diameter
parabolic reflector operating at 1000 MH2: as a function of the antenna elevation angle.61 These
data assume (1) vertical polarization, (2) the antenna located on a seacoast and looking over
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Figure 12.13 Computed antenna noise-temperature as a 
function of elevation angle for a 10-ft-diameter (3 m) 
parabolic-reflector antenna operating at a frequency of 
1 GHz. (Afrer ~ r e e n e , ~ '  courtesy Airborne Insrr~rtnen~s 
Laboratory.) 

the sea, (3) the antenna always pointing at the galactic center (4) no intense radio stars in the 
antenna pattern, (5) resistive losses in the reflector, feed, and transmission line absorbing 2 
percent of the incident power, and (6) the feed producing a parabolic illumination taper. 

12.9 MICROWAVE-RADIATION HAZARDS 

High power microwave energy can produce spectacular effects. It has been reported for 
example, that 50 kW of UHF power radiating from the open end of a 6- by 15-in. waveguide 
will cause ordinary light bulbs to explode, fluorescent lamps many feet away to light up, and a 
piece of steel wool to explode into arcs.62 It is not surprising, therefore, that microwave 
energy, if of sufficient intensity, is a health hazard and can produce biological damage 
n humans. 

Heating is the chief effect of microwave radiation on living tissue. In controlled dosages, 
radiation heating is beneficial and forms the basis of diathermy, a therapeutic heating of the 
tissue beneath the .skin. Frequencies ranging from HF to microwaves have been used for 
diathermy.",Xhe heating eflects of microwave radiation have also been applied commercially 
in the form of microwave ovens, used for cooking food rapidly. 

Harmful effects of excessive microwave radiation result from either a general rise in the 
total body temperature or from selective heating of sensitive parts of the body. Exposure of the 
whole body will cause the internal temperature to rise and produce fever. An increase in 
the total body temperature of 1°C is considered excessive,64 and prolonged exposure or too 
high a temperature rise can be fatal. Discomfort resulting from a general rise in body tempera- 
ture can be perceived by the victim and serve as a warning. 

The danger of localized heating depends upon whether compensating cooling mechan- 
isms exist to dissipate the heat generated at the radiated part of the body. For example, 
localized heating is least serious in muscle tissue which is well equipped with blood vessels 
capable of dissipating heat. Heating is more dangerous in the brain, the testes, the hollow 

iscera, and the eyes, where there is little opportunity for the exchange of heat with the 
urrounding tissue. 

Many instances have been reported where cataracts have been deliberately formed in the 
eyes of animals by exposure to microwave radiation. The viscous material of the eyeball is 
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the sea, (3) the antenna always pointing atthe galactic center (4) no intense radio stars in the
antenna pattern, (5) resistive losses in the reflector, feed, and transmission line absorbing 2
percent of the incident power, and (6) the feed producing a parabolic illumination taper.

12.9 MICROWAVE-RADIATION HAZARDS

High power microwave energy can produce spectacular effects. It has been reported for
example, that 50 kW of UHF power radiating from the open end of a 6- by is-in. waveguide
will cause ordinary light bulbs to explode, fluorescent lamps many feet away to light up, and a
piece of steel wool to explode into arcs.62 It is not surprising, therefore, that microwave
energy, if of sufficient intensity, is a health hazard and can produce biological damage
in humans. .

Heating is the chief effect of microwave radiation on living tissue. In controlled dosages,
radiation heating is beneficial and forms the basis of diathermy, a therapeutic heating of the
tissue beneath the skin. Frequencies ranging from HF to microwaves have been used for
diathermy.631he heating effects of microwave radiation have also been applied commercially
in the form of microwave ovens, used for cooking food rapidly.

Harmful effects of excessive microwave radiation result from either a general rise in the
total body temperature or from selective heating of sensitive parts of the body. Exposure of the
whole body will cause the internal temperature to rise and produce fever. An increase in
the total body temperature of 1°C is considered excessive,64 and prolonged exposure or too
high a temperature rise can be fatal. Discomfort resulting from a general rise in body tempera­
ture can be perceived by the victim and serve as a warning.

The danger of localized heating depends upon whether compensating cooling mechan­
isms exist to dissipate the heat generated at the radiated part of the body. For example,
localized heating is least serious in muscle tissue which is well equipped with blood vessels
capable of dissipating heat. Heating is more dangerous in the brain, the testes, the hollow
viscera, and the eyes, where there is little opportunity for the exchange of heat with the
surrounding tissue.

Many instances have been reported where cataracts have been deliberately formed in the
eyes of animals by exposure to microwave radiation. The viscous material of the eyeball is



466 INTKODUCTION TO R A D A R  SYSTEMS 

affected by heat in much the same manner as the white of an egg. It is transparent at room 
temperature but becomes opaque if its temperature is raised excessively. The process is an 
irreversible one. Although the testes are apparently more sensitive to heat than the eye, 
testicular damage is often temporary and r e ~ e r s i b l e . ~ ~ . ~ '  

At frequencies below 400 and above 3000 MHz, the body absorbs less than half the 
incident energy. Lower frequencies pass through, and higher frequencies are reflected at the 
skin's surface. Between 1000 and 3000 MHz the percentage of radiation absorbed can 
approach 100 percent, depending on the thickness of skin and subcutaneous layers of fat.6s 

If the whole body is immersed in microwave radiation, a rise in temperatiire or a scnsa- 
tion of warmth serves as a warning before damage to localized parts of the body beconles 
severe. However, i f  only parts of the body are exposed, there may or may not be a serlsation of 
warmth, depending upon the frequency. Heating caused by frequencies penetrating the 
interior of the body can be of concern'because the sparsity of sensory nerves may make i t  
imperceptible. Higher frequencies absorbed at or close to the surface of the dody are more 
likely to be perceived than interior heating. 

There have been few authenticated incidents where radiations llavc been tile cause of 
biological damage in humans. However, as radar powers increase, the likelihood of biological 
damage becomes greater, and i f  serious harm is to be avoided, proper safety precautions must 
be observed. The United States armed services have e ~ t a b l i s h e d ~ ' . ~ '  the maximum safe con- 
tinuous exposure level to  be an average power density of 10 mW/cm2. There has been sub- 
stantial basis for setting this limit. However, when working under conditions of moderate to 
severe heat stress the maximum exposure level should be reduced a p p r ~ p r i a t e l y . ~ ~  

The criterion of 10 mW/cm2 is based on the experimental observation that thermal effects 
are dominant. However, there is evidence indicating that nonthermal biological effects also 
occur from exposure to  microwave radiation.68 Pulsed power can produce biological change 
not obtained with CW power of the same average value. Therefore, the possibility of dan- 
gerous effects with excessively high peak 'powers should not be overlooked even i f  the average 
power is less than the safe threshold. There has been, however, no direct link made between 
biological effects attributed to nonthermal microwave origin and an adverse effect in humans. 
The assumption of hazardous nonthermal effects at low densities of radiation is a fear that has 
not been ~ubs tan t ia ted .~ '  The demonstration of a biological effect due to  microwaves does not 
of necessity demonstrate a peril. Confusion also can result at times between microwaves and 
other more harmful radiations. Microwave radiation is nonionizing and is vastly different Y' 

from ionizing radiations such as X rays. 
As a safety precaution, areas of high power density should be fenced off, locked, or 

otherwise made inaccessible when transmitting. Personnel should never look into an open 
waveglide or  antenna feed horn connected to  energized transmitters. When personnel must 
work in areas where the power density is at a dangerous level, they shoilld be protected with 
screened enclosures or  with protective apparel made from reflective material. 

Another potential safety hazaid in working with high power is the generation of X rays 
when high voltages are used to  opera& R F  power tubes. Tubes must be properly shielded with 
lead, and X-ray safety badges worn by operating personnel to  warn of excessive dosage. . > ,  
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affected by heat in much the same manner as the white of an egg. It is transparent at room
temperature but becomes opaque if its temperature is raised excessively. The process is an
irreversible one. Although the testes are apparently morc sensitive to heat than the eye,
testicular damage is often temporary and reversible. 63 .65

At frequencies below 400 and above 3000 MHz, the body absorbs less than half the
incident energy. Lower frequencies pass through, and higher frequencies are reflected at the
skin's surface. Between 1000 and 3000 MHz the percentage of radiation absorbed can
approach 100 percent, depending on the thickness of skin and subcutaneous layers of fat. 6s

If the whole body is immersed in microwave radiation, a rise in temperature or a sensa­
tion of warmth serves as a warning before damage to localized parts of the body becomes
severe. However, if only parts of the body are exposed, there mayor may not be a sensation of
warmth, depending upon the frequency. Heating caused by frequencies penetrating the
interior of the body can be of concern ·because the sparsity of sensory nerves may make it
imperceptible. Higher frequencies absorbed at or close to the surface of the 60dy are more
likely to be perceived than interior heating.

There have been few authenticated incidents where radiations have been the cause of
biological damage in humans. However, as radar powers increase, the likelihood of biological
damage becomes greater, and if serious harm is to be avoided, proper safety precautions must
be observed. The United States armed services have established 63 .67 the maximum safe con­
tinuous exposure level to be an average power density of 10 mW/cm 2

. There has been sub­
stantial basis for setting this limit. However, when working under conditions of moderate to
severe heat stress the maximum exposure level should be reduced appropriately.66

The criterion of 10 mW Icm 1 is based on the experimental observation that thermal effects
are dominant. However, there is evidence indicating that nonthermal biological effects also
occur from exposure to microwave radiation. 6B Pulsed power can produce biological change
not obtained with CW power of the same average value. Therefore, the possibility of dan­
gerous effects with excessively high peak 'powers should not be overlooked even if the average
power is less than the safe threshold. There has been, however, no direct link made between
biological effects attributed to nonthermal microwave origin and an adverse effect in humans.
The assumption of hazardous nontherma·1 effects at low densities of radiation is a fear that has
not been substantiated.69 The demonstration of a biological effect due to microwaves does not
of necessity demonstrate a peril. Confusion also can result at times betwecn microwaves and
other more harmful radiations. Microwave radiation is nonionizing and is vastly different
from ionizing radiations such as X rays.

As a safety precaution, areas of high power density should bc fenced off, locked, or
otherwise made inaccessible when transmitting. Personnel should never look into an open
waveguide or antenna feed horn connected to energized transmitters. When personnel mllst
work in areas where the power·density is at a dangerous level, they should be protected with
screened enclosures or with protective apparel made from reflective material.

Another potential safety hazard in working with high power is the generation of X rays
when high voltages are used to operai~RF power tubes. Tubes must be -properly shielded with
lead, and X-ray safety badges worn by operating personnel to warn of excessive dosage.

! I ": i J · ;.I
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CHAPTER 
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RADAR CLUTTER 

13.1 INTRODUCTION TO RADAR CLUTI'ER 

Clutter may be defined as any unwanted radar echo. Its name is descriptive of the fact that 
such echoes can "clutter" the radar output and make difficult the detection of wanted targets. 
Examples of unwanted echoes, or clutter, in a radar designed to detect aircraft include the 
reflections from land, sea, rain, birds, insects, and chaff. Unwanted echoes might also be 
obtained from clear-air turbulence and other atmospheric effects, as well as from ionized 
media such as the aurora and meteor trails. Clutter is generally distributed in spatial extent, in 
that it is usually much larger in physical size than the radar resolution cell. There are also 
"point" clutter echoes, such as towers, poles, and similar objects. The echo from a single 
bird is also an example of point clutter. When clutter echoes are sufficiently intense and 
extensive, they can limit the sensitivity of a radar receiver, and thus determine the range 
performance. In such circumstances, the optimum radar waveform and receiver design can be 
quite different than when receiver noise alone is the dominant effect. 

Radar echoes from land, sea, rain, birds, and other such objects are not always undesired. 
Reflections from storm clouds, for example, can be a bother to a radar that must see aircraft. 
but storm clouds are what the radar meteorologist wants to see in order to measure rainfall 
rate over a large area. The backscatter echoes from land can degrade the performance of many 
radars; but it is the target of interest for a ground-mapping radar, for remote sensing of the 
earth resources, and for most synthetic-aperture radars. Thus the same object might be the 
desired target in one application, and the undesired clutter echo in another. 

In this chapter, the echoes from land, sea, and weather will be considered only for their 
harmful effects; that is, as clutter to be avoided or eliminated. The characteristics of clutter will 
be described as well as the various methods for reducing their harmful effects when they 
interfere with the detection of desired targets. 

Echoes from the land or the sea are known as surface clutter, and echoes from rain or 
other atmospheric phenomena are known as volume clutter. Because of its distributed nature, 
the measure of the backscattering echo from such clutter is generally given in terms of a 
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13.1 INTRODUCTION TO RADAR CLUTfER

Clutter may be defined as any unwanted radar echo. Its name is descriptive of the fact that
such echoes can" clutter" the radar output and make difficult the detection of wanted targets.
Examples of unwanted echoes, or clutter, in a radar designed to detect aircraft include the
reflections from land, sea, rain, birds, insects, and chaff. Unwanted echoes might also be
obtained from clear-air turbulence and other atmospheric effects, as well as from ionized
media such as the aurora and meteor trails. Clutter is generally distributed in spatial extent, in
that it is usually much larger in physical size than the radar resolution cell. There are also
"point" clutter echoes, such as towers, poles, and similar objects. The echo from a single
bird is also an example of point clutter. When clutter echoes are sufficiently intense and
extensive, they can limit the sensitivity of a radar receiver, and thus determine the range
performance. In such circumstances, the optimum radar waveform and receiver design can be
quite different than when receiver noise alone is the dominant effect.

Radar echoes from land, sea, rain, birds, and other such objects are not always undesired.
Reflections from storm clouds, for example, can be a bother to a radar that must see aircraft,
but storm clouds are what the radar meteorologist wants to see in order to measure rainfall
rate over a large area. The backscatter echoes from land can degrade the performance of many
radars; but it is the target of interest for a ground-mapping radar, for remote sensing of the
earth resources, and for most synthetic-aperture radars. Thus the same object might be the
desired target in one application, and the undesired clutter echo in another.

In this chapter, the echoes from land, sea, and weather will be considered only for their
harmful effects; that is, as clutter to be avoided or eliminated. The characteristics of clutter will
be described as well as the various methods for reducing their harmful effects when they
interfere with the detection of desired targets.

Echoes from the land or the sea are known as surface clutter, and echoes from rain or
other atmospheric phenomena are known as volume clutter. Because of its distributed nature,
the measure of the backscattering echo from such clutter is generally given in terms of a
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radar-cross-scctioli c l ~ + r t ~ i t y  rntlier tliali tlic r;1C1;1r cross st'cfioli as was described for convcn- 
tiorla1 targets i n  Scc. 2 7 1.01- strrl'r~cc clutter a cross section per i r r ~ i t  area is defined as 

where n, is tlie radar cross scctiori fr-or11 tlic ;Ircii . d l , .  Tlic symhol no is spoken. and sometimes 
written. as siqttrtr :c , I .o .  .i'lic advar~tagc of irsilig at1 ixl>ression slicli as Eq. (13.1) to describe 
distributed surface clutter is tliat i t  is i~sually independent of tlic area A,.  For volurne dis- 
tributed clutter a cross sectiori per r ~ l i i t  volilnic. or reflectivity. is defined as 

wliere n, 111 this C ~ I F C  is t11c radar cross section from tile volume V, 

/ 

13.2 SURI'ACE-CLU'I'I'EU RADAR EQUATIONS 

Corisider the geometry of Fig. 13.1 wliicll depicts a radar illuminating the surface at a grazing 
angle 4. I t  is assumed that ttie width of the area A, is determined by the azimuth beamwidth 
0,. but that the dimension in the range ditiiension is detern~iricd by the radar pulse width r 
rather than the elevation beamwidth. Using the simple radar equation of Sec. 1.2, the power 
C received from tlie clutter is 

Figure 13.1 Geometry of radar clutter. (a) Elevation view showing the extent of the surface intercepted by 
the radar pulse, (6) plan view showing clutter patch consisting of individual, independent scatterers. 
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radar-crass-section dellsity rather than the radar cross section as was described for conven­
tional targets in Sec. 2.7. For surface clutll:r a cross section per unit area is defined as

(I
(J = (tJ.l)

where (Je is the radar cross section rrom the area :I e • The symbol (J0 is spoken. and sometimes
written. as siqllw :l'/'O. The advantage or using an expression such as Eq. (13.1) to describe
distributcd surracc c1uttcr is that it is usually independcnt or the arca tie. For volume dis­
tributed clutter a cross section per unit volume. or reflectivity, is defined as

(Je

'T = I'
(

where (Je in this case is the radar cross section rrom the volume v,..

13.2 SURFACE-CLUTI'ER RADAR EQUATIONS

(tJ,2)

Consider the geometry or Fig. 13.1 which depicts a radar illuminating the surrace at a grazing
angle <p. It is assumcd that the width of the area I1 c is determined by the azimuth beamwidth
On, but that the dimension in the rangc dimension is determined by the radar pulse width r
rather than the elcvation beamwidth. Using the simple radar equation of Sec. 1.2, the power
C reccivcd from thc cluttcr is

(13.3 )

Radar r;

(al

Clutter
0 0

Radar 0 0

~ 88
000

0
0

o 00 o 0
0

(bl
R8e

Figure l3.1 Geometry of radar clutter. (a) Elevation view showing the extent of the surface intercepted by
the radar pulse, (b) plan view showing clutter patch consisting of individual. independent scatterers.
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where P,  = transmitter power 
G = antenna gain 

A, = antenna effective aperture 
R  = range 
a, = clutter cross-section, which is equal to 

ac = a O A ,  = a 0 R O B ( c r / 2 )  sec 4 

where c = velocity of propagation. With this substitution the radar equation for surfact: clutter 
is 

P,  G/l,(rOO,(~-r/2) scc 4 c = - - - .. . - - - - - . - - - - - - . . 

(4n) 'R  ' 
Thus the echo from surface clutter varies inversely as the cube of the rang$ ratllcr than 
inversely as the fourth power as is the case for point targets. 

The signal power S returned from a target with cross section a ,  is 

Combining Eqs. ( 1 3 . 5 )  and (13 .6 ) ,  the signal-to-clutter ratio for a target in a background of 
surface clutter at low grazing angle is 

S - - d, 
C - a 0 R O B ( c r / 2 )  sec 4 

If the maximum range R,,, corresponds to  the minimum discernible signal-to-clutter ratio 
then the radar equation can be written 

In this equation, the clutter power C is assumed large compared to receiver noise power. This 
is an entirely different form of the radar equation than when the target detection is dominated 
by receiver noise alone. The range in Eq. (13 .8 )  appears as the first power ratller than as tllc 
fourth power in the usual radar equation of Eq. (13 .6 ) .  This means there is likely to be greater 
variation in the maximum range of a clutter-dominated radar than a noise-dominated radar. 
For example, i f  the target cross section in Eq. ( 1 3 . 8 )  were to  vary by a factor of two, the 
maximum range would also vary by a factor of two. However, the same variation in target 
cross section would only cause a variation in range of a factor of 1.2 when the radar perfor- 
mance is determined by receiver noise. 

There are other significant differences in Eq. ( 1 3 . 8 )  that should be noted. The transmitter 
power does not appear explicitly. Increasing the transmitter power will indeed increase the 
target signal, but it will also cause a corresponding increase in clutter. Thus there is no net gain 
in the delectability of desired targets. The only demand on the transmitter power is that i t  be 
great enough to cause the clutter power at the radar receiver to be large compared to receiver 
noise. If otherwise, Eq. ( 1 3 . 8 )  would not apply. 

The antenna gain does not enter, except as it is affected by the azimuth beamwidth 0,. 
The narrower the pulse width the greater the range. This is just opposite to the case of  
conventional radar detection of targets in noise. A long pulse is desired when the radar is 
limited by noise in order t o  increase the signal-to-noise ratio. When clutter dominates noise, a 
long pulse decreases the signal-to-clutter ratio. (When pulse compression is used, the pulse 
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where Pt = transmitter power
G = antenna gain

At.' = antenna effective aperture
R = range
ac = clutter cross-section, which is equal 10

ac = aOA c = aOROB(cr /2) sec ¢ (13.4 )

(13.5)

(13.6 )

ratha than

where c = velocity of propagation. With this substitution the radar equation for surface clutter
IS

C = ~!gA~:r~~(!~{~r/2) sec <f!
(4rr)2R 3

Thus the echo from surface clutter varies inversely as the cuoe of the rangi!,
inversely as the fourth power as is the case for point targets.

The signal power S returned from a target with cross section at is

S _ ~tGA ... a!
- (4n)2 R4-

Combining Eqs. (13.5) and (13.6), the signal-to-clutter ratio for a target in a background of
surface clutter at low grazing angle is

S a,
C = aOROB(cr/2) sec ¢ (13.7)

If the maximum range Rma" corresponds to the minimum discernible signal-to-clutter ratio
(S/C)min, then the radar equation can be written

a,
Rmax = ( ) 00 )SIC min a B(cr/2 sec 4>

( I3.X)

In this equation, the clutter power C is assumed large compared to receiver noise power. This
is an entirely different form of the radar equation than when the target detection is dominated
by receiver noise alone. The range in Eq. (13.8) appears as the first power rather than as the
fourth power in the usual radar equation of Eq. (13.6). This means there is likely to be greater
variation in the maximum range of a clutter-dominated radar than a noise-dominated radar.
For example, if the target cross section in Eq. (13.8) were to vary by a factor of two, the
maximum range would also vary by a factor of two. However, the same variation in target
cross section would only cause a variation in range of a factor of 1.2 when the radar perfor­
mance is determined by receiver noise.

There are other significant differences in Eq. (13.8) that should be noted. The transmitter
power does not appear explicitly. Increasing the transmitter power will indeed increase the
target signal, but it will also cause a corresponding increase in clutter. Thus there is no net gain
in the detectability of desired targets. The only demand on the transmitter power is that it be
great enough to cause the clutter power at the radar receiver to be large compared to receiver
noise. If otherwise, Eq. (13.8) would not apply.

The antenna gain does not enter, except as It is affected by the azimuth beam width 0B'
The narrower the pulse width the greater the range. This is just opposite to the case of
conventional radar detection of targets in noise. A long pulse is desired when the radar is
limited by noise in order to increase the signal-to-noise ratio. When clutter dominates noise, a
long pulse decreases the signal-to-clutter ratio. (When pulse compression is used, the pul'ie
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wldtll r r r ,  Eq. (13.8) is that of tile co~rt~resscd'~t~lse.)~~f the statistics of the clutter eclloes arc 
s~rnilar to the statistics o f  receiver noise, then the signal-to-clutter ratio in Eq. (13.8) can be 
selected sirnilar to that for sigrial-to-rloise ratio as described in Chap. 2. (It will be seen in 
Scc 13.3 that a dccrcase 111 pulse width call cllangc tlie nature of the clutter statistics it1 sorlie 
cases arld niiglit negate tile benefits of tile greater signal-to-clutter ratio obtained with the 
sllort pulse.) The improvement in range due to tile integration of 11 pulses is not indicated in 
t l l i q  ccli~atiotl. .l'llcre call t,c a co~~sidcrahle  diffcrcncc in the integration irnprover~~etlt wlle~l 
clutter-limited from when noise-limited. Clutter echoes, unlike receiver noise, might be cor- 
related pulse to pi~lse, especially if  the clutter is stationary relative to  the radar. Receiver noise 
i s  i~cilally decorrelated il l  a tinie equal to l/B, where B = receiver (IF) bandwidth. The  decor- 
relation time of clutter is usually much greater than this. 

Next consider the case where tile radar observes surface clutter near perpendicular 
irlcidence. (At perpendicular incidence the grazing angle 4 is 90°.) The clutter area viewed by 
the radar will be determined by tlie antenna beamwidths Us and q5B in the two principal planes. 
Tlie area A ,  in Eq. (13.1) is (n/4)ROBR4, sin 4, where 4 = grazing angle. The factor n/4 
accounts for the elliptical shape of the area. Substituting A,  into Eq. (13.3) and taking 
ti = n2/OB 4B,h9 the clutter radar equation is 

I I P , A , ~ '  C = -- 

64R2 sin 4 
The clutter power is seen to vary inversely as the square of the range. Equation (13.9) applies. 
for example, to  the signal received from the ground by a radar altimeter. An equation for 
detecting a target in this type of clutter background could be derived, but it is a situation not 
often found in practice. 

In describing the geometry of surface clutter, the incidence angle and the depression angle 
are sometimes used instead of the grazing angle. These are shown in Fig. 13.2. Tlie iticsic1t~tlc.r 
angle is defined relative to the normal to the surface; the grazing angle is defined with respect to 
ttie tangent to the surface, and the depressiot~ ar~gle is define@ with respect to the local horizon- 
tal at the radar. When the earth's surface can be considered Rat, the depression angle and the 
grazing angle are the same. When the earth's curvature must be considered, these two angles 

, are not equal. Tlie incidence angle is preferred when considering earth backscatter effects from 
near perpendicular incidence, as in the case of the altimeter. The grazing angle is the preferred 
measure in most of the other radar applications, and will be the angle used in this chapter, 

Descri#ions presented in this chapter of radar scattering from the land and the sea are by 
no means complete. Perhaps the chief difficulty in trying to  understand the nature ofclutter is 
the lack of adequate quantitative descriptions of the nature of the scattering objects. In this 
respect, the information regarding radar scattering from the sea is probably better understood 
than radar scattering from the land. The state of the sea is determined primarily by the 

Depression 
Rodor 6 onqle 

4 

\ 

,-- lnctdence angle 

Figure 13.2 Angles used in describing geometry of 
the radar and surface clutter. 

(13.9)
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width r ill Eq. (l.lX) is that of the compresscJ'pulsc.pfthe statistics of the duller echoes are
similar to the statistics of receiver noise, then the signal-to-clutter ratio in Eq. (13.8) can be
selected similar to that for signal-to-noise ratio as described in Chap. 2. (It will be seen in
Sec. 13.3 that a decrease in pulse width can change the nature of the clutter statistics in sOll1e
cases and might negate the benefits of the greater signal-to-clutter ratio obtained with the
short pulse.) The improvement in range due to the integration of /I pulses is not indicated in
this equation. There can be a considerahle difference in the integration improvement when
clutter-limited from when noise-limited. Clutter echoes, unlike receiver noise, might be cor­
related pulse to pulse. especially if the clutter is stationary relative to the radar. Receiver noise
is usually decorrelated in a time equal to l/B, where B = receiver (IF) bandwidth. The decor­
relation time of e1utter is usually much greater than this.

Next consider the case where the radar observes surface clutter near perpendicular
incidence. (At perpendicular incidence the 'grazing angle </> is 90 0

.) The clutter area viewed by
the radar will be determined by the antenna beamwidths 08 and </>8 in the two principal planes.
The area Ac in Eq. (13.1) is (n/4)ROsR</>8 sin 4>, where 4> = grazing angle. The factor nj4
accounts for the elliptical shape of the area. Substituting Ac into Eq. (13.3) and taking
G = n 2 jOs 4>8 ,69 the clutter radar equation is

C = ' nPI Ae(Jo
64R 2 sin 4>

The clutter power is seen to vary inversely as the square of the range. Equation (13.9) applies.
for example, to the signal received from the ground by a radar altimeter. An equation for
detecting a target in this type of cluller background could be derived, but it is a situation not
often found in practice.

In describing the geometry of surface clutter, the incidence angle and the depression angle
are sometimes lIsed instead of the grazing angle. These are shown in Fig. 13.2. The incidence
angle is defined relative to the normal to the surface; the grazing angle is defined with respect to
the tangent to the surface, and the depressiofl angle is defineg with respect to the local horizon­
tal at the radar. When the earth's surface can be considered flat, the depression angle and the
grazing angle are the same. When the earth's curvature must be considered, these two angles
are not equal. The incidence angle is preferred when considering earth backscatter effects from
near perpendicular incidence, as in the case of the altimeter. The grazing angle is the preferred
measure in most of the other radar applications, and will be the angle used in this chapter.

Descrintions presented in this chapter of radar scattering from the land and the sea are by
no means complete. Perhaps the chief difficulty in trying to understand the nature of clutter is
the lack of adequate quantitative descriptions of the nature of the scattering objects. In this
respect, the information regarding radar scattering from the sea is probably better understood
than radar scattering from the land. The state of the sea is determined primarily by the
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Figure 13.2 Angles used in describing geometry of
the radar and surrace clutter.
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strength of the wind and thedistance and time over wllicll tlle wind has been blowing. Tl i i~s  ttle 
sea in the North Atlantic is not that muchdifferent from the sea in the South Pacific i f  the wind 
conditions are the same. Land clutter, on the other Iiand, is lligllly ~ L ' I ) L ' I ~ C I C I I ~  i ) r i  (tic IlitItl1.C 01' 
the terrain and the local conditions. Urban areas, cultivated fields, forests, mountains, desert, 
and tundra all can produce different radar echoes. Furthermore, radar scattering from land is 
affected by rain, snow cover, the type of vegetation or  crops, the time of year, the presence of 
streams and lakes, and man-made objects interspersed among the terrain. There can he 
considerable variability in both land and sea clutter. This inherent variability must be under- 
stood and properly accounted for in radar system design. 

13.3 SEA CLUTTER 3 

The echo from the surface of the sea is dependent upon the wave height, wind speed, the length 
of time and the distance (fetch) over which the wind has been blowing, direction of the waves 
relative to that of the radar beam, whether the sea is building up or is decreasing, the presence 
of swell as well as sea waves, and the presence of contaminants that might affect the surface 
tension. The sea echo also depends on such radar parameters as frequency, polarization. 
grazing angle, and, to some extent, the size of the area under observation. Although there is 
much that is known about the nature of sea clutter, the quantitative, and sometimes even t11c 
qualitative, effects of many of the above factors are not known to the degree often desired. The 
relative uniformity of the sea over the oceans of the world makes it easier to  deal with sea 
clutter than with land clutter, but it is difficult to collect data  at sea under the controlled and 
reproducible conditions necessary to establish quantitative causal relationships. In spite of  the 
limitations, there does exist a body of information regarding the radar echo from the sea, somc 
of which will be reviewed briefly in this section. 

Average value of a'. A composite average of sea clutter data is shown in Fig. 13.3.' This is a 
plot of the mean cross section per unit area, a', as a function of grazing angle for various 
frequencies and polarizations. I t  does not correspond to any particular set of experimental 
data, but it represents what mighi be i)pi&l of "average" conditions. I t  was derived from a 

2 

body of data that extended from 10- to  20-knot wind speeds. (The uncertainty of the data 
ought to  have been indicated in thiq figure by making the vertical thickness of each curve at 
least + 3  dB wide. This was not doqe so as to avoid the confusion that would be caused by the 
wide overlap of the curves.) 

The sea state is a measure of the wave height, as shown in Table 13.1. Although the sea 
state is commonly used t o  describe radar sea-clutter measurements, it is not a complete 
measure in itself since, as mentioned above, the radar sea echo depends on many other factors. 
Sea clutter is also sometimes described by the wind speed, but likewise i t  is not a suitable 
measure by itself. Unfortunately, the reporting of radar sea echo measurements is seldom 
accompanied by a complete description of the sea and wind conditions. 

Variation with grazing angle. There are usually identified three scattering regions according 
to the grazing angle. At near vertical incidence (4 % 90") the radar echo is relatively large. 
This is called the quasi-specular region and seems to be the result of specular scatter from 
facetlike surfaces oriented perpendicular to  the direction of the radar. At the other extreme, 
when the grazing angles are low, of the order of several degrees or  less, 0' decreases very 
rapidly with decreasing angle. .This is called the interference region since the direct wave and 
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strength of the wind and the distance and time over which the wind has been blowing. Thus the
sea in the North Atlantic is not that much different from the sea in the South Pacificifthe wind
conditions are the same. Land clutter, on the other hand, is highly dependent on the nature of
the terrain and the local conditions. Urban areas, cultivated fields, forests, mountains, desert,
and tundra all can produce different radar echoes. Furthermore, radar scattering from land is
affected by rain, snow cover, the type of vegetation or crops, the time of year, the presence of
streams and lakes, and man-made objects interspersed among the terrain. There can be
considerable variability in both land and sea clutter. This inherent variability must be under­
stood and properly accounted for in radar system design.

13.3 SEA CLUTTER

The echo from the surface of the sea is dependent upon the wave height, wind speed, the length
of time and the distance (fetch) over which the wind has been blowing, direction of the waves
relative to that of the radar beam, whether the sea is building up or is decreasing, the presence
of swell as well as sea waves, and the presence of contaminants that might affect the surface
tension. The sea echo also depends on such radar parameters as frequency, polarization,
grazing angle, and, to some extent, the size of the area under observation. Although there is
much that is known about the nature of sea clutter, the quantitative, and sometimes even the
qualitative, effects of many of the 'above factors are not known to the degree often desired. The
relative uniformity of the sea over the oceans of the world makes it easier to deal with sea
clutter than with land clutter, but it is difficult to collect data at sea under the controlled and
reproducible conditions necessary to establish quantitative causal relationships. In spite of the
limitations, there does exist a body of information regarding the radar echo from the sea, some
of which will be reviewed briefly in this section.

Average value of 0'0. A composite average of sea clutter data is shown in Fig. 13.3. 1 This is a
plot of the mean cross section per unit area, 0'0, as a function of grazing angle for various
frequencies and polarizations. It does not correspond to any particular set of experimental

I I " I

data, but it represents what might be typical of" average" conditions. It was derived from a
body of data that extended from)O~ to 20-knot wind speeds. (The uncertainty of the data
ought to have been indicated ill tlli&figure by making the vertical thickness of each curve at
least ± 3 dB wide. Th~s was not done so as to avoid the confusion that would be caused by the
wide overlap of the curv~s.) . .

The sea state is a measure o(the wave height, as shown in Table 13.1. Although the sea
state is commonly used to describe radar sea-clutter measurements, it is not a complete
measure in itself since, as 'mentioned above, the radar sea echo depends on many other factors.
Sea clutter is also sometimes described by the wind speed, but likewise it is not a suitable
measure by itself. Unfortunately, the reporting of radar sea echo measurements is seldom
accompanied by a complete description of the sea and wind conditions.

Variation with grazing angle. There are usually identified three scattering regions according
to the grazing angle. At near vertical incidence (4) ~ 90°) the radar echo is relatively large.
This is called the quasi-specular region and seems to be the result of specular scatter from
facetlike surfaces oriented perpendicular to the direction of the radar. At the other extreme,
when the grazing angles are.lowt' of the order of several degrees or less, 0'0 decreases very
rapidly with decreasing angle. This is called the interference region since the direct wave and
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Figure 13.3 Composite of no data for average conditiorls with wind speeds ranging from 10 to 20 knots 

the wave scattered from the sea surface are out  of phase and produce destructive interference. 
(The interference region is not well defined at  the highefmicrowave frequencies plotted in 
1'1g 17.3.) The angular region between the interference region and the quasi-specular region 
ic the plnr~c~tr, or  tiiflitse, regiot~. The chief scatterers are those components of the sea that are  
of  a dimension cotllparable to the radar wavelength (Bragg scatter). Scattering in this region 
ic s~tni lar  to that froin a rough surface. 

C 
Table 13.1 World hleteorological Organization sea 
state 

Wave height 

Sea state Feet Meters Descriptive term 

0 
0 
! - - I f  
2 -4  
4 - 8  
8 -13 

1 3 - 20 
20 30  
30 -45 
over 45 

0 
0 -0.1 

0.1 0 .5  
0.6- 1.2 
1.2-2.4 
2.4-4.0 
4.0-6.0 
6.0 9.0 
9.0-14 
over 14 

Calm, glassy 
Calm, rippled 
Smooth, wavelets 
Slight 
Moderate 
Rough 
Very rough 
High 
Very high 
Phenomenal 
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Figure l.l3 Composite of (To data for average conditions with wind speeds ranging from 10 to 20 knots.

the wave scattered from the sea surface are out of phase and produce destructive interference.
(The interference region is not well defined at the higher microwave frequencies plotted in
Fig. 1.\..1.) The angular region hetween the interference region and the quasi-specular region
is the plateau, or cliflil.~e, reyilm. The chief scatterers are those components of the sea that are
of a dimension comparable to the radar wavelength (Bragg scatter). Scattering in this region
i<; similar to that from a rough surface.

f
Table 13.1 World Meteorological' Organization sea
state

Wave height

Sea slale Feet Meters Descriptive term

0 0 () Calm, glassy
1 () ! 0-0.1 Calm, rippled
2 ~ "I! n.IO.5 Smooth, wavelets
.I 24 0.6-1.2 Slight
4 48 1.2-2.4 Moderate
5 8 13 2.4-4.0 Rough
6 1320 4.0-6.0 Very rough
7 20 30 6.09.0 High
R 30-45 9.0-14 Very high
9 over 45 over 14 Phenomenal
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Variation with frequency and polarization. From Fig. 13.3, the value of a0 is seen to be 
essentially independent of frequency for vertical polarization, except at low grazing angles. 
With horizontal polarization, the clutter echo decreases with decreasing frequency. This is 
most pronounced at the lower grazing angles. The effect of polarization on a0 also depends on 
the wind, as mentioned below. 

Variation with wind.Iw4 Except at grazing angles near normal incidence, the value of a0 
increases with increasing wind speed. The backscatter is quite low with winds less than about 
5 knots, increases rapidly with wind speeds from about 5 to about 20 knots, and increases 
less rapidly at higher wind speeds.' An example is shown in Fig. 13.4.3 This is a composite' 
plot of experimental X-band data obtained at three different locations and at three different 
times for a grazing angle of 10". (The data represented by the solid circles were obtained 
in the Bermuda area; the x's in the North Atlantic; and the triangles, off Puerto Rico.) 
The dashed curve in each figure is drawn as if all three sets of data were from a single 
population. This curve is of the form exp ( - c / U )  where c is an arbitrary constant and U is 
the wind speed. When all three sets of data are considered as one, the dashed curve shows a 
saturation of a0 with wind speed above about 20 knots. However, conclusions drawn from 
viewing the three sets of data as a whole may not be fully valid because of the accuracy with 

Wtnd velocity (knots) 
(a) 

-20 I I I I I I 7 I I I 

-70; I I I I I I I I I I 
5 10 15 20 25 30 35 40  45  50  

Wind velocity (knots)  
(b) 

Figure 13.4 Median value of a0 as a function of wind speed, for X band and 10" grazing angle. (a) Vertical 
polarization, (b )  horizontal polarization. (Afrer Daley, et al.') 
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Variation with frequency and polarization. From Fig. 13.3, the value of 0'0 is seen to be
essentially independent of frequency for vertical polarization, except at low grazing angles.
With horizontal polarization, the clutter echo decreases with decreasing frequency. This is
most pronounced at the lower grazing angles. The effect of polarization on 0'0 also depends on
the wind, as mentioned below.

Variation with wind.!-4 Except at grazing angles near normal incidence, the value of 0'0

increases with increasing wind speed. The backscatter is quite low with winds less than about
5 knots, increases rapidly with wind speeds from about 5 to about 20 knots, and increases
less rapidly at higher wind speeds.! An example is shown in Fig. 13.4.3 This is a composite'
plot of experimental X-band data obtained at three different locations and at three different
times for a grazing angle of toO, (The data represented by the solid circles were obtained
in the Bermuda area; the x's in the North Atlantic; and the triangles, off .puerto Rico.)
The dashed curve in each figure is drawn as if all three sets of data were from a single
population. This curve is of the form exp ( - c/ U) where c is an arbitrary constant and U is
the wind speed. When all three sets of data are considered as one, the dashed curve shows a
saturation of 0'0 with wind speed above about 20 knots. However, conclusions drawn from
viewing the three sets of data as a whole may not be fully valid because of the accuracy with
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which such measuretnetlts cat1 be made. I'tie solid curves of Fig. 13.4~. therefore, are drawn 
for each separate set of data. ( A  siniilar set could be drawn for (b).) There is also a saturation 
efTect evident when the three sets of data are considered separately, but it is not as 
pronounced as when the three sets of data are considered as one. Over the range from 10 
to 20 knots. a0 increases at a rate of about 0.5 dB/kn. Above 30 knots the increase is about 
0.1 dB/kn. Similar beliavior is exhibited at 30" grazing angle. The effect of wind at C band is 
like that at X band. At  lower frequencies, however, the variation of o0 with wind is less 
pronoitr~ced. 

The eticrgy backscattercd fro111 tile sea will depend on tlie direction of the wind relative 
to the directiori of the radar anteritia beam. I t  is generally higher when the radar beam looks 
into the wind than when lookitig dowtiward or crosswind. There might be from 5 to 10 dB 
variatioti it1 n" as the atitetlna scatis 360" it1 azitnutli. I t  lias been found4 that tlie backscatter 
is more sensitive to wirid direction at the higher radar frequencies than at the lower frequencies, 
that horizontal polarization is more sensitive to wind direction than is vertical polarization, 
that the ratio of rrO measured upwind to that measured downwind decreases with increasing 
grn7irig atigle and sen stittc. :trlil tI1:tt at U I i F  the backscatter is practically insensitive to 
wind direction at grazing atigles greater than ten degrees. 

Wlietl viewing the sea at or near vertical incidence the backscatter is greatest with a calm 
sea a ~ i d  decreases will1 increasing witid. Orle set of data5 gives the value of o0 at short wave- 
lengths to be proportional to U- '  6 ,  where U is the wind speed. 

'T'hc wiriti has been assunled liere to be a driving force in determining tlie radar back- 
scatter frotri tlie sea. I t  is itldccd, but tllc relation between the wind and the sea conditions is 
cotnplex: Iiencc, so will be the relation between the'wind and the radar backscatter. The 
capillary waves and the short gravity waves build up quickly with the wind so that the value 
of  rrO measured with radars at the higher microwave frequencies should be quite responsive to 
wind conditions. The loriger gravity waves require a finite time to build up and reach 
saturation: lietice, tlie wind alone might not be a true measure of sea conditions unless account 
is taken of the length of time and the distance (fetch) over wt i i c~~  the wind has been blowing. 
Thus radars at the lower frequencies which are more resphsive to the longer gravity waves 
might experience a value of rro that does not seem responsive to the immediate value of wind 
speed. Another complicating factor is tlie breaking of waves and the generation of spray, foam, 
or whitecaps which have an effect on the radar backscatter. The presence of swell waves 
alorig with the wind-driveti sea can also affect the radar backscatter. Still another important 
factor when attempting to understand the effect of the wind on sea clutter is the difficulty 

C 
in acct~rately estimating witid speed at sea.6 

Effect of pulse width. In principle, the value of a', the sea backscatter per unit area, is 
iridcpetldcnt of t l ~ c  illutriitiatcd area. I t i  practice, the area illuminated by the radar does affect 
the nature of the backscatter. This is especially so with short-pulse radars. When the radar 
resolution is sufliciently small it is found that the sea echo is not spatially uniform, but is 
corn posed of "occasional" individual targetlike echoes of short duration that result in a spiky 
appearance on a radar display. On an A-scope display it is found that sea clutter appears more 
spiky for horizontal than for vertical polarization, when the radar looks up or downwind 
rattier than crosswind, at low radar freqitcticies rather than for high, and for low grazing angles 
rather tliarl for high grazing  angle^.^ To resolve the individual spikes tlie radar pulse widtli 
should be several tells of nanoseconds ratlier than microseconds. An individual spike might 
have a radar cross section at X band of the order of magnitude of one square meter (tnore 
or  less). atid can often last for several s e ~ o n d s . ~  l o  Spikes can give rise to excessive false 
alart~is in some radar applications. These spikes seem to be associated with breaking waves. 
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which such measurements can be made. The solid curves of Fig. 13.4a, therefore, are drawn
for each separate set of data. (A similar set could be drawn for (b).) There is also a saturation
effect evident when the three sets of data are considered separately, but it is not as
pronounced as when the three sets of data are considered as one. Over the range from 10
to 20 knots, (f0 increases at a rate of about 0.5 dB/kn, Above 30 knots the increase is about
O.l dB/kn. Similar behavior is exhibited at 30° grazing angle. The effect of wind at C band is
like that at X band. At lower frequencies, however, the variation of (f0 with wind is less
pronollllced.

The energy back scattered frolll the sea will depend on the direction of the wind relative
to the direction of the radar antenlla beam. It is generally higher when the radar beam looks
into the wind than when looking downward or crosswind. There might be from 5 to 10 dB
variation in (10 as the antenna scans )60" in azimuth. It has been found 4 that the backscatter
is more sensitive to wind direction at the higher radar frequencies than at the lower frequencies,
that horizontal polarization is more sensitive to wind direction than is vertical polarization,
that the ratio of (10 measured upwind to that measured downwind decreases with increasing
grazing angle and sea state, and that at UHF the backscatter is practically insensitive to
wind direction at grazing angles greater than ten degrees,

When viewing the sea at or near vertical incidence the backscatter is greatest with a calm
sea and decreases with increasing wind. Olle set of data S gives the value of (f0 at short wave­
lengths to be proportional to U - 0.6, where U is the wind speed.

The wind has heen assumed here to he a driving force in determining the radar back­
scatter from the sea. It is indeed, hut the relation between the wind and the sea conditions is
complex; hence, so will be the relation between the 'wind and the radar backscatter. The
capillary waves and the short gravity waves build up quickly with the wind so that'the value
of (10 measured with radars at the higher microwave frequencies should be quite responsive to
wind conditions. The longer gravity waves require a finite time to build up and reach
saturation: hence, the wind alone might not be a true measure of sea conditions unless account
is taken of the length of time and the distance (fetch) over whicil the wind has been blowing.
Thus radars at the lower frequencies which are more responsive to the longer gravity waves
might experience a value of rro that does not seem responsive to the immediate value of wind
speed. Another complicating factor is tile breaking of waves and the generation of spray, foam,
or whitecaps which have an effect on the radar backscatter. The presence of swell waves
along with the wind-driven sea can also affect the radar backscatter. Still another important
factor when attempting to understand the effect of the wind on sea clutter is ·the difficulty
in accuratel~ estimating wind speed at sea. 6 .

Effect of pulse width. In principle, the value of 0-°, the sea backscatter per unit area, is
independent of l.he illuminated area. In practice, the area illuminated by the radar does affect
lhe nature of the backscatter. This is especially so with short-pulse radars. When the radar
resolution is sufliciently small it is found that the sea echo is not spatially uniform, but is
composed of "occasional " individual targetlike echoes of short duration that result in a spiky
appearance on a radar display. On an A-scope display it is found that sea clutter appears more
spiky for horizontal than for vertical polarization, when the radar looks up or downwind
rather than crosswind, at low radar frequencies rather than for high, and for low grazing angles
rather than for high grazing angles.? To resolve the individual spikes the'radar pulse width
should he several tens of nanoseconds rather than microseconds. An individual spike might
have a radar cross section at X hand of the order of magnitude of one square meter (more
or less). and can often last for several seconds. s

10 Spikes can give rise to excessive false
alarms in some radar applicati<.'ns. These spikes seem to he associated with hreaking waves.



According to Longg about half the time the whitecap forms either simultaneously with 
the appearance of a radar spike or a fraction of a second thereafter, leading to the conclusion 
that  the whitecap occurs after the radar spike develops. The greater the duration of the sp~ke, 
the greater the size and duration of the whitecap. A spike echo can appear without the 
presence of a whitecap, but no whitecap is observed in the absence of a spike. The spike echo 
at A' band is amplitude modulated with frequencies of the order of 5 0  HL and with a li~gh 
modulation index. The spiky nature of sea echo indicates that the breaking of water waves 
plays an important role in producing ba~kscat ter . ' '~  

In addition to changes in clutter characteristics with narrow pulse widths, changes are 
also noted with narrow beamwidths. It has been reported'' that at X band, small ships stand 
out much better with a 2" horizontal beamwidth antenna than when illuminated by a 0.85" 
beamwidth antenna. This is contrary to what would normally be expected if the clutter were 
uniform. 3 

Thus, as the resolution cell size is decreased the nature of the sea clutter changes. The 
changes can have a profound effect on radar performance. The individual resolved spikes can 
cause false alarms. Raising the receiver threshold level to reduce the false alarms can result 
in a significant loss in sensitivity to desired targets. This negates the benefit of the increased 
signal-to-clutter ratio achieved by high resolution as expressed by Eq. (13.8) for the detection 
of targets in clutter. (As will be discussed in Sec. 13.4 there are techniques for receiver 
detector-design that can avoid much of this loss.) A corollary consequence of high resolution 
is a change in the probability dknsity function of the sea echo, as described next. 

, ' 
Probability density function of sea clutter. The amplitude of sea clutter is characterized by 
statistical fluctuations which8must4be described.iri terms of the probability density function. 
When the echo from the sea can be modeled as that from a number of independent, random 
scatterers, with no one individual scatterer producing an echo of magnitude conlmensurate 
with the resultant echo from all scatterers, then the amplitude fluctuations of the sea echo is 
described by the gaussian probability density function. [Eq. (2.15)). The statistical Ructiiat ions 
of the envelope v of such an echo at the output of the envelope detector in the radar receiver 
is given by the Rayleigh probability density function (pdf), which is 

where a is the standard deviation of the envelo u, which for the Rayleigh pdf is proport~onal 
to the mean value. (The median value is s" In 2 o.) Clutter which conforms to this model is 
called Rayleigh clutter. The Rayleigh pdf applies to sea clutter when the resolution cell, or 
area illuminated by the radar, is relatively large. Experimental data show, however, that this 
distribution does not apply with a high-resolution radar which illuminates only a small area 
of the sea. The probability density furiction deviates from Rayleigh when the area illuminated 
by the radar has a dimension (usually the dimension determined by the pulse width) which 
is comparable to, or smaller than, the water wavelength.13 There does not seem to exist any 
single analytical form of probability density function that fits all the observed data. The actual 
form of the pdf will depend on the,size of the radar ,resolution cell and the sea state. An 
example of sea clutter statistics is shown 'in Fig. 13.5, which plots the probability that the 
clutter will exceed the abscissa, rather than the probability density function. (The two are 
related, however.) It is seen that actual clutter has a greater probability of a large value of sea 
clutter than does Rayleigh clutter,: Stated in other terms, the actual distribution has higher 
"tails" than the Rayleigh..This means that clutter seen by a high-resolution radar will have a 
greater likelihood of false alarm' than Rayleigh clutter if the receiver is designed in the 

(13.10)
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According to Long,9 about half the time the whitecap forms either simultaneously with
the appearance of a radar spike or a fraction of a second thereafter, leading to the conclusion
that the whitecap occurs after the radar spike develops. The greater the duration of the spike,
the greater the size and duration of the whitecap. A spike echo can appear without the
presence of a whitecap, but no whitecap is observed in the absence of a spike. The spike echo
at X band is amplitude modulated with frequencies of the order of 50 Hz and with a high
modulation index. The spiky nature of sea echo indicates that the breaking of water waves
plays an important role in producing backscatter. I 19

1n addition to changes in clutter characteristics with narrow pulse widths, changes are
also noted with narrow beamwidths. It has been reported II that at X hand, small ships stand
out much better with a r horizontal beamwidth antenna than when illuminated by a 0.85°
beamwidth antenna. This is contrary to what would normally be expected if the clutter were
uniform. J

Thus, as the resolution cell size is decreased the nature of the sea clutter changes. The
changes can have a profound effect on radar performance. The individual resolved spikes can
cause false alarms. Raising the receiver threshold level to reduce the false alarms can result
in a significant loss in sensitivity to desired targets. This negates the benefit of the increased
signal-to-clutter ratio achieved by high resolution as expressed by Eq. (13.8) for the detection
of targets in clutter. (As will be discussed in Sec. 13.4 there are techniques for receiver
detector-design that can avoid ~uch of this loss.) A corollary consequence of high resolution
is a change in the probability density function of the sea echo, as described next.

Probability density function of sea .clutter. The amplitude of sea clutter is characterized by
statistical fluctuations which,must:be described.in terms of the probability density function.
When the echo from the sea can be. modeled as that from a number of independent, random
scatterers, with no one individual scatterer producing an echo of magnitude commensurate
with the resultant echo from all scatterers, then the amplitude fluctuations of the sea echo is
described by the gaussian probability density function, [Eq. (2.15)]. The statistical fluctuations
of the envelope v of such an echo at the output of the envelope detector in the radar receiver
is given by the Rayleigh probability density function (pdf), which is

,
. 2v' ( v2

)
p(v) = 2 exp - 2

'J ,(J . (J

where (J is the standard deviation of the enve~ v, which for the Rayleigh pdf is proportional
to the mean value. (The median value is Vln 2 (J.) Clutter which conforms to this model is
called Rayleigh clutter. The Rayleigh pdf applies to sea clutter when the resolution cell, or
area illuminated by the radar, is' relatively large. Experimental data show, however, that this
distribution does not apply with a high-resolution radar which illuminates only a small area
of the sea. The probability density function deviates from Rayleigh when the area illuminated
by the radar has a dimension (usually the dimension determined by the pulse width) which
is com parable to, or smaller' than; the water wavelength.! J There does not seem to exist any
single analytical form of probability density function that fits all the observed data. The actual
form of the pdf will depend on the -size of the' radar. resolution cell and the sea state. An
example of sea clutter ·statistics is shown :in Fig. 13.5, which plots the probability that the
clutter will exceed the abscissa, rather than the probability density function. (The two are
related, however.) It is seen that actual clutter has a greater probability of a large value of sea
clutter than does' Rayleigh clutter~Stated in other terms, the actual distribution has higher
"tails" than the Rayleigh.;This means that clutter seen by a high-resolution radar will have a
greater likelihood of false alarm' than ·.Rayleigh clutter if the receiver· is designed in the
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Clutter cross secl~on in dB lo on orb~trory scale 
1 

- ,,I 
Figure 13.5 Experimetltal statistics of vertical polarization, X-band sea clutter for two sea states. Pulse 
width = 20 ns. beamwidth = 0.5". grazing angle = 4.7". range = 2 nmi. The Rayleigh distribution is 
shown for comparison. Dashed curve shows attempt to fit the sea state 2-3 data to log-normal distrihu- 
tion. (:l/ic7r Trrttrk cz~rd (;rorgc.' 2 ,  

custorrlary way based on gaussian noise. To avoid false alarms, the threshold detector at the 
output of such a teceiver must be set to a higher value than when the clutter is Rayleigh. 
The increased threshold needed to avoid false alarms is significant (10 to 20 dB, or more, in 
some cases). 

I'tte log-normal probability density function has been proposed to model the clutter 
echo with very high-resolution radar and at the higher sea states. I f  the clutter cross section 
is log normal, the probability density function describing its statistics is 

1 1 
p(ac)= . e x p [ - i ( l n ) 2  a C > 0  (13.1 la)  

J2n on, 
1 

where a, = clutter cross section 
a, = median value of a, 

a = s-tandard deviation of In a, (natural logarithm) 
The probability density function that describes the statistics of the voltage amplitude at the 
output of the envelope detector when Eq. (13.1 la)  is the clutter input, is given by 

where rt, is the rnedian value of v and a remains the standard deviation of In A fit 
of the log-normal probability density function with a = 6 dB to actual data for sea state 2 
to 3 is shown in Fig. 13.5.12 The median value of the theoretical distribution in this case 
was equated to the median of the actual data and the a was selected to minimize the maximum 
difTerence in dB between the theoretical curve and the actual data. 

With niany radars that operate in the presence of sea clutter the Rayleigh pdf generally 
uriderestiniates the range of values obtained from real clutter, and the log-normal pdf tends to 
overestimate the range of variation. Several other analytical probability density functions that 
lie between these two extremes have been suggested for modeling the actual statistical 
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Fi~Uf{' 13.5 Experimental statistics or vertical polarization, X -band sea clutter ror two sea states. Pulse
width = 20 ns, beamwidth = 0.5°, grazing angle = 4.7°, range = 2 nmi. The Rayleigh distribution is
shown ror comparison. Dashed curve shows attempt to fit the sea state 2-3 data to log-normal distrihu­
tion. (Alier Trullk (lIld George. '2 )

customary way based on gaussian noise, To avoid false alarms, the threshold detector at the
output of such a receiver must be set to a higher value than when the clutter is Rayleigh.
The increased threshold needed to avoid false alarms is significant (to to 20 dB, or more, in
some cases).

The log-normal probability density function has been proposed to model the clutter
echo with very high-resolution radar and at the higher sea states, If the clutter cross section
is log normal, the probability density function describing its statistics is

(13.11a)p(oJ = -~_. exp [- ---~2 (In (Je)2j
.J'21T.(J(je 2(J (J1n

where ac = clutter cross section
am = median value of ae

a = itandard deviation of In ae (natural logarithm)
The probability density function that describes the statistics of the voltage amplitude at the
output of the envelope detector when Eq. (13.11a) is the clutter input, is given by

p(l') = ---=;-- -exp [-~ (21n ~)21 (13.1Ib)
j2n av 2(J V ln

where I'm is the median value of v and (J remains the standard deviation of In (Je.t 14 A fit
of the log-normal probability density function with (] = 6 dB to actual data for sea state 2
to J is shown in Fig. 13.5. 12 The median value of the theoretical distribution in this case
was equated to the median of the actual data and the (J was selected to minimize the maximum
difference in dB between the theoretical curve and the actual data.

With many radars that operate in the presence of sea clutter the Rayleigh pdf generally
underestimates the range of values obtained from real clutter, and the log-normal pdf tends to
overestimate the range of variation. Several other analytical probability density functions that
lie between these two extremes have been suggested for modeling the actual statistical
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variations received from clutter. One of these is the contan~inateti-norrnal pdf which consists 
of the sum of two gaussian pdfs of different standard deviations and different relative 
weightings.12 This pdf can be fitted to the data of Fig. 13.5 for sea state 1 by proper 
selection of the parameters. Other pdf's that have been suggested for approximating non- 
Rayleigh sea clutter include the Ricean13 [Eq. (2.27)], the chi-square1 [Eq. (2.40)], and a class 
of pdf's called the " K-distributions" based on modeling the clutter as a finite two-dimensional 
random walk." The Weibull pdf has also been examined for modeling sea c ~ u t t e r . ~ ~ . ' ~  I t  is a 
two-parameter pdf, like the log normal, but is intermediate between the Rayleigh and the 
log normal. In the Weibull clutter model the amplitude probability density function of the 
voltage v out of the envelope detector is 

p = a n 2 )  exp 1 -In 2( , : : ) ' ]  

where a is a parameter that relates to the skewness of the distribution (sometimes called the 
Weibull parameter), and v, is the median value of the distribution. By appropriately adjusting 
its parameters, the Weibull can be made to approach either the Rayleigh or the log-normal 
distributions. The Rayleigh is actually a member of the Weibull family, and results when 
a = 2. The exponential pdf is also a member of the Weibull family when a = I .  (Further 
discussion of the Weibull pdf is given in Sec. 13.5.) 

A knowledge of the statistics of the clutter is important in order to properly design a 
CFAR (constant false-alarm rate) r e c e i ~ e r l ' ~  and to avoid the loss associated with a receiver 
detector designed on the basis of the improper statistical model of clutter. 

Theory of sea clutter. In the past, attempts were made to explair, the mechanism of sea clutter 
by reflection from a corrugated surface,16 by backscatter from the droplets of spray thrown by 
the wind into the air above the sea s ~ r f a c e , ' ~ . ' ~  or by backscattering from small facets, or 
patches, on the sea surface." None of these models were able to explain adequately the 
eAperimental observations. The composite surface model, in which the sea is recognized as 
composed of a number of waves of different wavelengths and amplitudes, has been more 
successful than previous models for describing the mechanism of sea ~ l u t t e r . ' ~ ~ ~ ~ ~ '  l a  I t  is based 
on the application of classical scattering theory to a "slightly rough surface" which is 
described by the mean-squared-height spectrum of the sea surface. (By a slightly rough surface li 
is meant one whose height variations are small compared to the radar wavelength and whose 
slopes are small with respect to unity.) The resultant radar backscatter can be interpreted as 
that obtained from the component of the sea spectrum which is "resonant" with the radar 
wavelength. That is, the radar wavelength A, is related to the water wavelength A ,  by the 
relation 

I ,  = 2A, cos 4 (13 .13 )  

where 4 = grazing angle. This is sometimes called the Bragg backscattering resorlarlce condi- 
tion because of its similarity to  the X-ray scattering in crystals as observed by Bragg.' Thus 
the radar is responsive only to those water waves which satisfy Eq. (13.13). An X-band radar 
(A = 3 cm) at zero degrees grazing angle would backscatter from water waves of length 1.5 cm. 
These short water waves are known as capillary waves. An X-band radar when viewing large 
swell waves at low grazing angles in the absence of wind would receive little or no back- 
scatter since there would be no capillary waves present, even though the swell might be 
large. As soon as wind appears, capillaries are formed, and the X-band radar will see back- 
scatter since water waves are now present that are resonant to the X-band wavelength. A 
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variations received from clutter. One of these is the contaminaled-normal pdf which consists
of the sum of two gaussian pdfs of different standard deviations and different relative
weightings. 12 This pdf can be fitted to the data of Fig. 13.5 for sea state I by proper
selection of the parameters. Other pdf's that have been suggested for approximating non­
Rayleigh sea clutter include the Ricean 13 [Eq. (2.27)], the chi-sq uare 13 [Eq. (2.40)], and a class
of pdf's called the" K-distributions" based on modeling the clutter as a finite two-dimensional
random walk.29 The Weibull pdf has also been examined for modeling sea clutter. 14.15 It is a
two-parameter pdf, like the log normal, but is intermediate between the Rayleigh and the
log normal. In the Weibull clutter model the amplitude probability density function of the
voltage v out of the envelope detector is

P(v)=exln2C~r-1 exp [-ln2C~r] (13.12)
.}

where ex is a parameter that relates to the skewness of the distribution (sometimes called the
Weibull parameter), and Vm is the median value of the distribution. By appropriately adjusting
its parameters, the Weibull can be made to approach either the Rayleigh or the log-normal
distributions. The Rayleigh is actually a member of the Weibull family, and results when
ex = 2. The exponential pdf is also a member of the Weibull family when ex = 1. (Further
discussion of the Weibull pdf is given in Sec. 13.5.)

A knowledge of the statistics of the clutter is important in order to properly design a
CFAR (constant false-alarm rate) receiver 115 and to avoid the loss associated with a receiver
detector designed on the basis of the improper statistical model of clutter.

Theory ofsea clutter. In the past, attempts were made to explair: the mechanism of sea clutter
by reflection from a corrugated surface, 16 by backscatter from the droplets of spray thrown by
the wind into the air above the sea surface, 16.1 7 or by backscattering from small facets, or
patches, on the sea surface!8 None of these models were able to explain adequately the
eAperimental observations. The composite surface model, in which the sea is recognized as
composed of a number of waves of different wavelengths and amplitudes, has been more
successful than previous models for describing the mechanism of sea clutter.19.20.118 It is based
on the application of classical scattering theory to a "slightly rough surface" which is
described by the mean-sQuared-height spectrum of the sea surface. (By a slightly rough surface
is meant one whose height variations are small compared to the radar wavelength and whose
slopes are small with respect to unity.) The resultant radar backscatter can be interpreted as
that obtained from the component of the sea spectrum which is "resonant" with the radar
wavelength. That is, the radar wavelength 1, is related to the water wavelength .A. w by the
relation

(13.13)

where ¢ = grazing angle. This is sometimes called the Bragg backscattering resollallce condi­
tion because of its similarity to the X-ray scattering in crystals as observed by Bragg.2 Thus
the radar is responsive only to those water waves which satisfy Eq. (13.13). An X-band radar
(1 = 3 cm) at zero degrees grazing angle would backscatter from water waves of length 1.5 em.
These short water waves are known as capillary waves. An X-band radar when viewing large
swell waves at low grazing angles in the absence of wind would receive little or no back­
scatter since there would be no capillary waves present, even though the swell might be
large. As soon as wind appears, capillaries are formed, and the X -band radar will see back­
scatter since water waves are now present that are resonant to the X-band wavelength. A



Figure 13.6 Composite rough-surface model of tile sea 
with the small resonant water waves riding on top of tile 
larger water waves, resulting in a tilting of the resonant 

, waves from the horizontal. 

U H F  radar ( A  = 70 cm) at zero degrees grazing angle responds to water waves of length 
35 cm. These are known as grat~i ty  waves. 

The effect of the large water waves is to cause a tilting of the scattering surface of the 
smaller water waves, as in  Fig. 13.6. The radar wavelengths are usually too short to be 
responsive to these lorig water waves, but the effect of such waves is noted by the tilting 
of the snialler water waves which are resonant with the incident radar energy. The tilting 
effect of the large waves is especially important at low grazing angles since the grazing arigle 
is deterniiried not only by tile arigle the radar energy makes with the mean sea surface, but 
also by the angle of the resonant waves that ride on the large wave structure. 

1 The composite-model theory of sea clutter seems to account for the experimental results 
obtained witti vertical polarization better than with horizotital polarizatio~i.'~ Also, i t  is tnore 
applicable to the midrange of grazing angles than to very low grazing angles or to near nornial 
ir~cidcrice. 

There are other effects that should probably be part of any complete theory of sea 
clutter. Such factors include: the shadowing of the waves when the surface is viewed at low 
grazing angle; the specular reflection from plane facets when viewed at near normal incidence; 
the effect of breaking waves, whitecaps, and foam, especially when the winds are greater than 
about 15 to 20 knots; and the presence of refraction effects, such as that due to the evaporation 
duct over the surface of the sea, which enhance the propagation of radar waves near zero 
grazing angle so that sea clutter is increased at the longer ranges compared to normal 
propagation conditions. 

Backscatter from sea ice. At low grazing angles, as might occur with a shipboard radar, there 
is little backscattered energy from smooth, flat ice. On a PPI or similar display the areas of 
ice will be dark except perhaps at the edges. If areas of water are present along with the ice, 
the sea clutter seen on the display will be relatively bright in contrast to the ice. Backscatter 
from rough ice, such as floes and pack ice, can produce an effect on the radar display similar 
to sea clutter. However, the backscatter from rough ice can be distinguished from sea cluttcr 
since its ~affern on the display will remain stationary from scan to scan but the sea clutter 
pattern will change with time.33 Measurements made over ice fields in the region of Thule, 
Gree~~land ,~ '  indicated the radar backscatter (a0) to vary linearly with frequency over a range 
of grazing arlgles from 1 to 10". I t  was also found that o0 was proportional to the elevation 
angle over grazing angles from 2" to lo0, but was inversely proportional to grazing angle over 
the regiori from 1 "  to 2". (The increase of a0 with decreasing grazing angle is similar to the 
behavior of land clutter but not sea clutter.) The scatterometer, a radar which measures a0 as 
a function of incidence angle in the region near vertical incidence, has been used as an ice sensor 
and to differen tiate between first-year and multi-year ice.6s 

Radar can also detect large icebergs, especially if they have faces that are nearly per- 
pendicular to the radar direction of p r ~ p a g a t i o n . ~ ~  Icebergs with sloping faces can have a 
small echo even though they may be large in size. Growlers, which are small icebergs large 
enough to be of danger to ships, are poor radar targets because of their small size and shape. 
They seem to be more detectable with radar having a moderate resolution rather than a high 
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Figure 13.6 Composite rough-surface model of the sea
with the small resonant water waves riding on top of the
larger water waves, resulting in a tilting of the resonant
waves from the horizontal.

UHF radar (A. = 70 cm) at zero degrees grazing angle responds to water waves of length
35 cm. These are known as grauity waves.

The effect of the large water waves is to cause a tilting of the scattering surface of the
smaller water waves, as in Fig. 13.6. The radar wavelengths are usually too short to be
responsive to these long water waves, but the effect of such waves is noted by the tilting
of the smaller water waves which are resonant with the incident radar energy. The tilting
effect of the large waves is especially important at low grazing angles since the grazing angle
is determined not only by the angle the radar energy makes with the mean sea surface, but
also by the angle of the resonant waves that ride on the large wave structure.

The composite-model theory of sea clutter seems to account for the experimental results
obtained with vertical polarization better than with horizontal polarization. I

9 Also, it is morc
applicable to the midrange of grazing angles than to very low grazing angles or to near normal
incidence.

There are other effects that should probably be part of any complete theory of sea
c1u tter. Such factors include: the shadowing of the waves when the surface is viewed at low
grazing angle; the specular reflection from plane facets when viewed at near normal incidence;
the effect of breaking waves, whitecaps, and foam, especially when the winds are greater than
about 15 to 20 knots; and the presence of refraction effects, such as that due to the evaporation
duct over the surface of the sea, which enhance the propagation of radar waves near zero
grazing angle so that sea clutter is increased at the longer ranges compared to normal
propagation conditions.

Backscatter from sea ice. At low grazing angles, as might occur with a shipbo~~d radar, there
is little backscattered energy from smooth, flat ice. On a PPI or similar display the areas of
ice will be dark except perhaps at the edges. If areas of water are present along with the ice,

'\ the sea clutter seen on the display will be relatively bright in contrast to the ice. Backscatter
from rough ice, such as floes and pack ice, can produce an effect on the radar display similar
to sea clutter. However, the backscatter from rough ice can be distinguished from sea clutter
since its pafTern on the display will remain stationary from scan to scan but the sea clutter
pattern will change with time. 33 Measurements made over ice fields in the region of Thule,
Greenland,41 indicated the radar backscatter (0-°) to vary linearly with frequency over a range
of grazing angles from I to 10°. It was also found that 0-° was proportional to the elevation
angle over grazing angles from 2° to 10°, but was inversely proportional to grazing angle over
the region from 1° to 2°. (The increase of 0-° with decreasing grazing angle is similar to the
behavior of land clutter but not sea clutter.) The scatterometer, a radar whIch measures 0-° as
a function of incidence angle in the region near vertical incidence, has been used as an ice sensor
and to differentiate between first-year and multi-year ice.6s

Radar can also detect large icebergs, especially if they have faces that are nearly per­
pendicular to the radar direction of propagation.33 Icebergs with sloping faces can have a
small echo even though they may be large in size. Growlers, which are small icebergs large
enough to be of danger to ships, are poor radar targets because of their small size and shape.
They seem to be more detectable with radar having a moderate resolution rather than a high
resolution. 66
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The backscatter from ice at high grazing angles is complicated by the relative ease of 
penetration of radar energy into the ice. The reflection from the air-ice interface may be 
accompanied by a reflection from the underlying ice-water or ice-land interface. These reflec- 
tions from the two interfaces, as well as multiple internal reflections, can result in radar back- 
scatter that varies with the ice thickness, water content of the ice, and radar wavelength. The 
penetration properties of radar energy in ice and snow, especially at U H F  or lower frequencies, 
can result in serious errors in the height measurement of radar  altimeter^.^' Under some 
conditions, there might be no echo from the top surface of the ice, anti if the ice is thick enough 
there might be no reflection from the bottom. When there is a recognizable reflection from 
the bottom, the distance measured by an altimeter calibrated on the assumption that propaga- 
tion is in air, can be erroneous because the velocity of propagation in ice is 0.535 times that in 
air, and in snow it is less by a factor of 0.fJU6' Altimeters at the higher microwave frequencies 
are less affected by penetration into the ice and are more likely to indicate the air-ice inier- 
face than UHF altimeters. J 

I ,  

Oil slicks. Oil on the surface of the sea has a smoothing effect on breaking waves, and damps 
out the capillary and short gravity waves normally generated by the wind. Thus oil slicks 
appear dark on a radar PPI compared to the surrounding sea and are readily detectable. 
~igh:resolution X-band radar, for example, can sometimes detect the oil leaking from the 
engine of a small boat at anchor. Airborne synthetic-aperture radar has been demonstrated to 
locate and map oil slicks over a large area. It is found that vertical polarization produces 
higher contrast than horizontal polarization. At low sea-state and wind it is possible to image 
an oil spill of less than 400 liters durini the period of spillage.68 

13.4 DETECTION OF TARGETS IN SEA CLUTTER 

The ability of a radar to detect targets on or above the sea can be limited by sea clutter as well 
as by receiver noise. The magnitude and extent of the sea clutter seen by the radar will depend 
not only on the sea state and wind, but on the radar height. Radar is used to detect at least 
three different classes of targets over the sea: aircraft, ships, and small objects such as buoys. 
(Navigation radars must also see land-sea boundaries in addition to buoys.) The detection of 
such targets in the presence of sea clutter generally requires a different design approach for ,S 

each, although there are similarities among them. In brief, a radar required to detect aircraft in 
the presence of sea clutter would likely employ MTI (moving target indication); a radar for the 
detection of buoys and other small objects on the sea would generally be of high resolution 
and employ techniques to prevent receiver saturation by large clutter; and a radar designed to 
detect ships could be of moderate resolution since the radar cross section of ships is relatively 
large. in the remainder of the section, the various techniques for detecting targets in clutter will 
be reviewed. 

MTI. As mentioned, MTI can be used to separate the moving aircraft targets from the 
relatively stationary sea clutter. Except for some naval applications for the detection of very 
low-flying aircraft, the normal detection of aircraft over the sea does not usually represent a 
severe MTI design'problem. Sea clutter is not as strong and does not usually extend to as great 
a range as does land clutter. Thus high-flying aircraft over the sea can be detected at long range 
with relatively conventional radar with only a minimal MTI, or even with no MTI in some 
cases. A more severe problem occurs 'when a seaborne radar must operate near land. Land 
clutter can be so large that clutter echoes might enter the radar receiver via the antennd 
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The backscatter from ice at high grazing angles is complicated by the relative ease of
penetration of radar energy into the ice. The reflection from the air-ice interface may be
accompanied by a reflection from the underlying ice-water or ice-·land interface. These reflec­
tions from the two interfaces, as well as multiple internal reOections, can result in radar back­
scatter that varies with the ice thickness, water content of the ice, and radar wavelength. The
penetration properties of radar energy in ice and snow, especially at UHF or lower frequencies,
can result in serious errors in the height measurement of radar altimeters. 67 Under some
cond itions, there might be no echo from the top surface of the ice, and if the ice is thick enough
there might be no reflection from the bottom. When there is a recognizable reflection from
the bottom, the distance measured by an altimeter calibrated on the assumption that propaga­
tion is in air, can be erroneous because the velocity of propagation in ice is 0.535 times that in
air, and in snow it is less by a f~ctor of 0.8.67 Altimeters at the higher microwave frequencies
are less affected by penetration into the ice and are more likely to indicate the air-ice inter-
face than UHF altimeters. .J

Oil slicks. Oil on the surface of the sea has a smoothing effect on breaking waves, and damps
out the capillary and short gravity waves normally generated by the wind. Thus oil slicks
appear dark on a radar PPI compared to the surrounding sea and are readily detectable.
High~resolution X-band radar, for example, can sometimes detect the oil leaking from the
engine of a small boat at anchor. Airborne synthetic-aperture radar has been demonstrated to
locate and map oB slicks over a large area. It is found that vertical polarization produces
higher contrast than horizontal polarization. At low sea-state and wind it is possible to image
an oil spill of less than 400 liters during the period of spillage.68

13.4 DETECTION OF TARGETS IN SEA CLUTTER

The ability of a radar to detect targets on or above the sea can be limited by sea clutter as well
as by receiver noise. The magnitude and extent of the sea clutter seen by the radar will depend
not only on the sea state and wind, but on the radar height. Radar is used to detect at kast
three dilTerent classes of targets over the sea: aircraft, ships, and small objects such as buoys.
(Navigation radars must also see land-sea boundaries in addition to buoys.) The detection of
such targets in the presence of sea clutter generally requires a dilTerent design approach for
each, although there are similarities among them. In brief, a radar required to detect aircraft in
the presence of sea clutter would likely employ MTI (moving target indication); a radar for the
detection of buoys and other small objects on the sea would generally be of high resolution
and employ techniques to prevent receiver saturation by large clutter; and a radar designed to
detect ships could be of moderate resolution since the radar cross section of shi ps is relatively
large. In the remainder of the section, the various techniques for detecting targets in clutter will
be reviewed.

MTI. As mentioned, MTI can be used to separate the moving aircraft targets from the
relatively stationary sea clutter. Except for some naval applications for the detection of very
low-flying aircraft, the normal detection of aircraft over the sea does not usually represent a
severe MTI design 'problem. Sea clutter is not as strong and does not usually extend to as great
a range as does land clutter. Thus high-flying aircraft over the sea can be detected at long range
with relatively conventional radar with only a minimal MTI, or even with no MTI in some
cases. A more severe problem occurs'when a seaborne radar must operate near land. Land
clutter can be so large that clutter echoes might enter the radar receiver via the antenn.t



sidelobes. I n  this case, when strong land clutter is a problem, a good MTI or  pulse-doppler 
radar is required. MTI or pulse-doppler radar is also necessary in radar carried by high-flying 
aircraft that must detect other aircraft masked by sea clutter. 

Altliougli sllips arc rnoving targets that miglit be candidates for MTI radar, it is not often 
that MI'I is ticeded for this application. 'Tile large cross section of ships generally results in 
sititable target-to-oluttcr ratios with convetltio~lal radars. 

Frequency. I'lie plot of  0" vs. gra7ing angle for various freqilencies (Fig. 13.3) indicates that 
the lo\r;c~ tllc I ~ c q r ~ c ~ ~ c y .  tllc less tile sea cluttcr. I'llis applies at tlrc lower grazing ailgles and 
with hori7or1tal polarization. Thus, to reduce clutter, the radar sl~ould be at a low frequency. 
l'llcrc arc somc resetvatio~~s, Ilowever. that woi~ld tend to favor the higher frequencies in many 
applications. Tile lower the frequency, tile more difficult it is to direct the radar energy at low 
a ~ ~ g l c s  ?'his is illustrated i t1  Sec. 12.2, wllicl~ gives the elevatio~l angle of the lowest iiiterfere~lce 
lobe as A/411,, where A = wavelength and /I, = antenna height. Thus if targets low on the water 
are to be seen, higher frequencies may be preferred even if the clutter is greater. Another 

,t 
reason for preferring the liigller frcquetlcics in some applications, in spite of the larger clutter, 
is that greater range-resolution and azimuth-resolution (shorter pulse width and narrower 
beanlwidths) are easier to obtain than at lower frequencies. The higher resolution usually 
results iri greater target-to-clutter ratio. Civil marine radars are available at both S band 
(10 cln wavelength) and X band (3 cm). Although both bands have distinctive advantages for 
ship application, when only a single radar is employed it is usually at X band for the reasons 
give11 above." I'hus the fact that sea clutter is less at the lower frequencies is but one of several 
factors to be collsidered in the selection of the optimum frequency for a particular radar 
application. 

Polarization. Figure 13.3 indicates that horizontal polarization results in less sea clutter than 
vertical, for the sea conditions whicl~ apply to that data. The majority of radars that operate 
ovnr the sea usually employ horizontal polarization. Air-surveillance radars with horizontal 
polarization achieve greater range than with vertical polarization because of the higher 
reflection coefficient of horizontal polarization (Sec. 12.2). A firm conclusion in favor of one 
polarizatioll or the other is difficult to make for a civil marine radar, but most sets use 

. horizontal polar iza t i~n.~ '  At high sea states the difference between horizontal and vertical 
I polarization is said to disappear.22 

Horizontal polarization, as was mentioned in Sec. 13.3, has a probability density functicn 
which deviates from Rayleigh more than does vertical polarization when the pulse widths are 
short. The non-Rayleigh nature of the clutter must be properly considered in the detector 
design i f  large increases in the minimum detectable signal-to-clutter ratios are to be avoided. 

Pulse width. The radar equation that applies to the detection of targets in surface clutter at low 
grazing angles (Eq. 13.8) shows that, all other factors remaining constant, the shorter the pulse 
width the greater will be the maximum' range. Decreasing the pulse width decreases the 
amount of clutter with which the target must compete. There are three cautions to  remember, 
however, when considering the use of Eq. (13.8). First, the clutter echo power must be large 
compared to the receiver noise power for Eq. (13.8) to be valid. Thus the energy within the 
pulse must not be too low. I f  the peak power is limited, a short pulse might not have enough 
energy to make clutter, rather than receiver noise, dominate. Pulse compression (Sec. 11.5) can 
overcome this limitation of a short pulse since it can achieve a resolution equivalent to that of 
a short pulse, but with tlic energy of a long pulse. Second, the required signal-to-clutter ratio 
depends on the pulse width because of  the change in clutter statistics (probability density 
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sidelobes. In this case, when strong land clutter is a problem, a good MTI or pulse-doppler
radar is required. MTI or pulse-doppler radar is also necessary in radarcarried by high-nying
aircraft that must detect other aircraft masked by sea clutter.

Although ships are moving targets that might be candidates for MTI radar, it is not often
that MTI is needed for this application. The large cross section of ships generally results in
suitah1c target-to-clutter ratios with conventional radars.

Frequenq. The plot or aO vs. grazing angle for various frequencies (Fig. 13.3) indicates that
thc lo\':cr thc frcq lIcncy. tile less the sea cI u!ler. Th is applies at the lower grazing angles and
with horizontal polarization. Thus, to reduce clutter, the radar should be at a low frequency.
There arc some reservations, however. that would tend to favor the higher frequencies in many
applications. The lower the frequency, the more difficult it is to direct the radar energy at low
angles. This is illustrated in Sec. 12.2, which gives the elevation angle of the lowest interference
lobe as A;4ft a , where A. = wavelength and Ira = antenna height. Thus if targets low on the water
are to be seen, higher frequencies may be preferred even if the clutter is greater. Another
reason for preferring the higher frequencies in some applications, in spite of the larger clutter,
is that greater range-resolution and azimuth-resolution (shorter pulse width and narrower
beamwidths) are easier to obtain than at lower frequencies. The higher resolution usually
results in greater target-to-clutter ratio. Civil marine radars are available at both S band
(10 em wavelength) and X band (3 em). Although both bands have distinctive advantages for
ship application, when only a si~gle radar is employed it is usually at X band for the reasons
given above. 2\ Thus the fact that sea clutter is less at the lower frequencies is but one of several
factors to be considered in the selection of the optimum frequency for a particular radar
application.

Polarization. Figure 13.3 indicates that horizontal polarization results in less sea clutter than
vertical, for the sea conditions which apply to that data. The majority of radars that operate
ov~r the sea usually employ horizontal polarization. Air-surveillance radars with horizontal
polarization achieve greater range than with vertical polarization because of the higher
renection coefficient of horizontal polarization (Sec. 12.2). A firm conclusion in favor of one
polarization or the other is difficult to make for a civil marine radar, but most sets use
horizontal polarization. 21 At high sea states the difference between horizontal and vertical
polarization is said to disappear. 22

Horizontal polarization, as was mentioned in Sec. 13.3, has a probability density functicn
which deviates from Rayleigh more than does vertical polarization when the pulse widths are
short. The non-Rayleigh nature of the clutter must be properly considered in the detector
design if large increases in the minimum detectable signal-to-clutter ratios are to be avoided,

Pulse width. The radar equation that applies to the detection of targets in surface clutter at low
grazing angles (Eq. 13.8) shows that, all other factors remaining constant, the shorter the pulse
width the greater will be the maximum' range. Decreasing the pulse width decreases the
amount of clutter with which the target must compete. There are three cautions to remember,
however, when considering the use of Eq. (13.8). First, the clutter echo power must be large
compared to the receiver noise power for Eq. (13.8) to be valid. Thus the energy within the
pulse must not be too low. If the peak power is limited, a short pulse might not have enough
energy to make clutter, rather than receiver noise, dominate. Pulse compression (Sec. 11.5) can
overcome this limitation of a short pulse since it can achieve a resolution equivalent to that of
a short pUlse. but with the energy of a long pulse. Second, the required signal-to-clutter ratio
depends on the pulse width because of the change in clutter statistics (probability density
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function) with short pulse widths, as discussed in Sec. 13.3. The changes in clutter statistics 
must be accounted for in the detector design, else the large signal-to-clutter ratios required of a 
conventional threshold detector might negate any benefit of the shortened pulse. As mentioned 
previously, a radar with a very short pulse (or narrow beamwidth) might prove to be worse 
than one with a longer pulse (or a wider beamwidth) because of the change in clutter 
statistics. (Receiver detection-criteria for compensating the effects of a change in clutter sta- 
tistics with high resolution are discussed later in this section.) Third, i f  the pulse is too short, i t  
might encompass only part of a large target such as a ship, and the target cross section might 
be reduced. However, if the echoes from the various parts of a large target are displayed 
without collapsing loss and if the operator knows the general shape of the target, there will be 
little, if  any, loss in detectability. 

Antenna beamwidth. The discussion above regarding the benefits and limitations of the short 
3 

pulse also apply to the azimuth beamwidth. The use of high resolution in angle and/or range 
is the principal method available for detecting a fixed target in clutter, assuming the target 
"cross section per unit area" is greater than that of clutter a'. Too narrow a beamwidth, just 
as too narrow a pulse width, is not desired since i t  can also alter the clutter statistics in an 
unfavorable manner.3 

Antenna scan rate. The sea clutter background does not change significantly during the time 
the usual civil-marine radar antenna (with a 20 rpm rotation rate) scans by a particular 
clutter patch. That is, the sea can be considered " frozen" during the observatioil time. For a 
medium-resolution X-band radar at low grazing angles, the time required for the sea clutter 
echo to decorrelate is about 10 ms.l6S2' Any pulses received from sea clutter during this time 
will be correlated and no improvement in signal-to-clutter ratio will be obtained by integra- 
tion. (This is unlike receiver noise since integration of signal pulses and noise can provide 
significant improvement in signal-to-noise ratio, as described in Sec. 2.6.) Although the clutter 
received during a single scan past a target will be correlated, the sea surface will i~sually change 
by the time o f  the next antenna scan so that the clutter will be decorrelated from scan to scan. 
Thus scan-to-scan integration can usually result in an improvement of target-to-clirtter ratio. 
T o  make available more independent clutter echoes, the antenna rotation rate can be 
i n ~ r e a s e d . ~ ' . ~ ~  If, for example, the radar antenna has a 2" beamwidth, a pulse repetition 
frequency of 3600 Hz, and a 20 rpm rotation rate, there will be 60 pulses returned from a 
target on each scan of the antenna.There is little integration improvement obtained from these 
60 pulses since they occur within a time (& s)  comparable to the decorrelation time for 
X-band sea clutter. If the antenna rotation rate is speeded I I ~  to 600 rpm, there will be 2 
pulses received during a scan past a target. (There should be at least 2 pulses per scan rather 
than one, in order to avoid a large scanning loss.) On thc next scan, one-tc~~tl l  sccoucl later, two 
additional pulses are received that are decorrelated from the previous two pulses so that an 
integration improvement can be obtained. The number of pulses processed by the slow-speed 
at~ri the high-speed atltennas are the same. The 20 rpm antenna receives 60 pulses per scan 
with a 3-second rotation period. In the same 3 seconds, the 600 rpm antenna scans by the 
target 30 times, receiving two pi~lses on each scan. A scan-to-scan integration imjlrovcmc~~t 
can be achieved with the high-speed antenna if the storage properties of the CKT screen permit 
efficient integration (as with a storage tube) or  if some form of automatic integration is used. 

Experimental measurements using civil-marine radar with a l o  beamwidth and 5000 Hz 
pulse repetition frequency show that increasing the antenna rotation rate from 20 to  
420 rpm improves the target-to-clutter ratio from about 4 to  8 dB depending on the sea 
state." (The smaller improvement corresponds to  the higher sea state.) An attempt was also 
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function) with short pulse widths, as discussed in Sec. 13.3. The changes in clutter statistics
must be accounted for in the detector design, else the large signal-to-c1utter ratios required of a
conventional threshold detector might negate any benefit of the shortened pulse. As mentioned
previously, a radar with a very short pulse (or narrow beamwidth) might prove to be worse
than one with a longer pulse (or a wider beamwidth) because of the change in clutter
statistics. (Receiver detection-criteria for compensating the effects of a change in clutter sta­
tistics with high resolution are discussed later in this section.) Third, if the pulse is too short, it
might encompass only part of a large target such as a ship, and the target cross section might
be reduced. However, if the echoes from the various parts of a large target are displayed
without collapsing loss and if the operator knows the general shape of the target, there will be
little, if any, loss in detectability.

Antenna beamwidth. The discussion above regarding the benefits and limitations of the short
pulse also apply to the azimuth beamwidth. The use of high resolution in angle{ndjor range
is the principal method available for detecting a fixed target in clutter, assuming the target
"cross section per unit area" is greater than that of clutter (10. Too narrow a beamwidth, just
as too narrow a pulse width, is not desired since it can also alter the clutter statistics in an
unfavorable manner. 31

Antenna scan rate. The sea clutter background does not change significantly during the time
the usual civil-marine radar antenna (with a 20 rpm rotation rate) scans by a particular
clutter patch. That is, the sea can be considered" frozen" during the observation time. For a
medium-resolution X -band radar at low grazing angles, the time required for the sea clutter
echo to decorrelate is about to ms. 16

•
21 Any pulses received from sea clutter during this time

will be correlated and no improvement in signal-to-clutter ratio will be obtained by integra­
tion. (This is unlike receiver noise since integration of signal pulses and noise can provide
significant improvement in signal-to~noise ratio, as described in Sec. 2.6.) Although the clutter
received during a single scan past a target will be correlated, the sea surface will usually chang~

by the time of the next antenna scan so that the clutter will be decorrelated from scan to scan.
Thus scan-to-scan integration can usually result in an improvement of target-to-c1utter ratio.
To make available more independent clutter echoes, the antenna rotation rate can be
increased. 21

•
23 If, for example, the radar antenna has a 20 beamwidth, a pulse repetition

frequency of 3600 Hz, and a 20 rpm rotation rate, there will be 60 pulses returned from a
target on each scan of the antenna. There is little integration improvement obtained from these
60 pulses since they occur within a time (in s) comparable to the decorrelation time for
X -band sea clutter. If the antenna rotation rate is speeded lip to 600 rpm, there will be 2
pulses received during a scan past a target. (There should be at least 2 pulses per scan rather
than one, in order to avoid a large scanning loss.) On the next scan, one-ll.:nl.h second later, two
additional pulses are received that are decorrelated from the previous two pulses so lhat an
integration improvement can be obtained. The number of pulses processed hy the slow-speed
and the high-speed antennas are the same. The 20 rpm antenna receives 60 pulses per scan
with a 3-second rotation period. In the same 3 seconds, the 600 rpm antenna scans by the
target 30 times, receiving two pulses on each scan. A scan-to-scan integration improvement
can be achieved with the high-speed antenna if the storage properties of the CRT screen permit
efficient integration (as with a storage tube) or if some form of automatic integration is used.

Experimental measurements using civil-marine radar with a 10 beamwidth and 5000 Hz
pulse repetition frequency show that increasing the antenna rotation rate from 20 to
420 rpm improves the target-to-clutter ratio from about 4 to 8 dB depending on the sea
state. H (The smaller improvement corresponds to the higher sea state.) An attempt was also
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made to decorrelate the two pulses received from a target with the high-speed rotation rate by 
transmitting each of the two pulses'at a different frequency. Unexpectedly, no discernible 
improvement was noted when the two frequencies were used instead of a single frequency, even 
though the two frequencies were 60 MHz apart. This would indicate that there is a slowly 
fading component of the clutter echo which cannot be decorrelated and is probably similar to 
the clutter spikes discussed in Sec. 13.3. 

The decorrelation time of the clutter is approximated by the reciprocal of the width of the 
clutter doppler spectrum. I t  is found that the width of the frequency spectrum decreases with 
decreasing frequency so that the decorrelation time is greater at the lower frequencies than at 
the high frequencies. Normally it would be expected that the decorrelation time would be 
linearly proportio~lal to the frequency, since the doppler-frequency shift is also linearly related 
to tlie frcqucltcy. ).lowever, experimental measurements show that the ratio of the decorrela- 
tion tir~lc at L band to that at X band is less than would be expected if the linear relation 
applietl. For exarnplc, i f  the decorrelation time at X band were 10 ms, then i t  would be about 
60 tns at L band, instead of the 70 to 75 ms predicted on the basis of a linear law. Therefore, 
when tile clr~tter spectra are given in units of velocity rather than frequency, the velocity 
spcctra are sligl~tly broader at tllc lower frcqucncies, an urlexpected The spectra are 
broader for horizontal than for vertical polarization, and increase in width as the square root 
of the wave height for both polarizations. 

Observation time. In the above, a rapid antenna-rotation rate takes advantage of the fact that 
the clutter echo changes with time, but the target echo does not. With a high-resolution radar 
(nanoseconds pulse width) the individual sea-clutter spikes, as mentioned in Sec. 13.3, can 
persist for several seconds, which is much greater than the 10 ms decorrelation time quoted for 
S-band sea clutter. The persistence of these sea-clutter spikes makes difficult the detection of 
small targets, such as buoys and small boats. A single "snapshot" of a PPI would not likely 
differentiate the echo of a small target from that of the sea spikes. The individual sea spikes, 
however, will disappear with time and new spikes will appear at other locations. If it is possible 
to observe the radar display for a sufficient period of time, the small targets can be recognized 
since they will remain relatively fixed in amplitude while the sea spikes come and go. The 
penalty paid for this procedure is a long observation time. 

3 

Frequency agility. I f  tile frequency of a pulse of length r is changed by at least l/s, the echo 
from uniformly distributed clutter will be decorrelated. Thus pulse-to-pulse frequency changrs 
(Irequcncy agility) of I/r or greater will decorrelate the clutter and permit an increase in 
target-to-clutter ratio when the decorrelated pulses are integrated. With a high-resolution 
radar in which the persistent sea-clutter spikes appear, the benefit of frequency agility is 
decreased since the sea spikes are correlated over a relatively long period of time and appear 
sirnilar to target echoes. Thils frequency agility will be of less value the more non-Rayleigh the 
clutter statistics. ( I f  the radar is on a rapidly moving platform, the clutter might also be 
decorrelated as the radar resolution cell views a different patch of clutter.) 

Receiver detection criteria. I n  Chap. 2 the receiver detection criterion was based on the 
methods of Marcum and Swerling. Relationships between threshold levels, probabilities of 
detection and false alarm, signal-to-noise ratio, and number of pulses integrated were obtained 
using as a model a receiver with the following characteristics: (1) the envelope of the receiver 
noise at the output of the IF filter was described by the Rayleigh probability density function 
(pdf); (2) the envelope detector had either a linear o r  a square-law characteristic; (3) the 
integrator consisted of a linear addition of the pulses in the video portion of the receiver; and 
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made to decorrelate the two pulses received from a target with the high-speed rotation rate by
transmitting each of the twopulses'a{ adifTerentfrequency.Unex.pectedly, no discernible
improvement was noted when the two frequencies were used instead of a single frequency, even
though the two frequencies were 60 MHz apart. This would indicate that there is a slowly
fading component of the clutter echo which cannot be decorrelated and is probably similar to
the clutter spikes discussed in Sec. 13.3.

The decorrelation time of the clutter is approximated by the reciprocal of the width of the
clutter doppler spectrum. It is fou nd that the width orthe frequency spectrum decreases with
decreasing frequency so that the decorrelation time is greater at the lower frequencies than at
the high frequencies. Normally it would be expected that the decorrelation time would be
linearly proportional to the frequency, since the doppler-frequency shift is also linearly related
to thc frequency. However. experimental measurements show that the ratio of the decorrela­
tion timc at L band to that at X band is less than would be expected if the linear relation
applied. For example. if the decorrelation time at X band were 10 ms, then it would be about
60 ms at L band. instead of the 70 to 75 ms predicted on the basis of a linear law. Therefore.
when the clutter spectra are given in units of velocity rather than frequency. the velocity
spectra arc slightly broader at the lower frequencies. an unexpected result. 25 The spectra are
broader for horizontal than for vertical polarization, and increase in width as the square root
of the wave height for both polarizations.

Observation time. In the above. a rapid antenna-rotation rate takes advantage of the fact that
the clutter echo changes with time, but the target echo does not. With a high-resolution radar
(nanoseconds pulse width) the individual sea-clutter spikes, as mentioned in Sec. 13.3, can
persist for several seconds. which is much greater than the to ms decorrelation time quoted for
X-band sea clutter. The persistence of these sea-clutter spikes makes difficult the detection of
small targets. such as buoys and small boats. A single" snapshot" of a PPI would not likely
differentiate the echo of a small target from that of the sea spikes. The individual sea spikes,
however. will disappear with time and new spikes will appear at other locations. If it is possible
to observe the radar display for a sufficient period of time, the small targets can be recognized
since they will remain relatively fixed in amplitude while the sea spikes come and go. The
penalty paid for this procedure is a long observation time.

Frequency agility. If the frequency of a pulse of length t is changed by at least lit. the echo
from uniformly distributed clutter will be decorrelated. Thus pulse-to-pulse frequency changes
(frequency .agility) of IIt or greater will decorrelate the clutter and permit an increase in
target-to-clutter ratio when the decorrelated pulses are integrated. With a high-resolution
radar in which the persistent sea-clutter spikes appear, the benefit of frequency agility is
decreased since the sea spikes are correlated over a relatively long period of time and appear
similar to target echoes. Thus frequency agility will be of less value the more non-Rayleigh the
clutter statistics. (If the radar is on a rapidly moving platform, the clutter might also be
decorrelated as the radar resolution cell views a different patch of clutter.)

Receiver detection criteria. In Chap. 2 the receiver detection criterion was based on the
methods of Marcum and Swerling. Relationships between threshold levels, probabilities of
detection and false alarm, signal-to-noise ratio, and number of pulses integrated were obtained
using as a model a receiver with the following characteristics: (1) the envelope of the receiver
noise at the output of the IF filter was described by the Rayleigh probability density function
(pdf); (2) the envelope detector had either a linear or a square-law characteristic; (3) the
integrator consisted of a linear addition of the pulses in the video portion of the receiver; and
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(4) the detection decision was determined by whether or  not the receiver output crossed a 
threshold that depended on the desired probability of false alarm. When the noise, o r  clutter, is 
not described by a Rayleigh pdf, the receiver model of Chap. 2 is not optimum and can cause 
degraded performance. The higher "tails" of the probability density function of non-Rayleigh 
clutter mean that there will be a greater number of false alarms in the conventional receiver 
designed on the basis of Rayleigh statistics. The filse alarms with non-Rayleigh clutter can be 
reduced to any desired level by raising the receiver threshold. Raising the threshold, however, 
can require a significantly larger signal-to-noise, or  signal-to-clutter, ratio for a given proba- 
bility of detection. 

Trunk and GeorgeI2 were among the first to note that something other than the conven- 
tional receiver design should be used when tlie clutter pdf is not Rayleigl~. They sliowed that 
the median dctc~ctoi- gave better performance in non-Rayleigh clutter than the conventional 
receiver (which can be called a mcJu1l dc~tecrot-). In this detector, the median vglue of the 11 

received pulses is found and compared against a threshold. This requires that the amplitt~des 
of the tl  individual samples (pulses) be stored and then arranged (ranked) in order of amplitude 
to find the median. An alternate approach, which is irsually easicr to implement, is to  employ 
the m-out-of-tr detector (the double threshold or binary integrator of Sec. 10.7) with the second 
threshold set at m = (n - 1)/2. The median detector is "robust," in that the threshold values 
and the detection probabilities d o  not depend on the detailed shape of the clutter pdf, but only 
on the median value. 

The conventional receiver may he considered as comparing tlie H I L ~ L I I I  value of the 11 pulses 
to  a predetermined threshold. Trunk has shown that the trimmed-mean detector can be better 
than either the mean or the median  detector^.^^.^' I f  there are 11 pulses available from which to 
make a detection decision, the trimmed-mean detector discards the smaliest and the largest of 
the 11 pulses before taking the mean. Although its performance may be good, i t  is difficult to 
implement in practice because the 11 pulses must be rank-ordered to find the smallest and (lie 
largest. 

Although the median detector is superior to tlie mean detector (conventional receiver). i t  
is inferior to  both the nt-out-of-)] detector and the logarithmic receiver when clutter can he 
described by the log-normal2' or  the W e i b ~ l l ' ~  models. The 111-out-of-tr detector, or  binary 
integrator, was originally employed in radar as an automatic integrator, hilt i t  has other 
propertics of interest. The optlmum number 1r1 (or the sccond thrcstiold) will dcpentl on lhc 
nature of the pdf. When the optimum m is used with non-Rayleigli-clutter, the tn-out-of-tr 
detector seems to  be better than the other receiver criteria.'".28 

The logarithmic receiver has an output voltage whose amplit~rdc is proportional lo tlie 
logarithm of the input envelope. A logarithmic characteristic provides a constant false alarm 
rate (CFAR) when the input clutter or noise has a Rayleigh pdf. The performance of the log- 
arithmic receiver in non-Rayleigh clutter is almost as good as the trl-out-of-,] detector and is 
probably easier to implcment.14.28 

A comparison of the performance of the various receivers for a specific case is shown in 
Fig. 13.7. 

Log-FTC and log-log receivers. The techniques discussed thus Tar attempt to improve the 
detection of targets in clutter by increasing the target-to-clutter ratio. There are also several 
tecl~niques found in radars for the detection of targets in clutter whose purpose is to  prevent 
the clutter from saturating the display or  the receiver, o r  to  maintain a constant fiilse-alarm 
rate (CFAR). They have no subclutter visibility in that tiley offer no ability t o  see targets 
masked by clutter, but they do  permit targets large compared to  the clutter to be detected that 
might otherwise be lost because of the limited dynamic range of the receiving system. An 
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(4) the detection decision was determined by whether or not the receiver output crossed a
threshold that depended on the desired probability of false alarm. When the noise, or c1utter,is
not described bya Rayleigh pdf, the receiver model of Chap. 2 is not optimum and can cause
degraded performance. The higher" tails" of the probability density function of non-Rayleigh
clutter mean that there will be a greater number of false alarms in the conventional receiver
designed on the basis of Rayleigh statistics. The false alarms with non-Rayleigh clutter can be
reduced to any desired level by raising the receiver threshold. Raising the threshold, however,
can require a significantly larger signal-to-noise, or signal-to-Ij:lutter, ratio for a given proba­
bility of detection.

Trunk and George l2 were among the first to notc that something other than the conven­
tional receiver design should be used when the clutter pdf is not Rayleigh. They showed that
the median detector gave better performance in non-Rayleigh clutter than the conventional
receiver (which can be called a mean detector). In this detector. the median v,lue of the II

received pulses is found and compared against a threshold. This requires that the amplitudes
of the II individual samples (pulses) be stored and then arranged (ranked) in order of amplitude
to find the median. An alternate approach, which is usually easier to implement. is to employ
the m-out-of-n detector (the double threshold or binary integrator of Sec. 10.7) with the second
threshold set at m = (n - 1)/2. The median detector is .. robust," in that the threshold values
and the detection probabilities do not depend on the detailed shape of the clutter pdf. but only
on the median value.

The conventional receiver may be considered as comparing the /11(:"111 value of the" pulses
to a predetermined threshold. Trunk has shown that the trimmed-mean detector ~an be better
than either the mean or the median detectors. 26

.
27 If there are n pulses available from which to

make a detection decision, the trimmed-mean detector discards the smallest and the largest of
the II pulses before' taking the mean. Although its performance may be good. it is difficult to
implement in practice because the It pulses must be rank-ordered to find the smallest and the
largest.

Although the median detector is superior to the mean detector (conventional receiver), it
is inferior to both the m-out-of-n detector and the logarithmic receiver when c1uller can he
described by the log-normaI 2 t! or the' Weibulll-l- models. The m-Ollt-of-n detector. or binary
integrator, was originally employed in radar as an automatic integrator, hut it has other
properties of interest. The optimum number m (or the second threshold) will depend on the
nature of the pdf. When the optimum m is used with non-Rayleigh-clutter. the m-ollt-of-II
detector seems to be better than the other receiver criteria.l,ut!

The logarithmic receiver has an output voltage whose amplitude is proportional to the
logarithm of the input envelope. A logarithmic characteristic provides a constant false alarm
rate (CFAR) when the input clutter or noise has a Rayleigh pdf. The performance of the log­
arithmic receiver in non-Rayleigh clutter is almost as good as the m-out-of-II detector and is
probably easier to impkment. 14

.
28

A comparison of the performance of the various receivers for a specific case is shown in
Fig. 13.7.

Log-FTC and log-log receivers. The techniques discllssed thus far attempt to improve the
detection of targets in clutter by increasing the target-to-c1utter ratio. There are also sevaal
techniques found in radars for the detection of targets in clutter whose purpose is to prevent
the clutter from saturating the display or the receiver, or to maintain a constant false-alarm
rate (CFAR). They have no subclutter visibility in that they offer no ability to see targets
masked by clutter, but they do permit targets large compared to the clutter to be detected that
might otherwise be lost because of the limited dynamic range of the receiving system. An
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example of one such technique is the log-FTC receiver.32 This is a receiver with a logarithmic 
ic~lxit-output cltaracteristic followed by a high-pass filter (one with a fast time-constant, or 
FTC). The log-FTC has the property that when the input clutter or noise is described by a 
Rayleigh pdf, the outptrt clutter or noise is a constant independent of the input amplitude. 
Thus the log-FTC receiver has a constant false-alarm rate. As with any CFAR, the false-alarm 
rate is maintained constant by a sacrifice in the probability of detection. (A further description 
as to why the log-FTC receiver is CFAR when the input is Rayleigh clutter is given in 
Sec. 13.8.) 
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Figure 13.7 Comparison of various
detectors in (a) log-normal clutter
with a mean-to-median ratio of 1
dB, (J = 0.693 and (b) Weibull
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example of one such technique is the log-FTC receiver. 32 This is a receiver with a logarithmic
input-output characteristic followed by a high-pass filter (one with a fast time-constant, or
FTC). The log-FTC has the property that when the input clutter or noise is described by a
Rayleigh pdf, the output clutter or noise is a constant independent of the input amplitude.
Thus the log-FTC receiver has a constant false-alarm rate. As with any CFAR, the false-alarm
rate is maintained constant by a sacrifice in the probability of detection. (A further description
as to why the log-FTC receiver is CFAR when the input is Rayleigh dutter is given in
Sec. 13.8.)
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Sea clutter has a Rayleigh pdf when the resolution is low. (A low-resolution radar in this 
case might have a 5" beamwidth and 1-jts pulse width.") With better resolution the pdf of sea 
clutter deviates from Rayleigh and the log-FTC receiver is no longer CFAR. A variant 
sometimes useful for reducing the false-alarm rate in non-Rayleigh clutter is the log-log 
receiver. This is a logarithmic receiver in which the slope of the logarithmic characteristic 
progressively declines by a factor of 2 to 1 over the range from noise level to + 80 d ~ . ~ " ~ '  
(This assumes that the normal log-FTC has a logaritl~mic characteristic from - 20 dB below 
the receiver noise to  + 80 dB  above noise.) In the log-log receiver the higher clutter values 
(tails of the distribution) are subjected to greater suppression. 

Adaptive video threshold. Other receiver techniques than the log-FTC were discussed in 
Sec. 10.7 for achieving CFAR. One example suitable for a clutter environment is the urluprive 
video threshold (AVT) which sets the threshold according to the amount of cluttkr (or noise) 
in a number of range cells ahead of and behind the particillar range cell of interest. This form 
of CFAR is popular in automatic detection and track (ADT) systems since i t  is not strongly 
dependent on the type of clutter and can provide CFAR with land and weather clutter as well 
as sea clutter. 

Other methods to avoid clutter saturation. The dynamic range o f a  radar display, whether PPI 
or A-scope, is far less than the range of echo-signal amplitudes that can be expected from 
clutter. It is necessary, therefore, to keep the large clutter echoes from saturating the display 
and preventing the detection of wanted targets. Echoes from the various sources of clutter 
experienced by a civil-marine radar might be 80 dB  greater than receiver noise, yet the receiver 
might only be able to  display without saturation signals that are less than about 20 to 25 dB 
above noise.22 Sensitivity time control (STC), or  swept gain, is widely used to reduce the 
large echoes from close-in clutter. STC is a time variation of the receiver gain. At the end of 
the transmission of the radar pulse the receiver gain is made low so  that large signals from 
nearby clutter are attenuated. Echoes from nearby targets will also be attenuated; but becaitse 
of the inverse fourth-power variation of signal power with range, they will usl~ally he large 
enough to  exceed the threshold and be detected. The receiver gain increases with time until 
maximum sensitivity is obtained at ranges beyond which clutter echoes are expected. Ideally, 
STC should make the average clutter power always equal to the noise power. Thus its range 
variation should be identical t o  the clutter-power range variation. It has been suggested that 
STC for a civil-marine radar have a gain proportional to  R -  out to  a range of 8h,  hw/31 ,  after 
which it is proportional to  R-' ,  where R = range, h, = radar antenna height, hw = wave 
height from peak to  trough, and A = radar ~ a v e l e n g t h . ~ ~  STC may be implemented in the IF 
of the receiver, but it can also be incorporated at RF by inserting variable-attenuation micro- 
wave diodes ahead of the receiver. A particular STC characteristic can be limited by changes in 
clutter due to changes in ambient conditions (such as wind speed and direction, o r  by anoma- 
lous propagation), and by the nonuniformity of clutter with azimuth. Clutter-CFAR 
techniques that are "adaptive" d o  not have this limitation. (STC is also sometimes employed 
in radar not bothered by clutter to  make more uniform the target echo power with range.) 

Another technique for reducing saturation is instantaneotts automatic gain control (IAGC) 
based on negative feedback controlling the gain of the IF amplifier. The response time of the 
IAGC is adjusted so  that echo pulses from point targets pass with little attenuation, but longer 
pulses such as those from extended clutter are attenuated. That is, the automatic gain control 
is made t o  act within the time of a few pulse widths: The IAGC acts something like a 
pulse-width filter, permitting target pulses t o  pass and attenuating the longer pulses from 
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Sea clutter has a Rayleigh pdf when the resolution is low. (A low-resolution radar in this
case might have a 5° beamwidth and i-JlS pulse width. 30) With better resolution the pdf of sea
clutter deviates from Rayleigh and the log-FTC receiver is no longer CFAR. A variant
sometimes useful for reducing the false-alarm rate in non-Rayleigh clutter is the log-log
receiver. This is a logarithmic receiver in which the slope of the logarithmic characteristic
progressively declines by a factor of 2 to i over the range from noise level to + 80 dB. 30.31

(This assumes that the normal log-FTC has a logarithmic characteristic from - 20 dB below
the receiver noise to +80 dB above noise.) In the log-log receiver the higher clutter values
(tails of the distribution) are subjected to greater suppression.

Adaptive video threshold. Other receiver techniques than the log-FTC were discussed in
Sec. 10.7 for achieving CFAR. One example suitable for a clutter environment is the adaptil'e
video threshold (AVT) which sets the threshold according to the amount of c1utth (or noise)
in a number of range cells ahead of and behind the particular range cell of interest. This form
ofCFAR is popular in automatic detection and track (ADT) systems since it is not strongly
dependent on the type of clutter and can provide CFAR with land and weather clutter as well
as sea clutter.

Other methods to avoid clutter saturation. The dynamic range of a radar display, whether PPI
or A-scope, is far less than the range of echo-signal amplitudes that can be expected from
clutter. It is necessary, therefore, to keep the large clutter echoes from saturating the display
and preventing the detection of wanted targets. Echoes from the various sources of clutter
experienced by a civil-marine radar might be 80 dB greater than receiver noise. yet the receiver
might only be able to display without saturation signals that are less than about 20 to 25 dB
above noise. 22 Sensitivity time control (STC), or swept gain, is widely used to reduce the
large echoes from close-in clutter. STC is a time variation of the receiver gain. At th~ end of
the transmission of the radar pulse the receiver gain is made low so that large signals from
nearby clutter are attenuated. Echoes from nearby targets will also be attenuated; butbecause
of the inverse fourth-power variation of signal power with range, they will usually be large
enough to exceed the threshold and be detected. The receiver gain increases with time until
maximum sensitivity is obtained at ranges beyond which clutter echoes are expected. Ideally,
STC should make the average clutter power always equal to the noise power. Thus its range
variation should be identical to the clutter-power range variation. It has been suggested that
STC for a civil-marine radar have a gain proportional to R - 3 out to a range of 8ha hw /3A, after
which it is proportional to R -', where R = range, ha = radar antenna height, hw = wave
height from peak to trough, and A. = radar wavelength. 34 STC may be implemented in the IF
of the receiver, but it can also be incorporated at RF by inserting variable-attenuation micro­
wave diodes ahead of the receiver. A particular STC characteristic can be limited by changes in
clutter due to changes in ambient conditions (such as wind speed and direction, or by anoma­
lous propagation), and by the nonuniformity of clutter with azimuth. Ctutter-CFAR
techniques that are" adaptive" do not have this limitation. (STC is also sometimes employed
in radar not bothered by clutter to make more uniform the target echo power with range.)

Another technique for reducing saturation is instantaneous automatic gain control (IAGC)
based on negative feedback controlling the gain of the IF amplifier. The response time of the
IAGC is adjusted so that echo pulses from point targets pass with little attenuation, but longer
pulses such as those from extended clutter are attenuated. That is, the automatic gain control
is made to act within the time of a few pulse widths: The IAGe acts something like a
pulse-width filter, permitting target pulses to pass and attenuating the longer pulses from



clutter. Other means for attenuating long pulses from distributed clutter, yet pass the echoes 
from point targets, include the Iiigli-pass filter atid various forms of pulse-width discriminators 
that itihibit echo signals not of the correct pulse width. 

13.5 LAND C1,UII'EH 

pJ'lle cliriter frort~ land is geticrally more of a problem than the clutter from sea, both in tlieory 
i1111i i l l  ~ ) ~ ; ~ c t i c c .  ~ ' I I c  I ~ ; I c ~ s c ; I ~ ~ c I .  1'10111 I ; I I I ~  is sigtiifi~i1tlt1~ gtratcr lllari from sea except i t1  tllc 
vicinity of near vertical incidence. Illerefore, over the grazing angles of usual interest. a radar 
wliicll 11i11st clctcct titrgcts over land lias a more difficult task than one which must detect 
targcts over t l ~ c  sca. I;vcr~ t l ~ o i ~ g l ~  :I sndur at sea might not be bothered by sea clutter., rie:tr~t,y 
land clutter can be so large that i t  can enter the radar via the antenna sidelobes and degrade 
performance. At vertical incidence there is less backscatter from land than from sea, but tliis is 
i~si~al ly undesirable since i t  reduces the range of radar altimeters over land. 

Lntld clutter is difficirlt to  quantify and classify. The radar eclio from land depends on tlie 
type of terrain, as described by its roughness and dielectric properties. Desert, forests, vegeta- 
tion, bare soil, ci~ltivated fields. mountains, swamps, cities, roads, and lakes all have different 
scattering characteristics. Furtherrnore, the radar echo will depend on the moisture content of 
tlie surface scatterers, snow cover, and the stage of growth of any vegetation. Buildings, towers, 
and other structures give niore intense eclio signals than forests or vegetation because of tlie 
presence of flat reflecting surfaces and "corner reflectors." Bodies of water, roads, and airport 
rilriways backscatter little energy but are recognizable on radar PPI displays as black areas 
amid the brightness of tlie surrounding ground echoes. A hill will appear to  stand out in high 
relief on a PPI. The near side of the hill will give a large return, while the far side, which is 
relatively hidden froni tlie view of tlie radar. will give little or no return. The radar cross 
section of  a farnler's ficld will differ before and after ploughing, as well as before and after 
tlarvesting. I t  will also depend on tlie direction of tlie radar beam relative to the direction of 
tlie ploughed furrows. The echo froni forests differs depending on the season. By contrast. sea 
eclio is more uniform over tlie oceans of tlie world, providing the wind conditions are the 
same. Althougli kriowledge of sea clutter is far from complete, i t  is better understood than is 
tlie kriowledge of land clutter. 

Information about the radar backscatter from land is required for several different appli- 
cations, eacli of which has its own special needs. These applications include: 

C 
Thc dt'tec'tiorr of'nir.crcifi or1c7r. lcirrd, where the clutter echoes might be as much as 50 to 60 dB 

greater than aircraft eclioes. MTI or pulse-doppler radar is commonly used for tliis 
application to remove the background clutter. 

The detc7ctiorr of'srirfacc targets over land, where moving vehicles or  personnel can be separated 
from clutter by means of MTI. Fixed targets require high resolution for their detection. 

Alti~ncters which measure the height of aircraft or spacecraft. Large clutter energy is desired 
since the "clutter" is the target. 

The detectior~ of't~rrairt ,/?afrrres such as hills and mountains ahead of an aircraft to warn of 
approaching Iligh ground ( t r ~ r ~ . u i u  c~t~)idatrcc) or to allow the aircraft to follow the c o ~ ~ t o u r  
of t l ~ e  land (terrait1 .fbllo\t~i~rg). 

ilinppirrg. or imagirrg, radars that irtilize high resolution. Ground objects are recognized by 
their shape and coritrast with surroundirigs. 

Rot~ote serrsirtq with imaging radars. altimeters, or scatterometers to obtain specific informa- 
tion about the nature of the surface characteristics. 
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clutter. Other means for attenuating long pulses from distributed clutter, yet pass the echoes
from point targets, include the high-pass filter and various forms of pulse-width discriminators
that inhibit echo signals not of the correct pulse width.

13.5 LAND CLU1TER

Thc c1uttcr from land is gcncrally morc of a problem than the clutter from sea. both in theory
and in practicc. The hack scatter from land is significantly greater tllan from sca exccpt in the
vicinity of near vertical incidcnce. Therefore. over the grazing angles of usual interest. a radar
which III list detect targets over land has a more difficult task than one which must detect
targets ovcr the sea. Even though a radar at sea might not be bothered by sea clutter, nearby
land clutter can be so large that it can enter the radar via the antenna sidelobes and degrade
performance. At vertical incidence there is less backscatter from land than from sea, but this is
usually undesirahle since it reduces the range of radar altimeters over land.

Land clutter is difficult to quantify and classify. The radar echo from land depends on the
type of terrain. as described by its roughness and dielectric properties. Desert, forests. vegeta­
tion, hare soil, cultivated fields. mountains, swamps, ·cities. roads, and lakes all have different
scattering characteristics. Furthermore, the radar echo will depend on the moisture content of
the surface scalterers, snow cover, and the stage of growth of any vegetation. Buildings, towers,
and other structures give more intense echo signals than forests or vegetation because of the
presence of flat reflecting surfaces and" corner reflectors." Bodies of water, roads, and airport
runways backscatter little energy but are recognizable on radar PPI displays as black areas
amid the brightness of the surrounding ground echoes. A hill will appear to stand out in high
relief on a PPI. The near side of the hill will give a large return, while the far side, which is
relatively hidden from the view of the radar. will give little or no return. The radar cross
section of a farmer's field will differ before and after ploughing, as well as before and after
harvesting. It will also depend on the direction of the radar beam relative to the direction of
the ploughed furrows. The echo from forests differs depending on the season. By contrast. sea
echo is more uniform over the oceans of the world. providing the wind conditions are the
same. Although knowledge of sea clutter is far from complete. it is better understood than is
the knowledge of land clutter.

Information about the radar backscatter from land is required for several different appli­
cations, each of which has its own special needs. These applications include:

("

The detection of aircraft 01'£11' land, where the clutter echoes might be as much as 50 to 60 dB
greater than aircraft echoes. MTI or pulse-doppler radar is commonly used for this
application to remove the background clutter.

The detection oIslI~face targets over land, where moving vehicles or personnel can be separated
from clutter by means of MTI. Fixed targets require high resolution for their detection.

Altimeters which measure the height of aircraft or spacecraft. Large clutter energy is desired

since the" clutter" is the target.
Tile detection of terrain featllres such as hills and mountains ahead of an aircraft to warn of

approaching high ground (terrain ol'oidonce) or to allow the aircraft to rollow the contour
of t he land (terrain/allowing).

Marring. or imaging. radars that utilize higl.l resolution. Ground objects are recognized by
their shape and contrast with surroundings.

Remote sensing with imaging radars, altimeters, or scatterometers to obtain specific informa­
tion about the nature of the surface characteristics.
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Examples of land clutter. There exist many measurements of land clutter, but there has been 
relatively little codified and condensed information. References 9, 35, and 36 summarize much 
of what has been published regarding land clutter. Not only is there a lack of published data 
for the various types of land clutter, but there is not always agreement among similar data  
taken by different investigators. Longg points out that "two flights over apparently the same 
type of terrain may at times differ by as much as 10 d B  in a'." Such variation and uncertainty 
in the value of land clutter must be accounted for by conservative radar design. 

The data for land clutter is usually reported in terms of oO, the cross section per unit area, 
just as for sea clutter. However, it is sometimes given by a parameter y which equals cro/sin 4, 
where 4 is the grazing angle. For ideal rough terrain, y is approximately independent of the 
angle 4, except at low grazing angles and near perpendicular incidence. 

An example of clutter a0 for several broad classes of terrain is shown in Fig. 13.8. Thls 
applies to X-band clutter. The boundaries of the various regions are wide to indicate the wide 

J variation of the data within the classes of terrain. Figure 13.9 illustrates airborne data at X and 
L bands obtained by the Naval Research L a b ~ r a t o r y . ~ '  The azimuth beamwidth was 5" and 
the pulse width was 0.5 1 s  at  each frequency. The lack of smoothness of the data IS due, in 
part, to  the fact that the data  was not all taken at the same time. For a particular graring angle 
the two frequencies had to  be obtained by reflying the aircraft along the same flight path. 
Different grazing angles also required reflying the aircraft over the same area. Each point on 
the curve is an average over 1 to  2 miles of ground track. 

The curve of Fig. 13.10 illustrates the behavior of land clutter at low graring angles.'"he 
value of a0 decreases with decreasing grazing angle until, in this case, at about 3.5" the value of 
a0 actually increases as the grazing angle is lowered. This behavior is said to be due to the 
stronger backscatter from vertically oriented structures (trees, buildings, crops) as the grazing 
angle approaches zero. Other reported measurements at low grazing angles of heavily wooded, 
rolling hills typical of New England show o0 at these angles to be unaffected by changes in 
season or  weather.39 

There also exists much experimental data of  the a0 of crops such as corn, soybeans, milo, 
alfalfa, and The radar backscatter depends not only on the type of crop, and 
frequency, but also o n  the state of its growth, the moisture content of the soil, and the time of 
day. 

There is wide variability in the clutter measurements made by different experimenters 
under supposedly similar conditions. Some of these differences are due to  lack of adequate 
ground-truth data, accurate system calibration, or  accurate data p r o c e ~ s i n g . ~ ~  There is usirally 
a practical limit as to  how well the significant ground-truth can be measured and how accilrate 
a system can be calibrated. 

The backscatter from snow-covered terrain depends on the nature of the underly~ng 
surface as well as the depth and wetness of the snow. Radar energy can propagate in snow wlth 
but moderate attenuation so that the backscatter will be determined by the energy reflected 
from the snow's surface as well as the energy reflected from the sukface beneath the snow Thc 
amount of attenuation in propagating through the snow will also be important. The backscat- 
ter from snow-covered terrain is dependent on the wetness, or  amount of liquid and solid 
water in the snow, more so than the thickness of the snow. It was found,46 for example, that 
15 cm of dry powderlike snow had no effect on the measured backscatter over the frequency 
range 1 to 8 GHz. Any backscatter contribution by the snow was completely dominated by 
the contribution of the underlying soil. With 12 cm of wet snow, o0 decreased approximately 5 
to 10 dB at grazing angles between 30 and 80". At 30" grazing angle, for exarnple, the variation 
of ao as a function of the water content of the snow is in the range -0.3 to -0.6 dBlO.1 glcmZ 
over the frequency range from L to C bands. Other measurements indicate that the presence of 
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Examples of land clutter. There exist many measurements of land clutter, but there has been
relatively little codified and condensed information. References 9, 35, and 36 summarize much
of what has been published regarding land clutter. Not only is there a lack of published data
for the various types of land clutter, but there is not always agreement among similar data
taken by different investigators. Long9 points out that" two flights over apparently the same
type of terrain may at times differ by as much as to dB in 0"0." Such variation and uncertainty
in the value of land clutter must be accounted for by conservative radar design.

The data for land clutter is usually reported in terms of 0"0, the cross section per unit area,
just as for sea clutter. However, it is sometimes given by a parameter y which equals O"°/sin tjJ,
where tjJ is the grazing angle. For ideal rough terrain, y is approximately independent of the
angle tjJ, except at low grazing angles and near perpendicular incidence.

An example of clutter 0"0 for several broad classes of terrain is shown in Fig. 13.8. This
applies to X -band clutter. The boundaries of the various regions are wide to ind icate t he wide
variation of the data within the classes of terrain. Figure 13.9 illustrates airbornt/data at X and
L bands obtained by the Naval Research Laboratory.3? The azimuth beamwidth was 5° and
the pulse width was 0.5 J.ls at each frequency. The lack of smoothness of the data is due, in
part, to the fact that the data was not all taken at the same time. For a particular grazing angle
the two frequencies had to be obtained by reflying the aircraft along the same flight path.
Different grazing angles also required reflying the aircraft over the same area. Each point on
the curve is an average over 1 to 2 miles of ground track.

The curve of Fig. 13.10 illustrates the behavior of land clutter at low grazing angles. 38 The
value of 0"0 decreases with decreasing grazing angle until, in this case, at about 3.5 0 the value of
0"0 actually increases as the grazing angle is lowered. This behavior is said to be due to the
stronger backscatter from vertically oriented structures (trees, buildings, crops) as the grazing
angle approaches zero. Other reported measurements at low grazing angles of heavily wooded,
rolling hills typical of New England show 0"0 at these angles to be unaffected by changes in
season or weather. 39

There also exists much experimental data of the 0"0 of crops such as corn, soybeans, milo,
alfalfa, and sorghum.48

-
53 The radar backscatter depends not only on the type of crop, and

frequency, but also on the state of its growth, the moisture content of the soil, and the time of
day.

There is wide variability in the clutter measurements made by different experimenters.
under supposedly similar conditions. Some of these differences are due to lack of adequate
ground-truth data, accurate system calibration, or accurate data processing. 54 There is uSllally
a practical limit as to how well the significant ground-truth can be measured and how accurate
a system can be calibrated.

The backscatter from snow-covered terrain depends on the nature of the underlying
surface as well as the depth and wetness of the snow. Radar energy can propagate in snow with
but moderate attenuation so that the backscatter will be determi,ned by the energy reflected
from the snow's surface as well as the energy reflected from the surface beneath the snow. The
amount of attenuation in propagating through the snow will also be important. The backscat­
ter from snow-covered terrain is dependent on the wetness, or amount of liquid and solid
water in the snow, more so than the thickness of the snow. It was found,4b for example, that
15 cm of dry powderlike snow had no effect on the measured backscatter over the frequency
range 1 to 8 GHz. Any backscatter contribution by the snow was completely dominated by
the contribution of the underlying soil. With 12 cm of wet snow, a O decreased approximately 5
to 10 dB at grazing angles between 30 and 800

• At 30° grazing angle, for example, the variation
of aO as a function of the water content of the snow is in the range - 0.3 to - 0.6 d B/O.l gjcm Z

over the frequency range from L to C bands. Other measurements indicate that the presence of
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a soft, wet snowcover on vegetation tends to lower the return by as much as 6 dB.40 Measure- 
ments made over snowfields near Thule, Greenland, showed the backscatter to be propor- 
tional to the square of the frequency over the frequency range from U H F  to X band and at 
gra7irig angles from 5 to 

Frequency dependence. Figure 13.1 1 shows an example of the frequency dependence of land 
clutter for a particular grazing angle." Clutter from urban areas in these measurements is 
independent of frequency; rural terrain shows no frequency dependence from L to X band; 
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a soft. wet snowcover on vegetation tends to lower the return by as much as 6 dB. 40 Measure­
ments made over snowfields near Thule, Greenland, showed the backscatter to be propor­
tional to the square of the frequency over the frequency range from UHF to X band and at
grazing angles from 5 to 20°:!?

Frequency dependence. Figure 1111 shows an example of the frequency dependence of land
clutter for a particular grazing angle. 3

? Clutter from urban areas in these measurements is
independent of frequency; rural terrain shows no frequency dependence from L to X band;
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Grazing angle 

Figure 13.10 Cross-section per unit area of ci~ltivated terrain illustrating th~: incrsast: or n" witti dccrrasing 
grazing angle for small values of grazing angle. A' band, l~orizontal polari~ation. (Frott~ Kul: utul 
S p r t ~ l r r , ~ ~ ~ o l t r r e s ~  J. Rrs. Nar.  Bur. Stds.) 

mountainous terrain also shows no frequency dependence from L to ,Y band but is con- 
siderably lower at UHF;  rough hills, desert, and cultivated farmland show a linear depen- 
dence with frequency; and the backscatter from marsh varies as the power of frequency. Tlie 
frequency dependence indicated by the data of Ref. 37 is independent of the polarization and 
of the angle of incidence (at least over the range from 8 to  30"). 

Measurements of crops4' and dry trees4' indicate that above .Y band, rrO varies approxi- 
itlately linear with frequency, even up to  3.2-mm wavelength. The frequency cicpendence for 
concrete, asphalt, and cinder and gravel roads varies approximately as the square of the 
f r eq~ency .~ '  

Effect of resolution. The use of a', the cross section per unit area, to describe the radar 
scattering from clutter, implies that the clutter is uniform and independent of the radar- 
resolution-cell area. In reality, land clutter is not uniform. Radars with high resolution might 
actually be capable of better performance than predicted on the basis of a Rayleigh clt~iter 
model and a a' independent of radar resolution. A radar with a narrow pulse width or narrow 
beamwidth not only sees less land clutter than a radar with larger pulse width or beam- 
width, but it can see targets in those areas where clutter is less than the average, if  these areas 
can be resolved. In practice, there are regions of land where the clutter might be considerably 
greater than the average and regions where it is considerably less than average. I f  tlie resoltl- 
tion of the radar is great enough to resolve the areas of lower clutter from thc areas of greater 
cli~tter, targets within the clear areas can often be detected and tracked cvcn t l iot~gl~ i t  nligllt t ~ c  

predicted on the basis of the average clutter ao that it would not be possible. 
The ability of some radars to resolve the strong clutter regions into discrete areas, b e -  

tween which targets may be detected, is called irltc.rcl~lrtc~r 111sihi l i ry. I t  is dil'fici~lt to e s t i ~ t ~ l ~ s t ~  a 
quantitative measure of this effect; but it  has been suggestedJ2 that (he irnprovernent in target 
detectability can be approximated by the ratio of the average clutter level to the median 
clutter, which can be as much as 20 dB for a medium-resolution radar (for example,hJ one with 
a 2 11s pulse width and a 1.5" beamwidth). Thus a medium resolution radar might have a 
20 dB advantage over low-resolution radars in the detection of targets in land clutter. The 
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mountainous terrain also shows no frequency dependence from L to X hand hut is con­
siderably lower at UHF; rough hills, desert, and cultivated farmland show a linear depen­
dence with frequency; and the backscatter from marsh varies as the ~ power offrequency. The
frequency dependence indicated by the data of Ref. 37 is independent of the polarization and
of the angle of incidence (at least over the range from 8 to 30°).

Measurements of crops40 and dry trees41 indicate that above X band, a O varies approxi­
mately linear with frequency, even up to 3.2-mm wavelength. The frequency dependence for
concrete, asphalt, and cinder and gravel roads varies approximately as the square of the
frequency.4o

Effect of resolution. The use of an, the cross section per unit area, to describe the radar
scattering from clutter, implies that the clutter is uniform and independent of the radar­
resolution-cell area. In reality, land clutter is not uniform. Radars with high resolution might
actually be capable of better performance than predicted on the basis of a' Rayleigh clulter
model and a aO independent of radar resolution. A radar with a narrow pulse widt h or narrow
beamwidth not only sees less land clutter than a radar with larger pulse width or beam­
width, but it can see targets in those areas where clutter is less than the average, if these areas
can be resolved. In practice, there are regions of land where the clutter might be considerably
greater than the average and regions where it is considerably less than average. If the resolu­
tion of the radar is great enough to resolve the areas of lower clutter from the areas of greata
ciUlla, targets within the clear areas can often be detected and tracked cvcn though it might be
predicted on the basis of the average clutter aO that it would not be possible.

The ability of some radars to resolve the strong clutter regions into discrete areas, be­
twecn which targets may bc detected, is called imerclllttt'l' uisihility. It is difficult to establish a
quantitative measure of this effect; but it has been suggested~2 that the improvement in target
detectability can be approximated by the ratio of the average clutter level to the median
clutter, which can be as much as 20 dB for a medium-resolution radar (for example,6~ one with
a 2 I~S pulse width and a 1.5° beamwidth). Thus a medium resolution radar might have a
20 dB advantage over low-resolution radars in the detection of targets in land clutter. The
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effectiveness of interclutter visibility has been exploited in MTI radar and in non-MTI radar 
with log-FTC receiver characteristics. 

As an example of the effects of high resolution on  land clutter, measurements have been 
reported with a horizontally polarized C-band radar having a 15-11s pulse width ( 3  m resolu- 
tion) and a 1.5" b e a m ~ i d t h . ~ ~  A rural region in England consisting of woods, fields, buildings, 
villages, small towns, and structures such as pylons, was examined at ranges from 7 to  1 1  km. 
It was found that 65 percent of the clutter exceeded 0.1 mZ, 18 percent exceeded 1 m2, and less 
than 1 percent exceeded 10 m2. The clutter with radar cross sections greater than 10 mZ was 
limited to  6 m in length and was found to  be associated with man-made objects such as 
electricity pylons and buildings. The separations between clutter larger than 10 m2  was be- 
tween 135 and 675 m. For  clutter which was greater than 0.1 m2, the patch sizes varied from 
2 m to well over 300 m in length. The majority of these clutter-patch separations were less 
than 30 m but a few exceeded 110 m. For  this terrain, it was concluded that$ a minimum 
clutter patch separation of 75 m (0.5 ps) were necessary for target tracking, a 10 m2  target 
could be tracked 99 percent of the time, but a 1 m2 target could be tracked only 55 percent o f  
the time. 

In the above example of C-band data, the echoes from man-made objects were "point" 
targets of radar cross sections greater than 10 mZ. At the lower microwave frequencies, the 
echoes from the strong point-scatterers can be several orders of magnitude greater. They are 
often so large that they might not be completely removed by MTI. Thus it  is not uncommon 
for MTI radar to have at its output many fixed point-scatterers that must be recognized so as 
not to be confused with desired targets. 

Probability density function for land clutter. Much of the discussion regarding t he statistics of 
sea clutter applies as well to  land clutter, except that the physical mechanisms may be difTerent. 
The statistical variation of crO from homogeneous terrain such as deserts and some types of 
farmland can sometimes be described by the gaussian probability density function (pdf), so 
that the envelope of the radar receiver output is given by the Rayleigh pdf (Eq. 1 3 . 1 O ) . ~ ~ S o m e  
urban areas, rural areas with buildings and silos, and mountainous terrain approximate the 
log-normal pdf (Eq. 13.11).44.45 In general, neither the Rayleigh nor the log-normal pdf's 
accurately describe the statistics of real clutter, which usually lies between the two. The 
Weibull pdf (Eq. 13.12), which is intermediate between the Rayleigh and the log normal, has 
been suggested as applicable to land clutter. Table 13.2 lists examples of the Weibull parameter 
n (in Eq. 13.12) for several types of clutter and sea state. 

Land clutter models. The wide variety and complexity of terrain and what grows or is built 
upon it, makes it difficult to formulate a satisfactory theoretical model to describe tlie back- 
scatter from land. Adding to the difficulty are the effects of weather, time of day, and scason, as 

l'able 13.2 Weibull clutter parameters" 
-- - - . ---. - --. 

Beamwidth Pulse wrdth G r a r ~ n g  Wclbull 
?'crra~n/Sea state Frequency (deg) (115) angle pal arllctcr 

Rocky rnountalns S 1.5 2 . . . .  .. 0 52 
Wooded hills .L 1.7 3 - 0 5  0 63 
Forest X 1.4 0 17 0 7 0 5 1  0 5 3  
Cul t~vated land X 1 4  0 17 0 7-5 0 0 6 1  2 0  
Sea state 1 X 0 5 0 0 2  3 7 1 45 
Sea state 3 K , 5 0 1 I 0 3 0 0  1 1 6  178 

-- 
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effectiveness of interclutter visibility has been exploited in MTI radar and in non-MTI radar
with log-FTC receiver characteristics.

As an example of the effects of high resolution on land clutter, measurements have been
reported with a horizontally polarized C-band radar having a 15-ns pulse width (3 m resolu­
tion) and a 1.5° beamwidth.43 A rural region in England consisting of woods, fields, buildings,
villages, small towns, and structures such as pylons, was examined at ranges from 7 to 11 km.
I t was found that 65 percent of the clutter exceeded O. t m 2, 18 percent exceeded 1 m 2, and less
than 1 percent exceeded 10 m 2

• The clutter with radar cross sections greater than 10 m 2 was
limited to 6 m in length and was found to be associated with man-made objects such as
electricity pylons and buildings. The separations between clutter larger than 10 m 2 was be­
tween 135 and 675 m. For clutter which was greater than 0.1 m 2

, the patch sizes varied from
2 m to well over 300 m in length. The majority of these clutter-patch separations were Jess
than 30 m but a few exceeded 110 m. For this terrain, it was concluded thatjf a minimum
clutter patch separation of 75 m (0.5 j.Js) were necessary for target tracking, a 10 m 2 target
could be tracked 99 percent of the time, but a 1 m 2 target could be tracked only SS percent of
the time.

In the above example of C-band data, the eGhoes from man-made objects were" point"
targets of radar cross sections greater than 10 m 2

. At the lower microwave frequencies, the
echoes from the strong point-scatterers can be several orders of magnitude greater. They are
often so large that they might not be completely removed by MTI. Thus it is not uncommon
for MTI radar to have at its output many fixed point-scatterers that must be recognized so as
not to be confused with desired targets.

Probability density function for land clutter. Much of the discussion regarding the statistics of
sea clutter applies as well to land clutter, except that the physical mechanisms may be different.
The statistical variation of aO from homogeneous terrain such as deserts and some types of
farmland can sometimes be described by the gaussian probability density function (pdf), so
that the envelope of the radar receiver output is given by the Rayleigh pdf (Eq. IllO).H Some
urban areas, rural areas with buildings and silos, and mountainous terrain approximate the
log-normal pdf (Eq. 13.11 ).44.45 In general, neither the Rayleigh nor the log-normal pdf's
accurately describe the statistics of real clutter, which usually lies between the two. The
Weibull pdf (Eq. 13.12), which is intermediate between the Rayleigh and the log normal, has
been suggested as applicable to land clutter. Table 13.2 lists examples of the Weibull parameter
ex (in Eq. 13.12) for several types of clutter and sea state.

Land clutter models. The wide variety and complexity of terrain and what grows or is built
upon it, makes it difficult to formulate a satisfactory theoretical model to describe the back­
scatter from land. Adding to the difficulty are the effects of weather, time of day, and season, as

Table 13.2 Weibull clutter parameters 14

---------------c------- -.----~---.-.. ----.----------..

Terrain/Sea state Frequency

Rocky mountains S
Wooded hills J ..
Forest X
Cultivated land X
Sea state 1 X
Sea state 3 K"

Beamwidth
(deg)

1.5
1.7
1.4
1.4
0.5
5

Pulse width Grazing Weioull
(JIS) angle paralllctn

~--~~_._--_..

2 ......... 0.52
3 ~0.5 0.63
0.17 0.7 0.51 053
0.17 0.7-5.0 061 20
0.02 4.7 145
01 1.0 30.0 I 16 1.7X

._----
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well as the fact that radar waves can penetrate the surface and can be scattered from discon- 
tinuities underneath the surface. 

Land clutter has been modeled as a Lambert surface with a0 varying as sin2 4, where 
4 = grazing angless; as assemblies of spheres, hemispheres, h e m i ~ y l i n d e r s ~ ~ ~ ~ ~ ;  as specular 
reflection from small flat-plate segments, or facets, which backscatter radar energy only when 
the facets are oriented perpendicular to the radar line of sights7; as a slightly rough surface 
(similar to the model used to  describe sea clutter) to  describe scattering from concrete and 
asphaltq0; as an application of the Kirchhoff-Huygens principle which makes the assumption 
that the current flowing at each point in a locally curved surface is the same as would flow in 
the surface if it  were flat and oriented tangent to  the actual surfaces8; and as a model consist- 
ing of long, thin, lossy cylinders randomly distributed to  describe certain types of vegetation 
such as grass, weeds, and flags.40 Norle of these have been too successful as a general model; 
however, they do provide some guidance for the understanding of specific land clutter.35 

13.6 1)ETECTION OF TARGETS IN LAND CLUTTER 

Many of the techniques discussed in Sec. 13.4 for the detection of targets in sea clutter have 
application for land clutter as well. MTI and high resolution are two important examples. 
High-resolution results in a probability density function that is non-Rayleigh for both land 
and sea clutter, but the spatial distribution of land clutter provides interclutter visibility that 
permits the detection of targets that lie outside the separated clutter patches of large a'. The 
non-Rayieigh pdf, however, limits !he utility of the log-FTC receiver and frequency agility in 
land clutter. 

There are two clutter reduction techniques, peculiar to land clutter, which will be men- 
tioned briefly in this section. These are the clutter fence and the Kalmus clutter filter. 

Kalmus clutter filter.s9 This is a technique for extracting moving targets, such as a walking 
person or a slowly moving vehicle, from land clutter whose doppler-frequency spectrum masks 
that of the moving target. A moving target will produce a doppler-frequency shift that is either 
at a lower or a higher frequency than the transmitted signal. Vegetation or trees will have a 
back-and-forth motion due to the wind; hence, the doppler spectrum from such clutter will be 
distributed on both sides of the transmitted frequency, especially if observed over a sufficieiit 
period of tiye. By splitting the received spectrum into two halves about the transmitted carrier 
and subtracting the lower part from the upper part, the symmetrical clutter spectrum will 
cancel and the asymmetrical target spectrum will not. This method of suppressing the clutter 
relative to the target has been called the Kalmus clutter jilter. The separation of the receding 
doppler signals from the approaching doppler signals may be accomplished with a technique 
similar to that shown in Fig. 3.8. Quantitative measurements of the target-to-clutter enhance- 
ment of this technique are not known, but it has been saids9 that "small targets moving in one 
direction could be easily detected in the presence of clutter signals exceeding the target return 
by many orders of magnitude." The effectiveness of this technique is limited by the degree of 
symmetry of the clutter spectrum, the need for a sufficient averaging time, and by the assump- 
tion that the clutter fluctuations are large compared to other factors that might affect the 
symmetry of the receiver spectrum. 

Clutter fence. Reflections from nearby mountains and other large clutter can sometimes be of 
such a tnagnitude that i t  is not practical to completely suppress their undesirable effects by 
eitlier MI'I or range gating. One tecl~tlique for reducing the magnitude of such large clutter- 
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well as the fact that radar waves can penetrate the surface and can be scattered from discon­
tinuities underneath the surface.

Land clutter has been modeled as a Lambert surface with (10 varying as sin2 cjJ, where
cjJ = grazing angle55 ; as assemblies of spheres, hemispheres, hemicylinders 55 ,56; as specular
renection from small nat-plate segments, or facets, which backscatter radar energy only when
the facets are oriented perpendicular to the radar line of sight57

; as a slightly rough surface
(similar to the model used to describe sea clutter) to describe scattering from concrete and
asphalt40; as an application of the Kirchhoff·Huygens principle which makes the assumption
that the current flowing at each point in a locally curved surface is the same as would flow in
the surface if it were nat and oriented tangent to the actual surface58

; and as a model consist­
ing of long, thin, lossy cylinders randomly distributed to describe certain types of vegetation
such as grass, weeds, and nags.40 None of these have been too successful as a general model;
however, they do provide some guidance for the understanding of specific land clutter. 35

13.6 DETECTION OF TARGETS IN LAND CLUTIER

Many of the techniques discussed in Sec. 13.4 for the detection of targets in sea clutter have
application for land clutter as well. MTI and high resolution are two important examples.
High-resolution results in a probability density function that is non-Rayleigh for both land
and sea clutter, but the spatial distribution of land clutter provides interclutter visibility that
permits the detection of targets that lie outside the separated clutter patches of large (J0. The
non-Rayleigh pdf, however, limits the utility of the log-FTC receiver and frequency agility in
land clutter.

There are two clutter reduction techniques, peculiar to land clutter, which will be men­
tioned briefly in this section. These are the clutter fence and the Kalmus clutter filter.

Kalmus clutter filter. 59 This is a technique for extracting moving targets, such as a walking
person or a slowly moving vehicle, from land clutter whose doppler-frequency spectrum masks
that of the moving target. A moving target will produce a doppler-frequency shift that is either
at a lower or a higher frequency than the transmitted signal. Vegetation or trees will have a
back-and-forth motion due to the wind; hence, the doppler spectrum from such clutter will be
distributed on both sides of the transmitted frequency, especially if observed over a sufficielit
period of tirpe. By splitting the received spectrum into two halves about the transmitted carrier
and subtracting the lower part from the upper part, the symmetrical clutter spectrum will
cancel and the asymmetrical target spectrum will not. This method of suppressing the clutter
relative to the target has been called the Kalmus clutter filter. The separation of the receding
doppler signals from the approaching doppler signals may be accomplished with a technique
similar to that shown in Fig. 3.8. Quantitative measurements of the target-to-clutter enhance­
ment of this technique are not known, but it has been said 59 that" small targets moving in one
direction could be easily detected in the presence of clutter signals exceeding the target return
by many orders of magnitude." The effectiveness of this technique is limited by the degree of
symmetry of the clutter spectrum, the need for a sufficient averaging time, and by the assump­
tion that the clutter fluctuations are large compared to other factors that might affect the
symmetry of the receiver spectrum.

Clutter fence. Reflections from nearby mountains and other large clutter can sometimes be of
such a magnitude that it is not practical to completely suppress their undesirable effects by
eithcr MTI or range gating. One technique for reducing the magnitude of such large cluttcr
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seen by a fixed-site radar is to  erect an electromagnetically opaque fence around the radar (or 
simply between the radar and the clutter source) to prevent the radar from viewing the clutter 
directly. The two-way isolation provided by a typical fence with a straight edge might be about 
40 dB, where the isolation is given by the ratio of the clutter signal in the absence of a fence to 
that in the presence of the fence. The isolation is limited by the diffraction of the electromag- 
netic energy behind the fence. Greater isolation than that provided by a straight-edged fence 
can be had by incorporating two continuous slots near to, and parallel with, the upper edge of 
the fence to  cancel a portion of the energy diffracted by the fence. The double-slot fence can 
increase the two-way isolation by 20 d B  or  more.62 

A fence can suppress the clutter seen by the radar, hut it produces other effects not always 
desirable. For  example, it will limit the accuracy of elevation-angle measurement because of 
the blockage of the fence and the error caused by the energy diffracted by the fence. Energy 
diffracted by the fence also interferes with the direct path from the radar to  cadse multipath 
lobing of the radiation pattern in the angular region just above the fence. Radar energy 
backscattered from the fence can sometimes be large enough to  damage the receiver front-end 
In one design, the fence was tilted 15" away from the radar to prevent this from h a p p e n ~ n ~ . ~ '  

Fences also can serve to  prevent high power densities from existing in areas where per- 
sonnel might be l ~ c a t e d . ~ '  A fence can also suppress the ground-reflected multipath signal that 
causes radiation-pattern lobing and elevation-angle errors, but the design of fences for this 
purpose is different from the design of a clutter-suppression f e n ~ e . ~ ' . ~ ~  

13.7 EFFECTS OF WEATHER ON RADAR 

On the first page of the first chapter it was stated that radar could see through weather effects 
such as fog, rain, or snow. This is not strictly true in all cases and must be qualified, as the 
performance of some radars can be stongly affected by the presence of meteorological particles 
(hydrometeors). In general, radars at  the lower frequencies are not bothered by meteorological 
or  weather effects, but at  the higher frequencies, weather echoes may be quite strong and mask 
the desired target signals just as any other unwanted clutter signal. 

Whether the radar detection of meteorological particles such as rain, snow, or  hail is a 
blessing o r  a curse depends upon one's point of view. Weather echoes are a nuisance to the 
radar operator whose job is t o  detect aircraft or ship targets. Echoes from a storm, for 
example, might mask or  confuse the echoes from targets located at the same range and 
azimuth. O n  the other hand, radar return from rain, snow, or  hail is of considerable impor- 
tance in meteorological research and weather prediction. Radar may be itsed to give an up-to- 
date pattern of precipitation in the area around the radar. It is a simple and inexpensive gauge 
for measuring the precipitation over relatively large expanses. As a rain gauge it is quite useful 
to the hydrologist in determining the amount of water falling into a watershed during a given 
period of time. Radar has been used extensively for the study of thunderstorms, squall lines, 
tornadoes, hurricanes, and in cloud-physics research. Not only is radar useful as a means of 
studying the basic properties of these phenomena, but i t  may also be used for gathering the 
information needed for predicting the course of the weather. Hurricane tracking and tornado 
warning are examples of applications in which radar has proved its worth in the saving of life 
and property. Another important application of radar designed for the detection of weather 
echoes is in airborne weather-avoidance radars, whose function is to indicate to the aircraft 
pilot the dangerous storm areas to be avoided. 
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seen by a fixed-site radar is to erect an ~Iectromagneticallyopaque fence around the radar (or
simply between the radar and the clutter source) to prevent the radar from viewing the clutter
directly. The two-way isolation provided by a typical fence with a straight edge might be about
40 dB, where the isolation is given by the ratio of the clutter signal in the absence of a fence to
that in the presence of the fence. The isolation is limited by the diffraction of the electromag­
netic energy behind the fence. Greater isolation than that provided by a straight-edged fence
can be had by incorporating two continuous slots near to, and parallel with, the upper edge of
the fence to cancel a portion of the energy diffracted by the fence. The double-slot fence can
increase the two-way isolation by 20 dB or more.62

A fence can suppress the clutter seen by the radar, but it produces other effects not always
desirable. For example, it will limit the accuracy of elevation-angle measurement because of
the blockage of the fence and the error caused by the energy diffracted by the fence. Energy
diffracted by the fence also interferes with the direct path from the radar to cadse muhipath
lobing of the radiation pattern in the angular region just above the fence. Radar energy
hackscattered from the fence can sometimes be large enough to damage the receiver front-end.
In one design, the fence was tilted 15° away from the radar to prevent this from happening. 60

Fences also can serve to prevent high power densities from existing in areas where per­
sonnel might be located.61 A fence can also suppress the ground-reflected multipath signal that
causes radiation-pattern lobing and elevation-angle errors, but the design of fences for this
purpose is different from the design of a clutter-suppression fence. 61
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13.7 EFFECTS OF WEATHER ON RADAR

On the first page of the first chapter it was stated that radar could see through weather effects
such as fog, rain, or snow. This is not strictly true in all cases and must be qualified, as the
performance of some radars can be stongly affected by the presence of meteorological particles
(hydrometeors). In general, radars at the lower frequencies are not bothered by meteorological
or weather effects, but at the higher frequencies, weather echoes may be quite strong and mask
the desired target signals just as any other unwanted clutter signal.

Whether the radar detection of meteorological particles such as rain, snow, or hail is a
blessing or a curse depends upon one's point of view. Weather echoes are a nuisance to the
radar operator whose job is to detect aircraft or ship targets. Echoes from a storm, for
example, might mask or confuse the echoes from targets located at the same range and
azimuth. On the other hand, radar return from rain, snow, or hail is of considerable impor­
tance in meteorological research and weather prediction. Radar may be used to give an up-to­
date pattern of precipitation in the area around the radar. It is a simple and inexpensive gauge
for measuring the precipitation over relatively large expanses. As a rain gauge it is quite useful
to the hydrologist in determining the amount of water falling into a watershed during a given
period of time. Radar has been used extensively for the study of thunderstorms, squall lines,
tornadoes, hurricanes, and in cloud-physics research. Not only is radar useful as a means of
studying the basic properties of these phenomena, but it may also be used for gathering the
information needed for predicting the course of the weather. Hurricane tracking and tornado
warning are examples of applications in which radar has proved its worth in the saving of life
and property. Another important application of radar designed for the detection of weather
echoes is in airborne weather-avoidance radars, whose function is to indicate to the aircraft
pilot the dangerous storm areas to be avoided.
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Radar equation for meteorological echoes.69 " The simple radar equation is 

The symbols were defined in Sec. 1.2. In extending the radar equation to meteorological targets. 
i t  isassumed that rain, snow. hail. or other hydrorneteors may be represented as a large number 
of  indeperident scatterers of cross section 0, located within the radar resolution cell. Let ai 
denote the average total backscatter cross section of tlie particles per unit of volume. Tlie 
iridicated summation of n i  is carried out over the unit volume. Tlie radar cross section may he 
expressed as n = t', o i ,  where Vm is the volurne of the radar resolution cell. The volume V', 
occupied by a radar beam of vertical beamwidth 4,, horizontal beamwidth O , ,  and a pulse 
of duration r is approxirnately 

wtiere c. = velocity ofpropagatioti. I n  the radar-~i~eteorology literature, the radar pulse-extent II 
(in units of length) is often used instead of cr in this equation. The factor n/4 is included to 
:1ccourit for tile elliptical shape of tlie beam area. 111 some instances this factor is omitted for 
convenience; however, radar meteorologists almost always include it since they are concerned 
with accurate measurement of rainfall rate using the radar equation. In  the interest of even 
further accuracy, a correction is usually made to Eq. (13.15) to account for the fact that the 
effective volume of uniform rain illuminated by the two-way radar antenna pattern is less than 
that indicated when the half-power beamwidths are used to define the volume. Assuming a 
gaussiari-shaped antenna pattern, the volume given by Eq. (13.15) must be reduced by a factor 
of 2 In 2 to describe the equivalent volume that accounts for tlie echo power received by tlre 
two-way antenna pattern from distributed ~ l u t t e r . ' ~  Thus the radar equation of Eq. (13.14) 
call be written 

In the above. the relationship G = n2/tIRc$R for a gaussian b e a m ~ h a p e ~ ~  was substituted. The 
bar over I',  denotes that the rcccived power is averaged over many independent radar sweeps 
to smooth tk signal fluctuations. This equation assumes that the volume of the antenna 
resolutiori cell is completely filled wit11 uniform precipitation. If not, a correction must be 
lr~ade by iritroducit~g a dinietisionlcss beam-fillil~g factor IC/ wliic11 is the fraction of the cross- 
sectional area of the beam intercepted by the region of scattering particles. I t  is difficult to 
estitnate this correction. The resolution cell is not likely to be completely filled at long range or 
when the beam is viewing tlie edge of a precipitation cell. If the " bright band" (to be described 
later) is within the radar resolution cell, the precipitation also will not be uniform. 

When the radar wavelength is large compared with the circumference of a scattering 
particle of diameter I) (Rayleigii scattering region), the radar cross section is 

where I K I* = (c - I)/(( + 2), and c = dielectric constant of the scattering particles. The value 
of I K l 2  for water varies with temperature and wavelength. At 10°C and 10 cm wavelength, i t  is 
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Radar equation for meteorological echoes.69
71 The simple radar equation is

p,G 2
J..2(i

p - -.._------
r - (4n)JR 4 (13.14)

The symbols were defined in Sec. 1.2. In extending the radar equation to meteorological targets.
it is assumed that rain. snow. hail. or other hydrometeors may be represented as a large number
of independent scatterers of cross section (i/ located within the radar resolution cell. Let L (ij

denote the average total backscatter cross section of the particles per unit of volume. The
indicated summation of fTj is carried out over the unit volume. The radar cross section may be
expressed as (i = lim L (ij. where Vm is the volume of the radar resolution cell. The volume Vm

occupied by a radar beam of vertical beamwidth 1JB' horizontal beamwidth 0B' and a pulse
of duration r is approximately

(13.15)

where c = velocity of propagation. In the radar-Illeteorology literature, the radar pulse-extent It
(in units of length) is orten used instead of cr in this equation. The factor nj4 is included to
account for the elliptical shape of the beam area. In some instances this factor is omitted for
convenience; however. radar meteorologists almost always include it since they are concerned
with accurate measurement of rainfall rate using the radar equation. In the interest of even
further accuracy, a correction is usually made to Eq. (13.15) to account for the fact that the
effective volume of uniform rain illuminated by the two-way radar antenna pattern is less than
that indicated when the half-power beamwidths are used to define the volume. Assuming a
gaussian-shaped antenna pattern. the volume given by Eq. (13.15) must be reduced by a factor
of 2 In 2 to describe the equivalent volume that accounts for the echo power received by the
two-way antenna pattern from distributed clutter. 69 Thus the radar equation of Eq. (13.14)
can he written

(13.16)

In the above. the relationship G = rr 2/OR1JR for a gaussian beamshape69 was substituted. The
har over P r denotes that the received power is averaged over many independent radar sweeps
to smooth tht signal fluctuations. This equation assumes that the volume of the antenna
resolution cell is completely filled with uniform precipitation. If not, a correction must be
made by introducing a dimensionless beam-filling factor tjJ which is the fraction of the cross­
sectional area of the beam intercepted by the region of scattering particles. It is difficult to
estimate this correction. The resolution cell is not likely to be completely fiiled at long range or
when the beam is viewing the edge of a precipitation cell. If the" bright band" (to be described
later) is within the radar resolution cell, the precipitation also will not be uniform.

When the radar wavelength is large compared with the circumference of a scattering
particle of diameter D (Rayleigh scattering region), the radar cross section is

(13.17)

where I K 1
2 = (£ - 1)/(£ + 2), and £ = dielectric constant of the scattering particles. The value

of I K 1
2 for water varies with temperature and wavelength. At 10°C and 10 cm wavelength, it is
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approximately 0.93. Its value for ice at  all temperatures is about 0.197 and is independent of 
frequency in the centimeter-wavelength region. Substituting Eq. (13.17) into (13.16) yields 

Since the particle diameter D appears as the sixth power, in any distribution of precipitation 
particles the small number of large drops will contribute most to the echo power. 

Equation (13.18) does not include the attenuation of the radar energy by precipitation, 
which can be significant at  the higher microwave frequencies and when accurate measure- 
ments are required. The two-way attenuation of the radar signal in traversing the range R and 
back is exp (- 2a R), where a is the one-way attenuation coefficient. If a is not a constant over 
the path R, the total attenuation must be expressed as the integrated value over the two-way 
path. J 

Scattering from rain. Equation (13.18), which applies for Rayleigh scattering, may be used as a / 

basis for measuring with radar the sum of the sixth power of  the raindrop diameters in a unit 
volume. The Rayleigh approximation is generally applicable below C band (5 cm wavelength) 
and, except for the heaviest rains, is a good approximation at X band (3 cm). Rayleigh 
scattering usually does not apply above X band. Another complication at frequencies above X 
band is that the attenuation due t o  precipitation precludes the making of quantitative measure- 
ments conveniently. 

The sum of the sixth power of the diameters per unit volume in Eq. (13.18) is called 2, the 
rndar rejlectivity factor, or  

In this form Z has little significance for practical application. Experimental measurements, 
however, show that Z is related to the rainfall rate r by 

where a and h are empirically determined constants. With this relationship tlie rccc~ved cctio 
power can be related to rainfall rate. A number of experimenters have attempted to determine 
the constants in Eq. (13.20), but considerable variability exists among the reported resi~\ts. '~' 
Part of this is probably due to the difficulty in obtaining quantitative measurements and the 
variability of rain with time and from one location to another. One form of Eq. (13.20) that has 
been widely accepted is 

where Z is in mm6/m3 and r is in mm/h. This has been said to apply to stratiform rain. For 
orographic rain Z = 31r1.71 and for thunderstorm rain Z = 486r1.37. Thus a single expres- 
sion need not be used, and the choice of a Z-r relationship can be made on the basis of the type 
of rain.70 Substituting Eq. (13.21) into (13.18) with 1 K 1' = 0.93 yields 

where r is in mm/h, R and A in meters, 7 in seconds and P, in watts. This indicates how the 
radar output can be made to measure rainfall. 

The backscatter cross section per unit volume as a function of wavelength and rainfall 

(13.18)
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approximately 0.93. Its value for ice at all temperatures is about 0.197 and is independent of
frequency in the centimeter-wavelength region. Substituting Eq. (13.17) into (13.16) yields

P _ _ 1tsP,G~_ I 12 " D6

r - 1024(1n 2)R 2 ,{ 2 K '7

Since the particle diameter D appears as the sixth power, in any distribution of precipitation
particles the small number of large drops will contribute most to the echo power.

Equation (13.18) does not include the attenuation of the radar energy by precipitation,
which can be significant at the higher microwave frequencies and when accurate measure­
ments are required. The two-way attenuation of the radar signal in traversing the range Rand
back is exp (-2(XR), where (X is the one-way attenuation coefficient. IJ (X is not a constant over
the path R, the total attenuation must be expressed as the integrated value over the two-way
path. .J

Scattering from rain. Equation (13.18), which applies for Rayleigh scattering, may be used as a
basis for measuring with radar the sum of the sixth power of the raindrop diameters in a unit
volume. The Rayleigh approximation is generally applicable below C band (5 cm wavelength)
and, except for the heaviest rains, is a good approximation at X band (3 cm). Rayleigh
scattering usually does not apply above X band. Another complication at frequencies above X
band is that the attenuation due to precipitation precludes the making of quantitative measure­
ments conveniently.

The sum of the sixth power of the diameters per unit volume in Eq. (13.18) is called Z, the
radar reflectivity factor, or

(13.19)

In this form Z has little significance for practical application. Experimental measurements,
however, show that Z is related to the rainfall rate I' by

(13.20)

where a and h are empirically determined constants. With this relationship the receiveJ echo
power can be related to rainfall rate. A number of experimenters have attempted to determine
the constants in Eq. (13.20), but considerable variability exists among the reporteJ results. 7o

Part of this is probably due to the difficulty in obtaining quantitative measurements and the
variability of rain with time and from one location to another. One form of Eq. (13.20) that has
been widely accepted is

Z = 2001'1.6 (13.21)

(13.22)

where Z is in mm 6/m 3 and r is in mm/h. This has been said to apply to stratiform rain. For
orographic rain Z = 311'1.71 and for thunderstorm rain Z = 486':1.37. Thus a single expres­
sion need not be used, and the choice of a Z-r relationship can be made on the basis of the type
of rain. 70 Substituting Eq. (13.21) into (13.18) with I K 1

2 = 0.93 yields

j5 _2.4P/GrrI. 6 10- 8
r- R2 ,{2 X

where I' is in mm/h, R and A in meters, r in seconds and PI in watts. This indicates how the
radar output can be made to measure rainfall.

The backscatter cross section per unit volume as a function of wavelength and rainfall
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1 10 100 
r, r a i n f a l l  r o t e ,  mm / h r  

Figure 13.12 Exact (solid curves) and 
approximate (dashed curves) back- 
scattering cross section per unit volume 
of rain at a temperature of 18°C. Exact 
computations obtained from F. T. 
Haddock, approximate curves based 
on the Rayleigh approximation. (Fl.orn 
Guttn and East," Quart. J .  Roy. 
Meteor. Soc.) 

rate is sliown plotted in Fig. 13.12. The dashed lines are plotted by summing the Rayleigh 
cross section of Eq. (13.17) over unit volume and substituting Eq. (13.21) to  give 

where f is the radar frequency in GHz and r the rainfall rate in mm/h. The solid curves are 
exact valuefcomputed by H a d d ~ c k . " . ~ ~  The Rayleigh scattering approximation is seen to be 
satisfactory over most of the frequency range of interest to  radar. 

The reflectivity factor Z of Eq. (13.19), which was defined as the sum of the sixth power of 
tlie particles' diameter per unit volume, was based on the assumption of Rayleigh scattering. 
When tlie scattering is not Rayleigh, a quantity similar to Z is defined, which is called the 
uqitii~r~lrtrt radar refiectir'ity ,factor 2,. given by70*73 

wlicrc r l  is tile actual radar reflectivity, or backscatter cross section per unit volume, and I K I Z  
is taken as 0.93. 

Instead of the rainfall rate r. the intensity of precipitation is sometimes stated in terms of 
ttic dl3 rcllcctivity factor Z = 200r' ', or dUz = 10 log Z. A rainfall rate of I mm/h eqi~als 
23 dBz, 4 rnni/h equals 33 dBz. and 16 ~ n m l h  equals 42 dBz. (This may be an incorrect usage 
of the precise definition of decibels as a power ratio, but i t  is the jargon used by the radar 
meteorologist.) 
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Figure 13.12 Exact (solid curves) and
approximate (dashed curves) back­
scattering cross section per unit volume
of rain at a temperature of 18°C. Exact
computations obtained from F. T.
Haddock, approximate curves based
on the Rayleigh approximation. (From
GUlln and East,71 Quart. J. Roy.
Meteor. Soc.)

rate is shown plotted in Fig. 13.12. The dashed lines are plotted by summing the Rayleigh
cross section of Eq. (13.17) over unit volume and substituting Eq. (13.21) to give

t1 = L (Ji = ~r4r1.6 x \0-12 m2/m 3

i
(13.23)

where f is the radar frequency in G Hz and r the rainfall nite in mm/h. The solid curves are
exact valueS-computed by Haddock. 71. 72 The Rayleigh scattering approximation is seen to be
satisfactory over most of the frequency range of interest to radar.

The reflectivity factor Z of Eq. (13.19), which was defined as the sum of the sixth power of
the particles' diameter per unit volume, was based on the assumption of Rayleigh scattering.
When the scattering is not Rayleigh, a quantity similar to Z is defined, which is called the
t'qliil'll/ent radar re!lectil'ity factor Z<, given by 70. 7 3

(13.24)

where /1 is the actual radar reflectivity, or backscatter cross section per unit volume, and IK 1
2

is taken as 0.93.
Instead of the rainfall rate r, the intensity of precipitation is sometimes stated in terms of

the dB rellectivity factor Z = 2001'(6. or d Oz = 10 log Z. A rainfall rate of I mm/h equals
2.1 dOz. 4 rnm/h equals 3J dOz. and 16 rnm/h equals 42 dBz. (This may be an incorrect usage
of the precise definition of decibels as a power ratio, but it is the jargon used by the radar
meteorologist. )
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Scattering from snow. Dry snow particles are essentially ice crystals, either single or ag- 
gregated. The relationship between Z and snowfall rate r is as given by Eq. ( 1  3.20)  for rain, but 
with different constants a and b. There have been less measurements of the 2 - r  relationship for 
snow than for rain, and there have been several different values proposed for the constants u 

and b. The following two expressions have been suggested 

Measurements show a correlation between surface temperature and the coefficient a of the 
Z = arb relationship, which suggest the following76 

Z = 1050r2 for dry snow (ave temp. < WC) ( 1  3.26a) 

Z = 1600r2 for wet snow (ave temp. > 0°C) ' (13.26h) 

A lower surface temperature results in a lower value of the coefficient a. Still another value that 
has been suggested is77 "% 

j' 

Z = 1000r'.6 (13.27) 

There does not seem to be any agreed-upon value; the reader can take his pick. In all of the 
above, the snowfall rate r at the ground is in millimeters per hour of water measured when the 
snow is melted. 

A radar is usually less affected by snow and ice than by rain because the factor I K J 2  in 
Eq. (13.18) is less for ice than for rain, and snowfall rates are generally less than rainfall rates. 

Scattering from water-coated ice spheres. Moisture in the atmosphere at altitudes where the 
temperature is below freezing takes the form of ice crystals, snow, or hail. As these particles tall 
to the ground they melt and change to rain in the warmer environment of the lower altitudes 
When this occurs, there is an increase in the radar backscatter since water particles reflect 
more strongly than ice. As the ice' particles, snow, or hail begin to melt, they first become 
water-coated ice spheroids. At radar wavelengths, scattering and attenuation by water-coated 
ice spheroids the size of wet snowflakes is similar in magnitude to that of spheroidal water 
drops of the same size and shape. Even for comparatively thin coatings of water, the compostte 
particle scatters nearly as well as a similar all-water particle. 

Radar observations of light precipitation show a horizontal "bright band" at an altiiude 
at which the temperature is just above 0°C. The measured reflectivity in the center of the bright 
band is typically about 12 to 15 dB greater, than the reflectivity from the snow above i t  and 
about 6 to 10 dB greater than the rain' below.70 The center of the bright band is generally from 
about 100 to 400 m bklow the O°C'isotherm. Although the bright band is relatively thin, 
considerable attenuation can occur'when radar observations are made through i t  at low 
elevations. 

The bright band is due to changes in snow falling through the freezing level.7L At  the 
onset of melting the snow changes from flat or needle-shaped particles which scatter fcehly to 
similarly shaped particles which, owing to a water coating, scatter relatively strongly. As 
melting progresses, the particles lose their extreme shapes, and their velocity of fall increases 
causing a decrease in the number of particles per unit volume and a reduction In the 
backscatter. , \ , ) * I >  

\ , , : 4  

Scattering'from c l o u d a ~ o s t  cloud dropleis do not exceed 100 pm in diameter ( 1  /rrn = 
m); consequently Rayleigh scattering may be applied at radar frequencies for the predic- 

tion of cloud echoes. In Rayleigh scattering, the backscatter is proportional to the sixth power 
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Scattering from snow. Dry snow particles are essentially ice crystals, either single or ag­
gregated. The relationship between Z and snowfall rate, is as given by Eq. (13.20) for rain, but
with different constants a. and b. There have beenless measurements of the Z-,relationship for
snow than for rain, and there have been several different values proposed for the constants (J

and b. The following two expressions have been suggested

Z = 2000,2

Z = 1780,2.21

(13.25a)H

(13.25h)75

Measurements show a correlation between surface temperature and the coefficient a of the
Z = arb relationship, which suggest the following76

Z = 1050r2 for dry snow (ave temp. < O°C)

Z = 16OOr2 for wet snow (ave temp. > O°C) .J

(13.26a)

(13.26h)

A lower surface temperature results in a lower value of the coefficient a. Still another value that
has been suggested is 77

Z = 1000,1.6 (13.27)

There does not seem to be any agreed-upon value; the reader can take his pick. In all of the
above, the snowfall rate, at the ground is in millimeters per hour of water measured when the
snow is melted.

A radar is usually less affected by snow and ice than by rain because the factor I K 1
2 in

Eq. (13.18) is less for ice than for rain, and snowfall rates are generally less than rainfall rates.

Scattering from water-eoated ice spheres. Moisture in the atmosphere at altitudes where the
temperature is below freezing takes the form of ice crystals, snow, or hail. As these particles fall
to the ground they melt and change to rain in the warmer environment of the lower altitudes.
When this occurs, there is an increase in the radar backscatter since water particles reflect
more strongly than ice. As the ice',partides, snow, or hail begin to melt, they first become
water-coated ice spheroids. At radar wavelengths, scattering and attenuation by water-coated
ice spheroids the size of wet snowflakes is similar in magnitude to that of spheroidal water
drops of the same size and shape. Even for comparatively thin coatings of water, the composite
particle scatters nearly as well as a similar all-water particle.

Radar observations of light precipitation show a horizontal" bright band" at an altii ude
at which the temperature is just above O°c. The measured reflectivity in the center of the bright
band is typically about 12 to 15 dB greater. than the reflectivity from the snow above it and
about 6 to 10 dB greater than the rain' below.70 The center of the bright band is generally from
about 100 to 400 mbelow the O°C :isotherm. Although the bright band is relatively thin,
considerable attenuation can occur' when radar observations are made through it at low
elevations.

The bright band is due to changes in snow falling through the freezing level." At the
onset of melting the snow changes from flat or needle-shaped particles which scatter feebly to
similarly shaped particles which, owing to a water coating, scatter relatively strongly. As
melting progresses, the particles lose their extreme shapes, and their velocity of fall increases
causing a decrease in the number of particles per unit volume and a reduction in the
backscatter..", '.. .; \1 I,

Scattering from clouds. Most. cloud' droplets do not exceed 100 ~m in diameter (I Jlm =
10- 6 m); consequently Rayleigh scattering may be applied at radar frequencies for the predic­
tion of cloud echoes. In Rayleigh scattering, the backscatter is proportional to the sixth power



of  the diameter, Eq. (13.17). Since the diameter of cloud droplets is about one-hundredth the 
diameter of raindrops. the echoes from fa~r-weather clouds are usually of little concern. 

It is also possible to obtain weak echoes from a deep, intense log at millimeter. 
wavelengths, but at wavelengths of 3 cm and longer, eclioes due to fog may generally be 
regarded as insignificant. 

Attenuation by precipitation. In tlic frequency range for which Rayleigh scatterirlg applies 
(particles srnall in sire conil~itrcd with tlie wavclcngtli) tlic attenuation due to  absorption is 
give~t by 

Attenuation (dB/krn) = 0.434 D~ Im ( -  K )  
i ] 

wlicrc tile sunimation is over 1 rnJ. D is the partlcle diameter in ccntimetcrs. E. IS tile 
wavelength in centimeters, In1 ( -  K )  is the rmaginary part of - K ,  and K is a factor whicll 
clcpcndc ilpori tlic dielectric coristant of thc particle. At a temperature of 10°C. thc v;ili~e ol 
Im ( -  K )  for water is 0.00688 wllcn the wavelength is 10 crn (S band) and 0.0247 for 3.2-cm 
wavelength (.Y band)." Eqi~atiori (13.28) is a good approximation for rain attenuation at 
S-band or loriger wavelengths. Since rain attenuation is usually small and unimportant at thc 
longer wavelengths wl~cre tliis expression is valid, the simplicity offered by the Ravleigh 
scattering approximation is of limited use for predicting the attenuation through rain. 

-Pl~e compirtation of rain att*wuatioti must thercforc be based on the exact formulation for 
splicres as dcvelopcd by Mie.lh Tlic results of such computatlon5 are shown in Fig 13.13 as a 
function of tlie wavelcngtll arid the rainrall rate. 

-Phe attenuation produced by icc particles in the atmospl~erc, whether occurring as hail. 
snow, or  ice-crystal clouds, is mucli less than that caused by rairl of an equivalent rate o f  
pre~ip i ta t ion . '~  Gunn and East" state that the attenuatio~i in snow is 

. 
where r = snowfall rate (rnm/ll of  nielted water content). and i = wavelength, cm. 

Figure 13.13 One-way attenuation (dB/ 
km) in rain at a temperature of 
18°C. (a )  Drizzle- 0.25 mm/h; ( h )  light 
rain---I mm/h; (c) moderate rain- 4 
mm/h; (d) heavy rain--16 mm/h; (o) 
excessive rain- 40 rnmlh. In Wastiing- 
ton. D.C., a rainfall rate of  0.25 
mm/h is exceeded 4 5 ' '  h!yr, 1 mmjh is 
exceeded 200 h!yr. mm/h is exceeded 
60 111yr. 16 rnntlh is exceeded 8 h / y r  and 

W n v e l ~ n g t l l ,  c m  40 mrnfl, ; c~xceeded 2 2 yr. 
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of the diameter, Eq. (13.17). Since the diameter of cloud droplets is about one-hundredth the
diameter of raindrops, the echoes from fair-weather clouds are usually of little concern.

It is also possible to obtain weak echoes from a deep, intense fog at millimeter,
wavelengths, but at wavelengths of 3 cm and longer, echoes due to fog may generally be
regarded as insignificant.

( 13.2X)Attenuation (dB/km) = 0.434l~; (~ D3
) 1m ( - K) j

Attenuation by precipitation. In the frequency range for which Rayleigh scattering applies
(particles small in site compared with the wavelength) the attenuation due to absorption is
given l1y

where the summation is over 1 rn", V is the particle diameter in centimeters. ). is the
wavelength in centimeters, 1m (- K) is the imaginary part of - K, and K is a factor whicll
depends upon the dielectric constant of the particle. At a temperature of lOOC, the value of
1m (- K) for water is O,006XX when the wavelength is to em (5 band) and 0.0247 for 3.2-cm
wavelength (X band).71 Equation (13.2R) is a good approximation for rain attenuation at
S-band or longer wavelengths. Since rain attenuation is usually small and unimportant at the
longer wavelengths where this expression is valid, the simplicity offered by the Rayleigh
scattering approximation is of limited use for predicting the attenuation through rain.

The computation of rain att"nuation must therefore be based on the exact formulation for
spheres as developed by Mie. 1h The results of such computations arc shown in Fig. D.D as a
function of the wavelength and the rainfall rate.

The attenuation produced by ice particles in the atmosphere.:, whether occurring as hail,
snow. or icc-crystal clouds. is much less than that caused by raip of an equivalent rate of
precipitatioll. 7R Gunn and East ~ I state that the attenuation in c;now is

. ,0.00349,.1 (, 0.00224,.
AttenuatIon at nee (dB/km) =-).4 - + --). - ( D.29)

where r = snowfall rale (rnm/h of melted water content). and) = wavelength. em,
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Figure 13.13 One-way attenuation (0 BI
km) in rain at a temperature of
l8°C (0) Drizzle- 0.25 mmlh; (h) light
rain--l mm/h ; (c) moderate rain - 4
mm/h: (d) heavy rain-16 mm/h; (e)
excessive rain- 40 mm/h. In Washing­
ton. D,C, a rainfall rate of 0,25
mm/h is exceeded 4','1 h1yr. 1 mm/h is
exceeded 200 h/yr..1 mm/h is exceeded

9 10 60 h/yr. 16 mm/h is exceeded 8 h/yr and
40 mm/I! i l'xceeded 22 I yr.
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13.8 DETECTION OF TARGETS IN PRECIPITATION 

The chief effect of weather on  radar performance is the backscatter,or clutter, from precipita- 
tion within the radar resolution cell. Attenuation by precipitation usually has little effect on 
the detection of targets except at frequencies above X band. Weather clutter, however, can be a 
serious factor in limiting the performance of microwave radars even at frequencies as low as 1- 
band. Good radar design must include methods for maintaining performance in the presence 
of precipitation. 

The most effective method for reducing the effects of precipitation is to operate at a low 
frequency to'take advantage of the significant decrease in backscatter from precipitation with 
decrease in frequency. The backscatter cross section of a particle in the Rayleigh region, as 
shown by Eq. (13.17) varies as the fourth power of  the frequency. A radar operating at L hand 
(1.3 GHz), for example, might experience about 34 dB less precipitation cltlttct(han a radar at 
X band (9 GHz). Thus when precipitation is of  concern, the lower frequencies are to be 
preferred. 

, < 

A1 the higher microwave frequencies, precipitation clutter can be reduced by meanh of ' 

high resolution in range and in angle. Since rain is relatively uniform, the statistics of thc 
backscatter are described by the Rayleigh probability density function, even when the radar 1s 

of high resolution. Therefore the problem of non-Rayleigh statistics with its deleterious effect 
on the false-alarm probability as occurs with high-resolution radar viewing sea clutter and 
land clutter (Secs. 13.3 and 13.5), does not usually occur with precipitation clutter. 

Moving target indication (MTI) radar can provide some improvement in the detection 
of moving targets in precipitation if the MTI is properly designed to  attenuate the doppler- 
shifted precipitation echoes. Unlike land clutter, storm clouds are not stationary and usually 
have a nonzero relative velocity that results in a doppler-frequency shift. The internal motions 
of the storm can also widen the spectrum of the precipitation clutter. At the higher microwave 
frequencies, where precipitation can be a bother, it is difficult to achieve effective MTI because 
of the reduced blind speeds (Sec. 4.2) and the increased spread of the clutter spectrum. The 
Moving Target Detector, described in Sec. 4.7, is an example of an MTI radar designed 
specifically to cope with the special problems of precipitation clutter. 

Polarization. Raindrops are spherical, or  nearly so, but aircraft are complex targets. Tllus the 
backscattered energy from rain and aircraft will be affected differently by the polarization of  
the incident radar energy. Advantage can be taken of this difference to enhance the target-to- 
clutter ratio when the clutter background is precipitation. This is accomplished by utilizing a 
radar with circular polarization or  with crossed linear polarization. 

A circularly polarized wave incident on a spherical scatterer is reflected as a circillarly 
polarized wave with the opposite sense of rotation and is rejected by the antenna that orig- 
inally transmitted it. With a complex target such as an aircraft the reflected energy is more or 
less equally divided between the two senses of rotation so that some target-echo energy is 
accepted by the same radar antenna that transmitted the circularly polarized signal. This is the 
basis for target-to-clutter enhancement using circular polarization. 

A circularly polarized wave is one in which the electric field vector rotates with constant 
amplitude about the axis of propagation at the radar frequency. To  an observer looking In the 
direction of propagation, a clockwise-rotating electric field is known as right-hand circular 
polarization, and a counterclockwise rotation is known as left-hand circular polarization. 
Right-hand and left-hand circular polarization are said to be orthogonal polarizations since an 
antenna capable of accepting one will not accept the other. Similarly, horizontal and vertical 
linear polarizations are orthogonal. If the radar radiates one sense of circular polarized energy, 
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13.8 DETECTION OF TARGETS IN PRECIPITATION

The chief effect of weather on radar performance is the backscatter, or clutter, from precipita­
tion within the radar resolution cell. Attenuation by precipitation usually has little effect on
the detection of targets except at frequencies above X band. Weather clutter, however, can be a
serious factor in limiting the performance of microwave radars even at frequencies as low as L
band. Good radar design must include methods for maintaining performance in the presence
of precipitation.

The most effective method for reducing the effects of precipitation is to operate at a low
frequency to'take advantage of the significant decrease in backscatter from precipitation with
decrease in frequency. The backscatter cross section of a particle in the Rayleigh region. as
shown by Eq. (13.17) varies as the fourth power of the frequency. A radar operating at L hand
(1.3 GHz), for example, might experience about 34 dB less precipitation cluttcr..than a radar at
X band (9 GHz). Thus when precipitation is of concern, the lower frequencies are to be
preferred.

At the higher microwave frequencies, precipitation clutter can he reduced by means or
high resolution in range and in angle. Since rain is relatively uniform, the statistics of the
backscatter are described by the Rayleigh probability density function, even when the radar is
of high resolution. Therefore the problem of non-Rayleigh statistics with its deleterious effect
on the false-alarm probability as occurs with high-resolution radar viewing sea clutter and
land clutter (Secs. 13.3 and 13.5), does not usually occur with precipitation clutter.

Moving target indication (MTI) radar can provide some improvement in the detection
of moving targets in precipitation if the MTI is properly designed to attenuate the doppler­
shifted precipitation echoes. Unlike land clutter, storm clouds are not stationary and usually
have a nonzero relative velocity that results in a doppler-frequency shift. The internal motions
of the storm can also widen the spectrum of the precipitation clutter. At the higher microwave
frequencies, where precipitation can be a bother, it is difficult to achieve effective MTI because
of the reduced blind speeds (Sec. 4.2) and the increased spread of the clutter spectrum. The
Moving Target Detector, described in Sec. 4.7, is an example of an MTI radar designed
specifically to cope with the special problems of precipitation clutter.

Polarization. Raindrops are spherical, or nearly so, but aircraft are complex targets. Tilus the
backscattered energy from rain and aircraft will be affected differently by the polarization 01
the incident radar energy. Advantage can be taken of this difference to enhance the target-to­
clutter ratio when the clutter background is precipitation. This is accomplished hy utilizing a
radar with circular polarization or with crossed linear polarization.

A circularly polarized wave incident on a spherical scatterer is reflected as a circularly
polarized wave with the opposite sense of rotation and is rejected by the antenna that orig­
inally transmitted it. With a complex target such as an aircraft the reflected energy is more or
less equally divided between the two senses of rotation so that some target-echo energy is
accepted by the same radar antenna that transmitted the circularly polarized signal. This is the
basis for target-to-c1utter enhancement using circular polarization.

A circularly polarized wave is one in which the electric field vector rotates with constant
amplitude about the axis of propagation at the radar frequency. To an observer looking in the
direction of propagation, a clockwise-rotating electric field is known as right-hand circular
polarization, and a counterclockwise rotation is known as left-hand circular polarization.
Right-hand and left-hand circular polarization are said to be orthogonal polarizations since an
antenna capable of accepting one will not accept the other. Similarly, horizontal and vertical
linear polarizations are orthogonal. If the radar radiates one sense of circular polarized energy,



it cannot accept the backscattered echosignal from a sphere or a plane sheet, since the direction 
of the  polarization is reversed on reflection; that is, if right-hand circular polarization is trans- 
mitted, spherical raindrops reflect the energy as left-hand circular polarization. If the same 
antenna is used for both transmitting and receiving, the antenna is not responsive to the 
opposite sense of rotation and the echo energy will not appear at the receiver. A target such as 
an aircraft, however, will return some energy with the correct polarization as well as energy 
with the incorrect polarization. Energy incident on the aircraft may be returned after one 
"bounce," as from a plane sheet or a spherical surface; or it might make two or more bounces 
between various portions of the target (similar to a corner reflector) before being returned to 
the radar. On each bounce the direction of polarization rotation is reversed. Signals which 
make single reflections (or any odd number) will be rejected by the circularly polarized antenna 
that transmitted i t ,  but those which make two reflectio~is (or any even number) will be 
accepted. In  addition to the mechanism of the double bounce, depolarization (or generation 
of  the orthogonal component) can occur when the objects causing the scattering are not sym- 
metrical. With most targets of interest, the scatterers are asymmetrical and backscatter energy 
appears in both orthogonal polarization components. 

Raindrops may not always be perfect spheres. Their deviation from the syrnmetrical shape 
of a sphere will result i n  the reflected signal containing some energy in that polarization 
cotilponent accepted by the antenna. This limits the ability of circular polarization to reject 
precipitation clutter. 

The rejection of rain echoes by a circularly polarized radar depends on the purity with 
whicii circular polarization can be generated by a practical antenna, as well as the deviation 
of the precipitation particles from a spherical shape.' l 7  The cancellation of the orthogonal 
polarization by an exceptionally well-designed, well-maintained antenna might be limited to 
about 40 dB.79 TO achieve 40 dB of cancellation the voltage ellipticity ratio of the antenna 
(ratio of the minor axis to the major axis of the polarization ellipse) must be 0.99, a difficult 
value to achieve. For 24 dB cancellation, the ellipticity ratio must be 0.94. Cancellations in 
excess of 30 dB have been achieved in light rain and in d r y ' s n ~ w . ~ ~  However, cancellations of 
only 15 dB or less are obtained from nonspherical precipitation such as heavy rain, from the 
melting layer. and from large wet  snowflake^.^^^^^.^^ In some heavy rains and thunderstorms, 
the carlcellation might be only 5 

I t  has beer1 fourld that better cancellation of precipitation is obtained when the polariza- 
tion is not quite circular. That is, there is a particular elliptical polarization which produces the 
best cancellation. The optirrium elliptical polarization depends on the nature of the rain. This 
effect is d w  to the nonspherical raindrops which cause the phase shift and attenuation of the 
radar energy to be different depending on the direction of  polarization. As the radar energy 
propagates through the rain, the differential phase shift and the differential attenuation results 
in the circular polarization being converted to elliptical polarization. By selecting the optimum 
elliptical polari~ation, i t  lias bee11 said that the cancellation in some regions of"  heavy raiti" 
might be increased by as much as 12 dB over that obtained with circular p~lar iza t ion .~ '  
However, the polarization that is optimum for one particular region might actually prove to 
be worse than the cancellation obtained with circular polarization in some ather region. The 
optin~um polarization tlius depends on the distance traveled in rain, so that the antenna 
polarization needs to be continuously adjusted.79 The greater the penetration into a rain- 
storm, the more elliptical will become the polarization of an originally circular polarized wave. 
Thus to maintain the improvement in rain cancellation with elliptical polarization, the polar- 
ization on receive should be made variable with range (time). With such adaptive polarization 
i t  has been suggested that an improvement in caricellation of 6 to 9 dB might be obtained 
c ~ n s i s t e n t j y . ~ ~  
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it cannot accept the backscattered echo signal from a sphere or a plane sheet, since the direction
of the polarization is reversed on reflection; that is,.ifright-hand circular polarization is trans­
mitted, spherical raindrops reflect the energy as left-hand circular polarization. If the same
antenna is used for both transmitting and receiving, the antenna is not responsive to the
opposite sense of rotation and the echo energy will not appear at the receiver. A target such as
an aircraft, however, will return some energy with the correct polarization as well as energy
with the incorrect polarization. Energy incident on the aircraft may be returned after one
"bounce," as from a plane sheet or a srherical surface; or it might make two or more bounces
between various portions of the target (similar to a corner reflector) before being returned to
the radar. On each bounce the direction of polarization rotation is reversed. Signals which
make single reflections (or any odd number) will be rejected by the circularly polarized antenna
that transmitted it. but those which make two reflectiOlis (or any even number) will be
accepted. In addition to the mechanism of the double bounce, depolarization (or generation
of the orthogonal component) can occur when the objects causing the scattering are not sym­
metrical. With most targets of interest. the scatterers are asymmetrical and backscatter energy
appears in both orthogonal polarization components.

Raindrops may not always be perfect spheres. Their deviation from the symmetrical shape
of a sphere will result in the rellected signal containing some energy in that polarization
component accepted by the antenna. This limits the ability of circular polarization to reject
precipitation clutter.

The rejection of rain echoes by a circularly polarized radar depends on the purity with
which circular polarization can be generated by a practical antenna. as well as the deviation
of the precipitation particles from a spherical shape.!!7 The cancellation of the orthogonal
polarization by an exceptionally well-designed, well-maintained antenna might be limited to
about 40 dB. 79 To achieve 40 dB of cancellation the voltage ellipticity ratio of the antenna
(ratio of the minor axis to the major axis of the polarization ellipse) must be 0.99, a difficult
value to achieve. For 24 dB cancellation, the ellipticity ratio must be 0.94. Cancellations in
excess of 30 dB have been achieved in light rain and in dry~snow.79 However, cancellations of
onIy IS dB or less are obtained from nonspherical precipitation such as heavy rain, from the
melting layer. and from large wet snowflakes.79.80.82 In some heavy rains and thunderstorms.

the cancellation might be only 5 dB B2

It has been found thaI better cancellation of precipitation is obtained when the polariza­
tion is not quite circular. That is. there is a particular elliptical polarization which produces the
hest cancellation. The optimum elliptical polarization depends on the nature of the rain. This
dfect is due to the nonspherical raindrops which cause the phase shift and attenuation of the
radar energy to be different depending on the direction of polarization. As the radar energy
propagates through the rain, the differential phase shift and the differential attenuation results
in the circular polarization being converted to elliptical polarization. By selecting the optimum
elliptical polarization. it has been said that the cancellation in some regions of" heavy rain"
might be increased by as much as 12 dB over that obtained with circular polarization.8!
However, the polarization that is optimum for one particular region might actually prove to
be worse than the cancellation obtained with circular polarization in some other region. The
optimum polarization thus depends on the distance traveled in rain, so that the antenna
polarization needs to be continuously adjusted. 79 The greater the penetration into a rain­
storm, the more elliptical will become the polarization of an originally circular polarized wave.
Thus to maintain the improvement in rain cancellation with elliptical polarization, the polar­
ization on receive should be made variable with range (time). With such adaptive polarization
it has been suggested that an improvement in cancellation or 6 to 9 dB might be obtained
consistently.82
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Still another factor which reduces the effectiveness of circular polarization in rain clutter 
is the different reflection coefficients experienced.by the horizontal and vertical polarization 
components on  reflection from the surface of  the land o r  the sea. This results in a change of 
polarization and a degradation of the rain c a n ~ e l l a t i o n . ~ ~  86 It will be recalled from Sec. 12.2 
that it is possible for a portion of the transmitted energy to  arrive at  the target via a surface- 
reflected path as well as by the direct path. Similarly, precipitation clutter can result from a 
surface-reflected path as well as  the direct path. On  reflection from the surPdct. the vertically 
polarized component is attenuated more than the horizontal component, and i t  experiences a 
different phase shift (Fig. 12.3). The result is that the horizontally polarized component is 
cancelled to  a greater extent than the vertical component so that the original circi~lar polariza- 
tion is converted to  elliptical polarization with the vertical component pred~minat ing ."~  
Assuming a 3.2" vertical beamwidth with cosecant-squared shaping up to 10". theoretical 
calculations give the following maximum cancellation ratios as limited by surface rellcctions: 
20.2 dB for sea, 23.6 d B  for marsh, 27.2 dB  for average land, and 34.1 dH for d d ~ r t . ~ ~  Otller 
calculations for ground-mapping radars, such as those used for airport surface-tratfic control, 
indicate significantly worse cancellation limitations. A 3" vertical beamwidth, pointed 0.7" 
below the horizon, with cosecant-squared shaping up to 30' will result in the cancellat ion ratio 
being limited to about 13 dB  over water and 17 d B  over moist soil." T o  minimize the 
problem, narrow vertical beamwidths should be employed. 

The radar cross section of aircraft targets is, in general, less with circular polarization than 
with linear polarization. Experimental measurementss7 indicate that when an aircraft is illir- 
minated with one sense of circular polarization, the echo power on a statistical basis is divided 
more o r  less equally between right-hand and left-hand circular polarization. With linear 
polarization, the amount of energy converted to  the orthogonal polarization is about 0.5 dB. 
Thus the net loss of  aircraft-echo power:on changing from linear to circular polarization is 
about 2.5 dB. In some cases, however, a.greater value of radar cross section may be obtained 
with circular polarization rather, than with linear.79 

An alternative to circular polarization is to transmit any linear polarization and receive 
on the orthogonal linear po lar i~a t ion . '~ .~ '  Spherical raindrops will give no retiirn in the 
orthogonal channel if no cross-polarization distortion takes place in the radar or  the propaga- 
tion medium. There is some evidence to  indicate that crossed linear polarization may give 
better rain rejection than conventional circular polarization. 

I .  

1,og-FTC receiver. A receiver with a logarithmic input-output cllaractcristic followed by a 
high-pass filter (fast-time-constant, or  FTC, circuit), will provide a constant false-alarm rate 
(CFAR) at the output when the input clutter or  noise is described by the Rayleigh probability 
density function. CFAR is important since, without it, clutter can excite the radar display and 
obscure the presence of desired targets even if the targets are of greater strength than the 
clutter. CFAR prevents obscuration of detectable targets by weaker clutter by maintaining 
the clutter output from the receiver at a constant .value well below the saturation level of 
the display. This is especially important in track-while-scan, or  automatic detection and 
tracking (ADT) systehs, where even small increases in background clutter could result in 
excessive false alarms that overload the capacity of the tracking computer. As with any CFAR, 
the constant false-alarm rate is maintained at the expense of the probability of detection. With 
log-FTC there is no improvement in target-to-clutter ratio and there is no subclutter visibility. 
The log-FTC, or  similar CFAR, is necessary, however, in order to extract the target informa- 
tion contained in the radar signal that otherwise would be undetected i f  displayed along with 
the clutter, or which would be lost because of computer overload in an automatic system. 

Although one of the first applications considered for the log-FTC receiver was the detec- 
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Still another factor which reduces the effectiveness of circular polarization in rain clutter
is the different reflection coefficients experienced' by t he horizontal and vertical polarization
components on reflection from the surface of the land or the sea. This results in a change of
polarization and a degradation of the rain cancellation. lIl lit> It will be recalled from Sec. 12.2
that it is possible for a portion of the transmitted energy to arrive at the target via a surface­
reflected path as well as by the direct path. Similarly, precipitation clutter can result from a
surface-reflected path as well as the direct path. On reflection from the surface the vertically
polarized component is attenuated more than the horizontal component, and it experiences a
different phase shift (Fig. 12.3). The result is that the horizontally polarizl.:d component is
cancelled to a greater extent than the vertical component so that the original circular polariza­
tion is converted to elliptical polarization with the vertical component predominating. lll

Assuming a 3.2° vertical beamwidth with cosecant-squared shaping up to 10°, theordical
calculations give the following maximum cancellation ratios as limited by surfacl.: rdlections:
20.2 dB for sea, 23.6 dB for marsh, 27.2 dB for average land, and 34.1 dB for ddl.:rt.ll~ Other
calculations for ground-mapping radars, such as those used for airport surface-tramc control,
indicate significantly worse cancellation limitations. A 3° vertical beamwidth, pointed o.r
below the horizon, with cosecant-squared shaping up to 30° will result in the cancellation ratio
being limited to about 13 dB over water and 17 dB over moist soil.lIt> To minimize the
problem, narrow vertical beamwidths should be employed.

The radar cross section of aircraft targets is, in general, less with circular polarization than
with linear polarization. Experimental measurements87 indicate that when an aircraft is illu­
minated with one sense of circular polarization, the echo power on a statistical basis is divided
more or less equally between right-hand and left-hand circular polarization. With linear
polarization, the amount of energy converted to the orthogonal polarization is about 0.5 dB.
Thus the net loss of aircraft-echo power- on changing from linear to circular polarization is
about 2.5 dB. In some cases, however, a· greater value of radar cross section may be obtained
with circular polarization rather, than with linear.79

An alternative to circular polarization is to transmit any linear polarization and receive
on the orthogonal linear polarization.79

.IH Spherical raindrops will give no retllrn in thl.:
orthogonal channel if no cross-polarization distortion takes place in the radar or the propaga­
tion medium. There is some evidence to indicate that crossed linear polarization may give
better rain rejection than conventional circular polarization.

I,og-FTC receiver. A receiver with a logarithmic input-output characteristic followed by a
high-pass filter (fast-time-constant, or FTC, circuit), will provide a constant false-alarm rate
(CFAR) at the output when the input clutter or noise is described by the Rayleigh probability
density function. CFAR is important since, without it, clutter can excite the radar display and
obscure the presence of desired targets even if the targets are of greater strength than the
clutter. CFAR prevents obscuration of detectable targets by weaker clutter by maintaining
the clutter output from the receiver at a constant 'value well below the saturation level of
the display. This is especially important in track-while-scan, or automatic detection and
tracking (ADT) syste·ms, where even small increases in background clutter could result in
excessive false alarms that overload the capacity of the tracking computer. As with any CFAR,
the constant false-alarm rate is maintained at the expense of the probability of detection. With
log-FTC there is no improvement in target-to-clutter ratio and there is no subclutter visibility.
The log-FTC, or similar CFAR, is necessary, however, in order to extract the target informa­
tion contained in the radar signal that otherwise would be undetected if displayed along with
the clutter, or which would be lost because of computer overload in an automatic system.

Although one of the first applications considered for the log-FTC receiver was the detec-



ti011 of targets it1 sea ~ I t ~ t t e r , ~ ~ ~ ~ ~  i t  is prolxtt~ly more i~sefi~l for operation in precipitation 
clutter. Siicli cliittcr is niorc likely to 1)e Rnyleigli tlia~i sea cliitter (Sec. 13.3) or larid cliitter 
(Sec. 13.5) that oftell cxliibit non-Rayleigli characteristics. especially with high-resolution 
ritditr . '1'11~ log-F-I.(' I I ; I S  soli~ctiriics I1cc1i cnllctl t r ~ c ~ c r t l i c ~ r  ,fi.u. 

'['lie Kaylcigli p~ol)ability dc~isity lulictio~i its was give11 in Sec. 13.3 is 

wl~crc nZ is the Incitn square value of r ) .  'Tlie Rayleigli pdf lias the property that tlie rrns 
arnpliti~tfe oftlie flucti~ations about tlic nieali (detioted by 6 1 ) ~ ~ )  is proportional to the mean Fin. 
o r  ,?I.,,, = kii,,, . A logaritlirriic receiver Iiiis tlie ch:tractcristic 

rC,,,, = 11 log 1 ~ : ~ ~  (13.31) 

Tlie slope of tlic logaritlirnic receiver cliaracteristic at bin is 

If tlic input clutter fluctuatiotis dcin are small compared to the total range of the logarithmic 
cliaracteristic, the o i~ tp i~ t  IlucttlatiotIs ('it*,,,,, are approximately 

( 1  
O~T,,,,~ = slope x c'itlin = - (5vin = uk 

Vin 

Tlii~s the output fluctuations are constant. independent of the input mean. 
Although the output fluctuations about the mean are constant, the output mean is not. A 

liig11-pass filter rcnloves the mean value of  the output, leaving the fluctuation of the clutter at a 
constant level on the display. The high-pass filter is equivalent to a differentiation, or to 
a circuit with a fast time-constant (FTC). The noise or clutter fluctuations that appear at the 
output of a logarithmic receiver are not symmetrical since the large amplitudes are suppressed 
due to t l ~ c  nati~re of the logarithmic cl~aracteristic. To  make the output more like that of a 
liriear receiver, tlie log-FTC may he followed by an amplifier with the inverse of the logarith- 
~riic cliaracteristic (antilog). This restores the contrast of the display and eliminates the loss in 
detectability associated with the logarithmic characteristic. 

A true(logarithmic characteristic cannot be maintained down to zero iriput since 
I..,,~ 4 - rn as vin --* 0. At  some point the receiver characteristic must deviate from logarithmic 
and go through the origin. The practical logarithmic receiver will have a law given by 
I*,,, = u log ( 1  + hvin). The receiver characteristic is linear at low signal levels and logarithmic 
st large signals. Tliis is called a litl-log receiver. The logarithmic characteristic must be main- 
tained to about 20 dI3 below tlie rrns noise level.RR A variation of the log-FTC is the log-CFAR 
receiver in which tlie order of 10 resolution cells containing clutter are averaged by a narrow- 
band video filter with a symmetrical impulse response.90 

Althougli tlie logaritllr~iic receiver acts similarly to an automatic STC, it does not 
suppress properly, as does STC, tlie nearby clutter echoes which enter via the sidelobes. STC 
turns down the gain at close ranges, thereby reducing sidelobe clutter signals. Clutter large 
cnoiigh to appear in the sidelobes of a logarithmic receiver might not be suppressed and may 
confuse tlie radar display. For this reason STC and logarithmic receivers are sometimes used 
together. Tlie STC action should be in the RF portion of the receiver rather than in the 
logarittimic amplifier. 
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tion of targets in sea c1utter.RR
.
HQ it is prohahly more useful for operation in precipitation

clutter. Such clutter is more likely to he Rayleigh than se,t clutter (Sec. 13.3) or land clutter
(Scc. 13.5) that ortcn cxhibit non-Rayleigh characteristics. espccially with high-resolution
radar. The log-FTC has sometimes heen called welltlrer fix.

The Rayleigh prohabilily t1ensity functioll as was given in Sec. 13.3 is

I'> (} ( lJ.J(})

where rr 2 is the mean square value of 1'. The Rayleigh pdf has the property that the rms
amplilude of the Iluctuations about the mean (t1enoted by (5Ilin) is proportional to the mean f'in.

or (5" ln = kl\n' A logarithmic receiver has the characteristic

1'0111 = II log hVin

The slope of the logarithmic receiver characteristic at Vin is

~I'OUI II

~I'in Vin

(13.31)

(13.32)

If the input clutter fluctuations (h' in are small compared to the total range of the logarithmic
characteristic. the OlitPUt Iluctuations (5vOIII arc approximately

II
(51'0111 = slope x (51'in = _ ()Vin = ak

Vin
(13.33 )

Thus the output fluctuations are constant, independent of the input mean.
Although the output fluduations ahout the mean are constant, the output mean is not. A

high-pass filter removes the mean value of the output, leaving the fluctuation of the clutter at a
constant level on the display. The high-pass filter is equ~valent to a differentiation, or to
a circuil with a fasl time-constant (FTC). The noise or clutter fluctuations that appear at the
output of a logarithmic receiver are not symmetrical since the large amplitudes are suppressed
due to the nature of the logarithmic characteristic. To make the output more like that of a
linear receiver, the log-FTC may he followed by an amplifier with the inverse of the logarith­
mic characteristic (antilog). This restores the contrast of the display and eliminates the loss in
detectability associated with the logarithmic characteristic.

A true {Jogarithmic characteristic cannot be maintained down to zero input since
I'.'UI --4 - 00 as "in --4 O. I\t some point the receiver characteristic must deviate from logarithmic
and go through the origin. The practical logarithmic receiver will have a law given by
,'out = a log (I + hl'in)' The receiver characteristic is linear at low signal levels and logarithmic
at large signals. This is called a lin-log receiver. The logarithmic characteristic must be main­
tained to about 20 dB below the rms noise level.88 A variation of the log-FTC is the log-CFAR
receiver in which the order of to resolution cells containing clutter are averaged by a narrow­
hand video filter with a symmetrical impulse response. 90

Although the logarithmic receiver acts similarly to an automatic STC, it does not
suppress properly, as does STC, the nearby clutter echoes which enter via the sidelobes. STC
turns down the gain at close ranges, thereby reducing sidelobe clutter signals. Clutter large
enough to appear in the sidelobes of a logarithmic receiver might not be suppressed and may
confuse the radar display. For this reason STC and logarithmic receivers are sometimes used
together. The STC action should be in the RF portion of the receiver rather than in the
logarithmic amplifier.



13.9 ANGEL ECHOES 

Radar echoes can be obtained from regions of the atmosphere where no apparent rellecting 
sources seem to  exist. These have been called by varioi~s names, but they are commonly called 
gl~osts or nnyels. They can take several different forms and have been attributed to  various 
caiises. There are two general classes of angel echoes: dot  angels, which are point targets due to 
birds and insects, and distrihirtrd angels, which have siibstantial horirontal or  vertical cxtc~lt 
and are due to inhomogeneities of the refractive index of the atmosphere. Birds and insects in 
s\\h~ti\ntial  nt~mber can also appear as distrihi~tcd ai.rgcls, and can have a dcgracting cfkct on 
radar. Since they are moving clutter to an MTI radar they are difficult to  remove by dopplcr 
filtering. Sensitivity time control (STC) has proven a satisfactory method, in many cases, for 
reducing the effect of such clutter. Operation at UHF can reduce the backscatter from insects 
and, to some extent, birds because of the fourth-power relationship between c r d s  section and 
frequency of a scatterer in the Rayleigh region (Eq. 13.17). Inhomogeneities of the atmospheric 
index of refraction generally d o  not produce strong enough backscatter to he a serious sotirct. -; 
of clutter to most radars. 

Birds. Probably the most prominent source of angels is birds. Although the radar cross section 
of a single bird is small compared with that of an ordinary aircraft, the backscatter echo from a 
bird can be readily detected by many radars, especially at the shorter ranges, because of the 
inverse-fourth-power variation of  echo signal with range. If, for example, the cross section of a 
bird the size of a sea gull were 0.01 m2, it would produce as large an echo signal at a range of 
10 nmi as would a 100 m2 radar cross-section target at 100 nmi. When birds travel in Ilocks. 
the total cross section can be significantly greater than that of a single bird. Because the radar 
screen collapses a relatively large volume of space onto a small radar screen, the display can 
appear cluttered with bird echoes even though only a few birds can be seen by vistial examina- 
tion of the surrounding area. If there were, on the average, only one bird per sqiiare mile, more 
than 300 echoes would be displayed on the PPI within a 10-mile radius from the radar. This 
represents a significant amount of clutter. It has been said that as few as eight birds per sqiiare 
mile can completely blank a PPI screen. Increased echoes from birds are to  be expected during 
migratory periods (spring and fall) and during those times of day when bird activity is large 
(sunrise and sunset). 

Birds typically fly at speeds of from 15 to 40 knots,'* and some can fly 50 knots or  greater. 
These speeds are usually too high to be completely rejected by most microwave MTI radars. 
Most birds fly at altitudes below about 2500 m, with peak numbers between 300 and 1200 m, 
or  even l o ~ e r . ~ ~ . ~ ~  

Table 13.3 gives some examples of the radar cross sections of birds taken at three freqiien- 
cies with vertical po la r i~a t ion .~ '  The largest values occur at S band. Other examples of cross 
section are given in Fig. 13.14, which plots the average radar cross section as a function of the 
weight of the bird. The solid circles are the averages over a ir 20" sector around the broadside 
aspect.g2 The x's are the average of the +20° head-on and +20° tail-on aspects.92993 (Note 
that the values given for the pigeon in Fig. 13.10 differ from those given in Table 13.3. The two 
sets of values are from diflerent sources.) 

The radar cross section of birds does not show a simple wavelength or size d e p e n d e n ~ e . ~ '  
There are resonant effects, as illustrated by the measured cross section of a 21-lb duck at U l i F  
being nearly twice that of a 4&-lb (The median value of the 4a-lb duck head-on was 
600 cm2, and 24 cm2 tail-on.) The backscatter from birds fluctuates over quite large values 
with the maximum and minimum differing at times by more than two orders of magnitude 
'Thus it is difficult to describe the radar cross section by a single value. I t  should properly be 
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13.9 ANGEL ECHOES

Radar echoes can be obtained from regions of the atmosphere where no apparent rdkcting
sources seem to exist. These have been called by various names, but they are commonly called
O'lOsts or aI/gels. They can take several different forms and have been attributed to various
causes. There are two general classes of angel echoes: dot angels, which are point targets due to
birds and insects, and distrihuted angels, which have substantial horizontal or vatical extent
and are due to inhomogeneities of the refractive index of the atmosphere. Birds and insects in
substantial number can also appear as distributed angels, and can have a degrading effed on
radar. Since they are moving clutter to an MTI radar they are difficult to remove by doppler
filtering. Sensitivity time control (STC) has proven a satisfactory method, in many cases, for
reducing the effect of such clutter. Operation at UHF can reduce the backscatter from insects
and, to some extent, birds because of the fourth-power relationship between crots section and
frequency of a scatterer in the Rayleigh region (Eq. 13.17). Inhomogeneities of the atmospheric
index of refraction generally do not produce strong enough backscatter to be a seriolls source
of clutter to most radars.

Birds. Probably the most prominent source of angels is birds. Although the radar cross section
of a single bird is small compared with that of an ordinary aircraft, the backscatter echo from a
bird can be readily detected by many radars, especially at the shorter ranges, because of the
inverse-fourth-power variation of echo signal with range. If, for example, the cross section of a
bird the size of a sea gull were 0.01 m 2

, it would produce as large an echo signal at a range of
10 nmi as would a 100 m 2 radar cross-section target at 100 nmi. When birds travel in flocks.
the total cross section can be significantly greater than that of a single bird. Because the radar
screen collapses a relatively large volume of space onto a small radar screen, the display can
appear cluttered with bird echoes even though only a few birds can be seen by visual examina­
tion of the surrounding area. If there were, on the average, only one bird per square mile, more
than 300 echoes would be displayed on the PPI within a IO-mile radius from the radar. This
represents a significant amount of clutter. It has been said that as few as eight birds per square
mile can completely blank a PPI screen. Increased echoes from birds are to be expected during
migratory periods (spring and fall) and during those times of day when bird activity is large
(sunrise and sunset).

Birds typically fly at speeds of from 15 to 40 knots,92 and some can fly 50 knots or greater.
These speeds are usually too high to be completely rejected by most microwave MTI radars.
Most birds fly at altitudes below about 2500 m, with peak numbers between 300 and 1200 m,
or even lower. 95

•
96

Table 13.3 gives some examples of the radar cross sections of birds taken at three frequen­
cies with vertical polarization.91 The largest values occur at S band. Other examples of cross
section are given in Fig. 13.14, which plots the average radar cross section as a function of the
weight of the bird. The solid circles are the averages over a ±200 sector around the broadside
aspect. 92 The x's are the average of the ±200 head-on and ±20 0 tail-on aspects. 92

.
93 (Note

that the values given for the pigeon in Fig. 13.10 differ from those given in Table 13.3. The two
sets of values are from different sources.)

The radar cross section of birds does not show a simple wavelength or size dependence. 91

There are resonant effects, as illustrated by the measured cross section of a 2!-lb duck at UHF
being nearly twice that of a 41-lb duck.94 (The median value of the 41-lb duck head-on was
600 cm 2

, and 24 cm 2 tail-on.) The backscatter from birds fluctuates over quite large values
with the maximum and minimum differing at times by more than two orders of magnitude. 91

Thus it is difficult to describe the radar cross section by a single value. It should properly be



Table 13.3 Radar cross sections of birds9' 

Frequency Mean radar Median radar 
Rird batid cross section (cm2) cross section (cm2) 

Sparrow ,Y 
S 
0111:  

described statistically. There is some evidence to indicate that the probability density function 
for the radar cross section of (or received power from) a single bird in flight is log-normal. The 
nican-to-median ratio of the cross section, which is a measure of the amount of fluctuation in 
the cross section, is found to be independent of the magnitude of the radar cross section but is 
a function of the physical size of the bird relative to the radar ~ a v e l e n g t h . ~ '  Thus measure- 
ments of the mean-to-median ratio might be used to determine the size of the bird b-ing 
observed. Tlie fluctuations it1 the radar cross section have been attributed to the relative 
rrlotions between the various parts o f  the bird and to changes in aspect, as well as to the 
wing-beat frequency. For example, spectral measurements of a small nocturnal migrant (a 
pipit) showed a wing-beat frequency of 15.8 Hz; and a migrating rapit (a honey buzzard) gave 
a frequency of 3.2 A mallard produced a frequency of 6.5 Hz, plus harmonics at 13 and 

3 L -  I -L._i- 

60 100 200 500 1003 
I 

Weight of bird, q 

Figure 13.14 Radar cross section of birds 
(with closed wings) at S band. Vcrtical 
polarization. Solid circles apply to average 
values ?- 20" around broadside, x's apply to 
the average of the 4 20" sector about the 
head and tile k20" sector about the tail. 
(.4fier Holyhton arld Smith.93) 
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Table 13.3 Radar cross sections of birds91

Bird
Frequency
band

Mean radar
cross section Icm 2

)

Median radar
cross section (cm 2

)

(jracklc

Srarrow

Pigeon

x
S
UHF

X
S
UHF

X
S
UHF

16
25
0.57

1.6
14
0.02

15
XO
II

6.9
12
0.45

0.8
II
0.02

6.4
32

8.0

described statistically. There is some evidence to indicate that the probability density function
for the radar cross section of (or received power from) a single bird in flight is log-normal. The
mean-to-median ratio of the cross section. which is a measure of the amount of fluctuation in
the cross section. is found to be independent of the magnitude of the radar cross section but is
a function of the physical size of the bird relative to the radar wavelength. 91 Thus measure­
ments of the mean-to-median ratio might be used to determine the size of the bird b"ing
observed. The fluctuations in the radar cross section have been attributed to the relative
motions between the various parts of the bird and to changes in aspect, as well as to the
wing-beat frequency. For example. spectral measurements of a small nocturnal migrant (a
pipit) showed a wing-beat frequency of 15.8 Hz; and a migrating rapit (a honey buzzard) gave
a rrcquency of 3.2 HZ. 92 t\ mallard produced a frequency of 6.5 Hz, plus harmonics at 13 and
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19.5 Hz.97 The wing-beat frequency f in hertz and the length I of the wing in millimeters are  
foundg8 to  be related byJ0.827 = 572. The term hirdactit~ity nlodrtlation (BAM) has been applied 
to the distinctive waveforms obtained from birds." The spectral components of tllc D A M  
pattern of a bird in flight are said to  be remarkably stableg7 and suited for determining 
identity. 

 insect^.'^^ Even though they are small, insects are readily detected by radar, and in sufficient 
numbers can clutter the display and reduce the capability of a radar to detect desired targets. A 
radar cross section of 0.1 cm2, which might correspond to an insect the size of a housefly at K, 
band (8.6 cm ~ a v e l e n g t h ) , ~ '  can be detected at a range of about I I nmi by a radar capable of 
seeing a 1 m2 target at 200 nmi. Even modest insect concentrations (one insect in 10' m') can 
cause angel activity which can be classed as moderate.Io0 

At .Y. band, radar cross section measurements of a variety of insects rangofrom 0.02 to 
9.6 cm2 with longitudinal polarization, and from 0.01 to 0.96 cm2 for transverse 
polarization.'0' A desert locust'02 or  a honeybeer0' might have a cross section of about 1 cm2 
at X band. At S band the cross section of a cabbage looper moth is about 2 x 10- ' cm2, and 
for an adult field cricket it is 0.1 cm2.'03 The cross section of insects below .Y band is 
approximately proportional to the fourtli-power of the f r e q ~ i e n c y . ' ~ ~ . ' " ~  Appreciable echoes 
are obtained only when insect body lengths are greater than a third of the radar wavelength. 
Insects observed broadside have echoes 10 to 1000 times greater than when viewed 
end-on.' " 

Heavy angel activity can be readily produced by insect concentrations that would scarcely 
cause visual awareness. Insects can be carried by the wind; therefore angels due to  insects 
might be expected to have the velocity of the wind. Insect echoes are more likely to be found at 
the lower altitudes, near dawn and twilight. The majority o f  insects are incapable of flight at 
temperatures below 40°F (4.5"C) or above 90°F (32°C): consequently, large concentrations of 
insect angel echoes would not be expected outside this temperattrre range. As with clutter due 
to birds, sensitivity time control (STC) can reduce the adverse effects of clutter due to insects. 

Clear-air turbulence. Some types of angel echoes which are nonpoint targets are attribtrted to 
atmospheric effects rather than to birds or insects. Early attempts to accoirnt for siich L'CIIOL'S 
assumed specular reflect ion from gradients in the refractive index (dielectric constant) of the 
atmosphere. Theoretical calculations of the necessary gradients reqtlired to accotrnt for t he 
observed angel reflections were excessively large compared to what is found in the real atmo- 
sphere. Instead, it is believed that the observed backscattering can be explained as retlections 
from atmospheric turbulence associated with inhomogeneities in the refractive index Thcsc 
inhomogeneities might be cailsed by differences in the water vapor, teniperaturc, and pressitre 
At low altitude, variations in the water-vapor pressure (humidity) are probably the dominant 
effect. At high altitirde, there is little water vapor, and changes in ttrnperalLire liirvc 11ie most 
effect o n  the refractive index. 

Reflections from clear-air tirrbulence are thus a potential source of radar angel echoes. 
Turbulent motion is characterized by a variable velocity field and tllc prshcncc of no~ iun~fo r -  
mities, or eddies, that produce mixing. The atmosphere can be assitmed to be ttrrbulent 
everywhere, but its intensity varies widely both in space and time. I t  is only when turbulence is 
concentrated into regions of greater or  lesser intensity than its surroundings that it is of 
interest as an electromagnetic scatterer. There are at least two types of turbulent atmospherrc 
formations that can result in angel activity. One is the c*ontjrcttvc. cell or pllirnr that occurs in 
the lower part of the atmosphere. The other is the ntmosplte~~ic hori~orltnl luyrr that can occur 
at any altitude. The latter is the form of ttrrbulent effect that aircraft encounter at the higher 
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19.5 HZ. 97 The wing-beat frequency fin hertz and the length I of the wing in millimeters are
found 98 to be related byfio.827 = 572. The term bird actilJitymodulation (BAM) has been applied
to the distinctive waveforms obtained from birds. 92 The spectral components of lhe BAM
pattern of a bird in flight are said to be remarkably stable97 and suited for detamining
identity.

Insects. I 20 Even though they are small, insects are readily detected by radar, and in sufficienl
numbers can clutter the display and reduce the capability of a radar to detect desired targets A
radar cross section of 0.1 cm 2

, which might correspond to an insect the size of a housetly at Kg
band (8.6 cm wavelength),99 can be detected at a range of about 11 nmi by a radar capable of
seeing a I m 2 target at 200 nmi. Even modest insect concentrations (one insect in 104 m.J) can
cause angel activity which can be classed as moderate. loo

At X. band, radar cross section measurements of a variety of insects rangC)from 0.02 to
9.6 cm 2 with longitudinal polarization, and from 0.01 to 0.96 cm 2 for transverse
polarization. lol A desert locust l02 or a honeybee lOI might have a cross seclion of about I cm l

at X band. At S band the cross section of a cabbage looper moth is about 2 x 10 - ~ cm l , and
for an adult field cricket it is 0.1 cm 2

.
103 The cross section of insects bdow X band is

approximately proportional to the fourth-power of the frequency. 104.1 liS Appreciable echoes
are obtained only when insect body lengths are greater than a third of the radar wavelength.
Insects observed broadside have echoes 10 to 1000 times greater than when viewed
end_on. 116

Heavy angel activity can be readily produced by insect concentrations that would scarcely
calise visual awareness. Insects can be carried by the wind; therefore angels due to insects
might be expected to have the velocity of the wind. Insect echoes are more likely to be found al
the lower altitudes, near dawn and twilight. The majority of insects are incapable of night at
temperatures below 40°F (4.5°C) or above 90°F (32°C); consequently, large concentrations of
insect angel echoes would not be expected outside this temperature range. As with clutter due
to birds, sensitivity time control (STC) can reduce the adverse effects of clutter due 10 insects.

Clear-air turbulence. Some types of angel echoes which are nonpoint targels are allribulcd 10

atmospheric effects rather than to birds or insects. Early attempts to account for such echoes
assumed specular reflection from gradients in the refractive index (dielectric constant) of Ihe
atmosphere. Theoretical calculations of the necessary gradients required to account for the
observed angel reflections were excessively large compared to what is found in the real atmo­
sphere. Instead, it is believed that the observed backscattering can be explained as refleclions
from atmospheric turbulence associated with inhomogeneities in the refractive index These
inhomogeneities might be caused by differences in the water vapor, temperature, and pressure.
At low altitude, variations in the water-vapor pressure (humidity) are probably the dominant
effect. At high altitude, there is little water vapor, and changes in temperalure have the most
effect on the refractive index.

Reflections from clear-air turbulence are thus a potential source of radar angel echoes.
Turbulent motion is characterized by a variable velocity field and thl' pn;scncc of nOlllllllfor­
mities, or eddies, that produce mixing. The atmosphere can be assumed to be turbulent
everywhere, but its intensity varies widely both in space and time. It is only when turbulence is
concentrated into regions of greater or lesser intensity than its surroundings that it is of
interest as an electromagnetic scatterer. There are at least two types of turbulent atmospheric
formations that can result in angel activity. One is the cOllvective cell or pilime that occurs in
the lower part of the atmosphere. The other is the atmospheric hori::olllal luy/!/' that can occur
at any altitude. The latter is the form of turbulent effect that aircraft encounter at the higher
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altitudes. The convective cell is generally of greater turbulent intensity than the layer, but it 
does not extend over as  wide an area of space and is not present as  often as  layers seem to be. 

Convective cells, which are also called tlrertnals, are the mechanism by which birds and 
gliders soar. When the surface of the earth is heated sufficiently so  that the air becomes hotter 
than its surroundings, the buoyancy of the heated air will cause it to  rise. If the source of heat is 
fixed, tlie rise of buoyant air is called a thermal plume. Wllerl the rising buoyant air is 
separated from the groilrid i t  may break away and form a freely floating thermal (convective 
cell), especially i f  tllcre is a wind. Near the ground tlie convective cells might be a few tens of 
meters in diameter. As tlley rise, tiley grow in size and can reach a diameter of 1 to 3 krn. They 
rise until they lose buoya~icy or  until they reacli a level wliere condensation takes place. The 
tops of the cells rniglit be at altitudes from 1 to 2 km. An individual cell might have a life of 
from 15 to  30 riiini~tes. The cells can drift with tlie wind and align themselves in "streets." 
Mucli of tllc ktiowlcdgc of tlic bclir~vior of convective cells lias been obtained from rildztr. 
~ i i e a s u r e ~ ~ ~ c ~ i t ~ . ~ ~ ' ~ ' ~ ' ~  ' O R  

A n  atmosl7licric layer is a stratum within which the mean vertical gradient and/or tlie 
variance of refractive index are much greater than elsewhere. Layers may be from a few meters 
to more tllan a Iiutldred meters in vertical thickness and might extend in the horizontal from 
about one kilometer to several tens of kilometers. Layers have been observed from altitudes of 
about 0.3 to more than 22 km, with the greatest number appearing in the vicinity of 1 to 
2 km.'07.109 A typical layer associated with a subsidence inversion might exhibit a decrease of 
about 20N units in a thickness of 30 to 50 m ' I0  [where N = ( n  - 1)106, n = refractive index]. 

Tile cclioes from clear-air turbulerice are quite weak and are seen only by high-power 
radar. The basic tlleory for scattering from 1iomogeneous and isotropic turbulent media was 
first given by T a t a r ~ k i . " ' . ' ' ~  The scattering mechanism from turbulent media is similar to 
f3ragg scatter in that a radar of  wavelength A scatters from that particular component of tlie 
turbuletice wit11 eddy sizes equal to A/2 .  The volume reflectivity, or  radar cross section (m2)  per 
c i~hic  volume. f ro~n a turh~rlerlt ~tlcdii~ril is 

wliere C:. thc structure constant, represents a measure of the intensity of tlie refractive-index 
fluct\~ations, and A is the radar wavelength. At altitudes of several hundred meters. values of c.; 
arc bctwect~ 1 0  arid 10 " m ' 1 3  , wl~icli correspond to a volume reflectivity of about 
0.82 x 10 to 0.82 x 10 " ni - ' at S band ( A  = 10 cm). This is quite low as can be seen by 
coniparisoti of the volume reflectivity for rain in Fig. 13.12. At 10 ktn altitude Ci is approxi- 
niatcly 10 in ' -', An S-band radar with one degree beamwidth and 1 14s bulsewidth 
viewing a turbulent rnediuni with tl = lo - ' '  m - '  yields a radar cross section at 10 km of 
about 3 x 10- * m2.  TIILIS, angel echoes frorqclear-air turbulence are not likely to bother most 
radars. 

Other angel echoes. I t  lias been suggested that other forms of meteorological angels are the 
rnantle-shaped eclioes (inverted U-  or V-shape) associated with the upper surfaces of cu- 
mulus clouds, and cclioes believed to be produced by the boundary surfaces between differen- 
tially moisterled surface air  over adjacent cold and warm water.'13 Radar also can detect ttic 
passage of an irlvisible sea breeze as it  moves toward the s h ~ r e . ' ~ . ' ~ ~  Occasionally radar 
echoes may bc obtained from large niineral or  organic particles carried into the air by heavy 
winds or t l i~nders torms. '~"  Echoes have also been received from the vicinity of forest fires arid 
from tile snioke plr~riies of dump fires.loO The reflectivity of smoke particles is too small to 
account for these reflections, but tile cclioes might be due to the numerous large particles and 
debris svrnetirnes present iri tlie air above tlie fires. The heat from the fire also might cause 
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altitudes. The convective cell is generally of greater turbulent intensity than the layer, but it
does not extend over as wide an area of space and is not present as often as layers seem to be.

Convective cells, which are also called tIJermals, are the mechanism by which birds and
gliders soar. When the surface of the earth is heated sufficiently so that the air becomes hotter
than its surroundings. the buoyancy of the heated air will cause it to rise. If the source of heat is
fixed. the rise of buoyant air is called a thermal plume. When the rising buoyant air is
separated from the ground it may break away and form a freely floating thermal (convective
cell). especially if there is a wind. Near the ground the convective cells might be a few tens of
meters in diameter. As they rise, they grow in size and can reach a diameter of 1 to 3 km. They
rise until they lose buoyancy or until they reach a level where condensation takes place. The
tops of the cells might be at altitudes from I to 2 km. An individual cell might have a life of
from 15 to :\0 minutes. The cells can drift with the wind and align themselves in .. streets."
Much of the knowledge of the behavior of convective cells has been obtained from radar
measurements.70.IO~ lOA

I\n atmospheric layer is a stratum within which the mean vertical gradient and/or the
variance of rdractive index arc much greater than elsewhere. Layers may be from a few meters
to more than a hundred meters in vertical thickness and might extend in the horizontal from
about one kilometer to several tens of kilometers. Layers have been observed from altitudes of
about 0.3 to more than 22 km. with the greatest number appearing in the vicinity of 1 to
2 km.I07.I09 A typical layer associated with a subsidence inversion might exhibit a decrease of
about 20N units in a thickness of30 to 50 milo [where N = (11- 1)106, n = refractive index].

The echoes from clear-air turbulence arc quite weak and are seen only by high-power
radar. The basic theory for scattering from homogeneous and isotropic turbulent media was
first given by Tatarsk i.III.112 The scattering mechanism from turbulent media is similar to
Bragg scatter in that a radar of wavelength A. scatters from that particular component of the
turhulence with eddy sizes equal to A.12. The volume reflectivity, or radar cross section (m 2 ) per
cuhic volume. from a turbulent medium is

(13.34)

where C~. the structure constant, represents a measure of the intensity of the refractive-index
fluctuations, and A is the radar wavelength. At altitudes of several hundred meters. values of C;
arc between 10 q and 10 II m" 213, which correspond to a volume retlectivity of about
0.82 x 10 9 to O.!Q x 10 II m I at S band (A. = 10 cm). This is quite low as can be seen by
comparison of the volume reflectivity for rain in Fig. 13.12. At 10 km altitude C; is approxi­
mately 10 (4 III 2 -'. I\n S-band radar with one degree beamwidth and 1 JIS pUlsewidth
viewing a turbulent medium with 'I = 10- 10 m- I yields a radar cross section at 10 km of
ahout 3 x 10- 4 m2

. Thus, angel echoes from. clear-air turbulence are not likely to bother most
radars.

Ocher angel echoes. It has been suggested that other forms of meteorological angels are the
mantle-shaped echoes (inverted U- or V-shape) associated with the upper surfaces of cu­
mulus clouds, and echoes believed to be produced by the boundary surfaces between differen­
tially moistened surface air over adjacent cold and warm water. 113 Radar also can detect the
passage of an invisible sea breeze as it moves toward the shore.70.100 Occasionally radar
echoes may be obtained rrom large mineral or organic particles carried into the air by heavy
winds or thunderstorms. loo Echoes have also been received from the vicinity of rorest fires and
from the smoke plumes or dump fires. loa The reflectivity of smoke particles is too small to
account for these reflections, but the echoes might be due to the numerous large particles and
debris sometimes present in the air above the fires. The heat from the fire also might cause



atmospheric turbulence which is detectable by radar. "Ring echoes " have been observed on 
PPI displays that start at a point and form a rapidly expanding ring.''' After one ring grows 
to a diameter of several miles, a second ring forms. Other rings can form similarly. They 
expand at velocities ranging from 20 to 30 knots and can attain diameters of 30 km or more. 
These ring-angels are associated with birds flying away from roosting areas. Angels can also be 
caused by second-time-around echoes or large signals that enter the radar via the antenna 
sidelobes. 
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atmospheric turbulence which is detectable by radar. .. Ring echoes to have been observed on
PPI displays that start at a point and form a rapidly expanding ring. lOo After one ring grows
to a diameter of several miles, a second-ring forms. Other rings can form similarly. They
expand at velocities ranging from 20 to 30 knots and can attain diameters of 30 km or more.
These ring-angels are associated with birds flying away from roosting areas. Angels can also be
caused by second-time-around echoes or large signals that enter the radar via the antenna
sidelobes.
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CHAPTER 

FOURTEEN 
OTHER RADAR TOPICS 

14.1 SI'N'I'I-IE'I'IC APEH'I'URE RADAR' 

A synthetic aperture radar (SAR) achieves high resolution in the cross-range dimension by 
taking advantage of the motion of the vehicle carrying the radar to synthesize the effect of a 
large antenna aperture. The imaging of the earth's surface by SAR to provide a maplike 
display can be applied to military reconnaissance, measurement of sea state and ocean wave 
conditio~is. geological and rnitleral explorations, and other remote sensing  application^.^^ 

'I'lie resolutio~i it1 the cross-range dimension or a conventional antenna is 

wliere R is the range and O R  is the beamwidth. The narrower the beamwidth, the better the 
resolution (smaller h,,). There is a limit, however, to the minimum beamwidth of a practical 
microwave antenna because of tlie difficulty of achieving and maintaining the necessary 
mechanical and electrical tolerances (Secs. 7.8 and 8.8). If the antenna beamwidth were as 
sr~lall as 0.2"~tIie resolution (T,, at a range of 100 km would be about 350 m, which is far larger 
than the fraction of a mrter resolution possible in the range coordinate with the use of 
l~illsc-co~nprcssioti r;tdar. S A R  pcrrnits the attainment of high resolution by using the motion 
o f  the veliicle to generate the antenna aperture sequentially rather than simulta~~eoirsly as with a 
co~lventional array antenna. In  this section, the radar may be thought of as carried by an 
aircraft. but sirnilar argunie~its apply for satellites or  other moving vehicles. 

Figure 14.1 shows an aircraft traveling with a constant velocity o along a straight path. Its 
radar antenna is mounted so as to radiate in the direction perpendicular to the direction of 
motion. Such a radar is known as a sidelooki~tg radar, or SLR. The x's in the figure represent 
the position of [lie radar arltcri~iit cacti lime a pulse is transmitted. I f  the ecfio received at each 
position is stored and i f  tlie last 11  pulses are combined (added together), tile effect will be 
si~nilar to  a linear-array ariteriria wliose length is tlie distance traveled during the transmission 
of tlie 11 pi~lscs. I'tie "element" spacirlg of  the synthesized antenna is equal to the distance 
traveled by tlie aircraft betweeri pulse transmissions, or d ,  = uTP = vgb, where Tp is the pulse- 
repetition period and ,/, is the pulse-repetition frequency. 

CHAPTER

FOURTEEN

OTHER RADAR TOPICS

14.1 SYNTHETIC APERTURE RADAR 1 3

/\ synthetic aperture radar (SAR) achieves high resolution in the cross-range dimension by
taking advantage of the motion of the vehicle carrying the radar to synthesize the effect of a
large antenna aperture. The imaging of the earth's surface by SAR to provide a maplike
display can be applied to military reconnaissance, measurement of sea state and ocean wave
conditions. geological and mineral explorations, and other remote sensing applications.98

The resolution in the cross-range dimension of a conventional antenna is

(14.1)

where R is the range and On is the beamwidth. The narrower the beamwidth, the better the
resolution (smaller /5e,). There is a limit, however, to the minimum beamwidth of a practical
microwave antenna because of the difficulty of achieving and maintaining the necessary
mechanical and electrical tolerances (Secs. 7.8 and 8.8). If the antenna beamwidth were a!>
small as O.r,the rcsolution ()c, at a range of 100 km would be about 350 m, which is far larger
than the fraction of a meter resolution possible in the range coordinate with the use of
pulse-compression radar. S/\R permits the attainment of high resolution by using the motion
of the vehicle to generate thc antcnna aperture sequentially rather than simultaneollsly as with a
conventional array antenna. In this section, the radar may be thought of as carried by an
aircraft. but similar arguments apply for satellites or other moving vehicles.

Figure 14.1 shows an aircraft traveling with a constant velocity v along a straight path. Its
radar antenna is mounted so as to rad iate in the direction perpendicular to the direction of
motion. Such a radar is known as a sidelooking radar, or SLR. The x's in the figure represent
the posilion of the radar alltelllla each lime a pulse is transmitted. If the echo received at each
position is stored and if the last n pulses are combined (added together), the effect will be
similar to a linear-array antenna whose length is the distance traveled during the transmission
of tile /I pulscs. The "clement" spacing of the synthesized antenna is equal to the distance
traveled by the aircraft between pulse transmissions, or de = vTp = vlf~, where Tp is the pulse­
repetition period and.l~ is the pulse-repetition frequency.
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Figure 14.1 Geometry of the synthetic aperture radar 
traveling with a velocity o. The radar transmits a pulse at 
each position marked by an x.  . f p =  pulse repetition 
frequency. 

Resolution of the SAR. The beamwidth of a conventional antenna of width D at a wavelength 
1 is 

Bs = k l / D  (14.2) 
3 

where k is a constant that depends on the shape of the current distribution across the aperture. 
(The constant k might vary from 0.9 to 1.3 or greater.) For convenience of analysis, take k = 1. 
Substituting Eq. (14.2) into (14.1) gives the cross-range resolution as , +-  . 2% 

3 

The beamwidth of a synthetic aperture antenna of effective length L, is similarly 

The factor 2 appears in the denominator because of the two-way propagation path from the 
'irltenna "element" to the target and back as compared with the one-way path of a conven- 
tional antenna. As a consequence of the two-way path the phase dimerence between the equally 
spaced elements of a synthetic array is twice that of a conventional array with the same 
spacing. (The terms synthetic array and synthetic aperture are used interchangeably here.) 
Agaln the factor k will be taken to be unity. 

rhere are two fundamental limits to the maximum effective length of the synthetic aper- 
ti11.e. Clne limit is determined by the width of the region illuminated at the range R by the real 
allrenna. The length of the effective aperture Le can be no greater than the width of the 
illum~l~atrd region as given by Eq. (14.3). 'Thus L, S ROB. Note that the maximum effective 
length varies directly as the range. The other limit is determined by the far field of the synthetic 
aperture; i . ~ . ,  by the need to restrict the aperture size so that the phase front can be considered 
as a plane wave. When this condition applies, the S.4R is called unfocused. Figure 14.2 defines 
the maximum aperture of an unfocused SAR srtch tlrat the difference between the minimum 
and lnaxi~nl~rn (two-way) paths is a quarter wavelsngtl I From this geometry it can be derived 
that the effective length Le of the synthesized anteri~la 1 m, so that the cross-range resolu- 
t ~ o n  for I he unfocused synthetic antenna is 

a,, = m / 2  (14.5) 

X 
X 

~-----------2=Zs Tarqet , 

Figure 14.2 Geometry of the unfocused SAR. 
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Figure 14.1 Geometry of the synthetic aperture radar
traveling with a velocity v. The radar transmits a pulse at
each position marked by an x. fp = pulse repetition
frequency.

Resolution of the SAR. The beamwidth of a convent ional antenna of width D at a wavelength
A. is

08 = kl/D (14.2)

where k is aconstant that depends on the shape of the current distribution across~heaperture.
(The constant k might vary from 0.9 to 1.3 or greater.) For convenience of analysis, take k = 1.
Substituting Eq. (14.2) into (14.1) gives the cross-range resolution as

bcr = RA/D

The beamwidth of a synthetic aperture antenna of effective length L e is similarly

0$ = klJ2Le

(143)

(14.4)

The factor 2 appears in the denominator because of the two-way propagation path from the
.1Iltenna "element" to the target and back as compared with the one-way path of a conven­
tit,nal antenna. As a consequence of the two-way path the phase difference between the equally
spaced elements of a synthetic array is twice that of a conventional array with the same
spacing. (The terms synthetic array and synthetic aperture are used interchangeably here.)
Again the factor k will be taken to be unity.

There are two fundamental limits to the maximum effective length of the synthetic aper­
ture. One limit is determined by the width of the region illuminated at the range R by the real
antenna. The length of the effective aperture L e can be no greater than the width of the
illuminated region as given by Eq. (14.3). Thus Le ;5; ROB' Note that the maximum effective
lengt h varies directly as the range. The other limit is determined by the far field of the synthetic
apalUfc; i.e., by the need to restrict the aperture size so that the phase front can be considered
as J plane wave. When this condition applies, the SAR is called unfocused. Figure 14.2 defines
the maximum aperture of an unfocused SAR s\1\:h that the difference between the minimum
and maximum (two-way) paths is a quarter wavel~ngtli From this geometry it can be derived
that the elTective length L e of the synthesized anteIlllah jRi, so that the cross-range resolu­
tion forlhe unfocused synthetic antenna is

(14.5)

Figure 14.2 Geometry of the unfocused SAR.



The resolution of the unfocused SAR does not depend on the size of the real antenna. (In a 
sidelooking SAR the cross-range resolution is also called the ,along-track or azimuth 
resolution.) 

The limit on resolution due to operation in the far field can be overcome by correcting the 
rcceived signal for the curvature of the spherical wavefront experienced when the target is 
wrthin the Fresnel region of the synthetic array. At each "element" of the synthetic array 
antenna a phase correction A 4  = 2nx2/1R is applied, where x is the distance from the center of 
the syntl~etic aperture. Note that a diflerent correction must be applied for each range R. When 
this correction is applied at each element of the synthetic array, the antenna is said to be 
jbcused at a distance R and all the received echo signals from a target at that range are in 
phase. The angular resolution when the antenna is focused in the Fresnel region is equivalent 
to that in tlic far field. Hence, the cross-range resolution of the focused synthetic aperture using 
Eq. (14.4) with L, = RA/D is 

The resolution of the focused SAR is independent of the range and the wavelength, and 
depends solely on the dimension D of the real antenna. 

An example comparing the resolution of the conventional antenna and the two types of 
synthetic aperture antennas is shown in Fig. 14.3. 

I '  was mentioned that the factor of 2 in the denominator of Eq. (14.4) was a consequence 
of the relative phase shift between elements of the synthetic array antenna being due to the 
two-way propagation path, instead of the one-way propagation path as in the conventional 
array antenna. This results in the synthetic aperture radar having a two-way antenna pattern 

I Conventional antenna / 

I / Unfocused S A R  / 

Focused S A R  Figure 143 Comparison of the resolution of a 
I I synthetic aperture radar and a radar with a con- ' i 10 100 ventional antenna, assuming an X-band antenna 

Range, k m with dimension D = 3. m. 
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The resolution of the unfocused SAR does not depend on the size of the real antenna. (In a
sidelooking SAR the cross-range resolution is also called the ,along-track or azimuth
resolution. )

The limit on resolution due to operation in the far field can be overcome by correcting the
received signal for the curvature of the spherical wavefront experienced when the target is
within the Fresnel region of the synthetic array. At each" element" of the synthetic array
antenna a phase correction At/J = 2nx2/A.R is applied, where x is the distance from the center of
the synthetic aperture. Note that a different correction must be applied for each range R. When
this correction is applied at each element of the synthetic array, the antenna is said to be
focused at a distance R and all the received echo si'gnals from a target at that range are in
phase. The angular resolution when the antenna is focused in the Fresnel region is equivalent
to that in the far field. Hence,the cross-range resolution of the focused synthetic aperture using
Eq. (14.4) with L~ = RA.ID is

D
<5cr = RO, = "2 (14.6)

Focused SAR

The resolution of the focused SAR is independent of the range and the wavelength, and
depends solely on the dimension D of the real antenna.

An example comparing the resolution of the conventional antenna and the two types of
synthetic aperture antennas is shown in Fig. 14.3.

l' was mentioned that tI,e factor of 2 in the denominator of Eq. (14.4) was a consequence
of the relative phase shift between elements of the synthetic array antenna being due to the
two-way propagation path, instead of the one-way propagation path as in the conventional
array antenna. This results in the synthetic aperture radar having a two-way antenna pattern

E

FllUre 14.3 Comparison of the resolution of a
.'---- ----,,-'::1- --,-JI,-:- synthetic aperture radar and a radar with a con-

I I 10 100 ventional antenna, assuming an X -band antenna
Range. k m with dimension D = 3 m.
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equal t o  the one-way pattern of the conventional antenna of the same length, but with one-half 
the beamwidth. The two-way patterns with uniform weighting, assuming small angles, are  
approximately 

sin [2n(Le/A) sin 01 
SAR -+ 

sin2 [lr(L/I) sin 81 
2n(Le/A) sin 8 

real array 4 
[n(L/A) sin el2 

Thus the two-way beamwidth of the SAR antenna is narrower than a real radar antenna of the 
same aperture size (if it could be built), but the sidelobes are not as low and d o  not drop off 
with increasing angle as fast. Two-way sidelobes of 13.2 d B  in the SAR are not satisfactory for 
most purposes. weighting of the received signals, similar t o  the weighting of the aperture 
illumination of a real antenna, is often applied to reduce the sidelobe levels. 

Constraint on resolution and swath. Ambiguities can arise when signals are sampled, rather 
than continuous. As discussed in Sec. 2.10, the radar pulse repetition frequency (prf) must be 
low enough t o  avoid range ambiguities and multiple-time-around echoes. An additional con- 
straint on the prf occurs in a synthetic aperture radar. The prf must be high enough to avoid 
angle ambiguities and image-foldover that results from grating lobes produced when the 
spacing between the elements of the synthetic array is too large. These two conflicting require- 
ments on the prf of a SAR mean that the resolution and the coverage (swath) cannot be 
selected independently. 

T o  avoid grating lobes in a phased-array antenna of isotropic radiating elements (with 
the main beam perpendicular to the aperture), the element spacing must be less than the 
wavelength A (Sec. 8.2). A similar condition for a synthetic aperture antenna is that the 
distance traveled by the radar between pulse transmissions should be less than 1/2. (The 
factor of 4 appears here for the same reason it was included in Eq. (14.3).) When a "directive" 
element-pattern is used the spacing necessary between elements to avoid grating lobes can he 
much greater than 1/2. In the SAR, the directive pattern of the real antenna can be considered 
as the element pattern of the synthetic array. By making the angular location of the first 
grating lobe coincide with the first null of the element pattern (that of the real antenna), 
grating lobes can be attenuated to a small value. The position of the first grating-lobe maxi- 
mum of the synthetic array is 

where d ,  = v l f ,  = spacing between elements of the synthetic array 
v = velocity of vehicle carrying the radar 

fp = pulse repetition frequency 

The position of the first null of the real antenna is approximately 0, = A/D, where D = width of 
the antenna. Since 0, must be greater than or  equal to 0, to avoid grating lobes, the following 
condition is obtained 

The right-hand portion of the equation applies for a focused S A R ,  since 6,' = D/2.  
Combining the restriction on prf due to i~narnbigi~oi~s range R ,  with that of E q .  (14.8) 

yields 

v C - < f < --- 
S,, - - 2R, 
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equal to the one-way pattern of the conventional antenna of the same length, but with one-half
the beamwidth. The two-way patterns with uniform weighting, assuming small angles, are
approximately

SAR -+ sin [21t(Lej).) sin 8]
21t(Lej).) sin 8

sin 2 [1t(Lj).) sin 8]
real array -+ [1t(Lj).) sin 8]2

(14.7)

Thus the two-way beamwidth of the SAR antenna is narrower than a real radar antenna of the
same aperture size (if it could be built), but the sidelobes are not as low and do not drop off
with increasing angle as fast. Two-way sidelobes of 13.2 dB in the SAR are not satisfactory for
most purposes. Weighting of the received signals, similar to the weighting of the aperture
illumination of a real antenna, is often applied to reduce the sidelobe levels.

Constraint on resolution and swath. Ambiguities can arise when signals are sa~led, rather
than continuous. As discussed in Sec. 2.10, the radar pulse repetition frequency (prf) must be
low enough to avoid range ambiguities and multiple-time-around echoes. An additional con­
straint on the prf occurs in a synthetic aperture radar. The prf must be high enough to avoid
angle ambiguities and image-foldover that results from grating lobes produced when the
spacing between the elements of the synthetic array is too large. These two conflicting require­
ments on the prf of a SAR mean that the resolution and the coverage (swath) cannot be
selected independently.

To avoid grating lobes in a phased-array antenna of isotropic radiating elements (with
the main beam perpendicular to the aperture), the element spacing must be less than the
wavelength ). (Sec. 8.2). A similar condition for a synthetic aperture antenna is that the
distance traveled by the radar between pulse transmissions should be less than )./2. (The
factor of t appears here for the same reason it was included in Eq. (14.3).) When a" directive"
element-pattern is used the spacing necessary between elements to avoid grating lobes can be
much greater than ),/2. In the SAR, the directive pattern of the real antenna can be considered
as the element pattern of the synthetic array. By making the angular location of the first
grating lobe coincide with the first null of the el~ment pattern (that of the real antenna),
grating lobes can be attenuated to a small value. The position of the first grating-lobe maxi­
mum of the synthetic array is

B =~ = Afp
g 2de 2v

where de = v/fp = spacing between elements of the synthetic array
v = velocity of vehicle carrying the radar

fp = pulse repetition frequency

The position of the first null of the real antenna is approximately On = )./D, where D = width of
the antenna. Since Bg must be greater than or equal to Bn to avoid grating lobes, the following
condition is obtained

2v v
fp?- D = ~

Ocr

(\4.8)

The right-hand portion of the equation applies for a focused SAR, since ber = D/2.
Combining the restriction on prf due to unambiguolls range Ru with that of Eg. (14.8)

yields

(14.9)



This leads to the condition 

Tllrrs tlic rrnanibigi~or~s rilligc arid tile resolution cannot be selected independently of one 
ariotlier. 

?'he coridit~on given by Eq. (14.10) is optimistic in that there are at least two factors which 
result in the riglit - l i i ~ r i c I  portioti being reduced. One sucli co~idition results froni tlie use of 
acttral alltenria pattcrris ratlier tlia~i idealized patterns. The utiambiguous regions must be 
s~nallcr tlian ;~ssr~nicd in the above to allow for tlie fact tliat antenna patterns are riot zero 
outside tlie niapped re.gio~i.~.'"or a uniform aperture illumination of the real antenna. 
Eq. ( 1  4.9) becomes4 

Essentially tile sariie rcsirlt is obtained for a cosine-weight aperture illumination. I t  has been 
suggcstcdJ tliat a practical procedure for estitnatitig tlie required aperture and prf is to size the 
arite~ina sucll tliat tlie required swatli and processed doppler bandwidth are within the 6-dB 
two-way antenna pattern, arid tlie prf is sucli tliat the unambiguous time-delay and doppler 
intervals are within the 16-dB response. 

Tliere is another factor wliich reduces the right-hand side of Eqs. (14.10) or (14.1 lh) when 
optical processirig or similar processing is used. As will be explained later, this increases the 
riglit-hand side of Eq. (14.8) by 2 so that Eq. (14.10) becomes 

Similarly, tlic riglit-harid sidc of  Eq. (14.1 1h) is also reduced by a factor of 2. 
Wlieri a sytitlietic-aperture radar images the ground from an elevated platform, the unam- 

biguous range can correspond to tlie distance between the forward edge and the far edge of the 
region to be mapped. This requires that the elevation beamwidth be tailored to illuminate only 
the swath S,, that is to be imaged by the radar. The swath Sw is often much smaller than the 
niaximirni range so that tlie prf car1 be increased to allow tlie umambiguous range Ru to 
encompass file distance S ,  cos $. wliere $ is tlie grazing angle. Equation (14.12) becomes 

s w  C - <  - 
5'. 40 COS $ 

Equatiori 14.1 1h would also be modified accordingly. The condition given by Eq. (14.13), and 
similar relations, represent an upper bound on tlie capabilities of an SAR to achieve a resolu- 
tion 6,, over a swath S,. .  

Radar equation for S A U .  Eacli particular application has its own form of the radar equation. 
7'1ic S A R  1i;ls a ~~nrticularly iritercsting form, especially when the relationships derived above 
arc t i \ k ~ 1 1  into ; I C C O I I I ~ ( .  111 tlie literatirrc ori S A R ,  tlie radar equation is usually written wit11 tlic 
sigtial-to-noise ratio (SIN) 011 tlic left-liand side. We start with tlie followirig 

P A ~ O I I  SJN = Lz-- 
4 d 2 k T 0  BF, R4 
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This leads to the condition
Ru C
-<­
()CI - 21'

(14.10)

Thus the unamhiguous range and the resolution cannot be selected independently of one
anot her.

The condition given by Eq. (14.10) is optimistic in that there are at least two factors which
result in the right-hand portion heing red·uced. One such condition results from the use of
actual antenna patterns rather than idealized patterns. The unambiguous regions must be
smaller than assullled in the ahove to allow for the fact that antenna patterns are not zero
outside the mapped region. 4

.
16 For a uniform aperture illumination of the real antenna,

Eq. (14.9) becomes4

or

v c
1.53-- S; (p S; ----

bel' 1.53 X 2R u

R c
-~<-­
()el - 4.71'

(14.1Ia)

(14.llh)

(14.12)

Essentially the same result is obtained for a cosine-weight aperture illumination. It has heen
suggested.t that a practical procedure for estimating the required aperture and prfis to size the
antenna such that the required swath and processed doppler bandwidth are within the 6-dB
two-\vay antenna pattern, and the prf is such that the unambiguous time-delay and doppler
intervals are within the 16-dB response.

There is another factor which reducesthe right-hand side of Eqs. (14.10) or (14.11b) when
optical processing or similar processing is used. As will be explained later, this increases the
right-hand side of Eq. (14.8) by 2 so that Eq. (14.10) becomes

R c
u < _

()CI - 4(1

Similarly, the right-hand side of Eq. (l4.11h) is also reduced by a factor of 2.
When a synthetic-aperture radar images the ground from an elevated platform, the unam­

biguous range can correspond to the distance between the forward edge and the far edge of the
region to he mapped. This requires that the elevation beamwidth be tailored to illuminate only
the swath S,.. that is to be imaged by l.he radar. The swath Sw is often much smaller than the
maximulll range so that the prf can be increased to allow the umambiguous range Ru to
encompass file distance S... cos l/J, where l/J is the grazing angle. Equation (14.12) becomes

Sw c- <._---
()CI - 41' cos l/J (14.13)

Equation 14.llh would also be modified accordingly. The condition given by Eq. (14.13), and
similar relations, represent an upper bound on the capabilities of an SAR to achieve a resolu­
tion c5 cr over a swath S....

Radar equation for SAR. Each particular application has its own form of the radar equation.
The SA R has a particularly interesting form, especially when the relationships derived ahove
are taken into accoun!. In the literature on SAR, the radar equation is usually written with the
signal-to-noise ratio (SIN) on the left-hand side. We' start with the following

P A 2al!
SIN =----'-"--- (14.14)

4rrA2kToBFn R4



where P, = peak transmitted power 
A, = effective aperture of the real antenna 
a = target cross section 
tt = number of pulses integrated (cot~erently) 
A = wavelength 

kTo = 4 x lo-* '  W/Hz 
B = receiver bandwidth 

F ,  = receiver noise figure 
R = range 

This equation is modified by substituting P, = P, , /T~; ,  wlw-e P,, = average power, T = pulse 
width = 1/B, and f, = pulse repetition frequency. Also 11 = / i t o ,  where to = L,/v = time 
required to generate the synthetic aperture whose length is given by L, = RAID, v = velocity of 
the vehicle carrying the radar, and D = real-antenna dimension. For low draring angle 
(r = a0 6,, 6, sec I) where o0 = radar cross section of  the ground per unit area illuminated, 
6., = along-track, o r  cross-range, resolution (equal to Dl2 for a focused SAR), 6, = range -,:) 
resolution, and I) = grazing angle. Substituting the above relations into Eq. (14.14) yields 

Pa, A ; ~ O  6, sec $ 
SIN = 

8nAkTo F ,  vR3 

This is essentially the same equation as given by Cutrona2 and Harger.-\ 
Equation (14.15) does not include the ambiguity constraints described previously. T o  use 

the equality of Eq. (14.13) in Eq. (14.15), write A,  = p,  A, where p, = antenna aperture 
efficiency, and A = physical aperture area assumed to be rectangular of width D and height H. 
The height H must produce a vertical beamwidth which illuminates only the swath S ,  that is 
to  be covered. With such constraints, Eq. (14.15) becomes 

SIN = 
2Pav p:g0 6cr -- 6, 

nf kTo F ,  RS, sin2 I) 

where f = radar frequency. This equation applies for pulse compression if 6, is the resolution of 
the compressed pulse. It is seen from Eq. (14.16) that for a fixed signal-to-noise ratio, the 
average power must be increased if the resolution in range o r  azimuth are decreased, or if  the 
range or swath are increased. 

Equipment considerations. The synthetic-aperture radar requires a coherent reference signal 
and means for storing and processing the radar echoes. The coherent reference is necessary 
since an angle measurement is a measurement of phase from spatially separate positions. The 
effective length of the synthetic aperture can be limited by the stability of the transmitter or the 
receiver. 

The heart of the SAR is the processor which must provide the proper amplitude and phase 
weights to the stored pulses, and sum them to obtain the image of the scene. Optical processors 
and digital processors have both been used. 

Angular motions in yaw, roll, and pitch of the aircraft carrying the radar will cause the 
real antenna beam to point incorrectly. T o  avoid degradation of the SAR due to angular 
motions, the antenna must be stabilized.'." Roll and pitch angles can be stabilized by means 
of gyroscopes. Yaw angle can be compensated by reference to a gyroscope or  by " clutter-lock " 
in which the antenna position is adjusted so as to maintain a symmetrical doppler spectrum 
about zero frequency. 

Atmospheric turbulence as well as deliberate maneuvers result in the aircraft trajectory 

(14.16)
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where P r = peak transmitted power
A e = effective aperture of the real antenna
a = target cross section
n = number of pulses integrated (coherently)
l = wavelength

kTo = 4 x 10- 21 W/Hz
B = receiver bandwidth

Fn = receiver noise figure
R = range

This equation is modified by substituting P r = PaJr.l~, where Pa \, = average power, r = pulse
width ~ l/B, and Jp = pulse repetition frequency. Also /I =.I~to, where to = Le/t, = time
required to generate the synthetic aperture whose length is given by Le = RA.ID, v = velocity of
the vehicle carrying the radar, and D = real-antenna dimension. For low -grazing angle
a = aO bcr br sec t/J where (To = radar cross section of the ground per unit area illuminated,
c5 cr = along-track, or cross-range, resolution (equal to DI2 for a focused SAR), fl, = range
resolution, and t/J = grazing angle. Substituting the above relations into Eq. (14.14) yields

Pay A;ao br sec t/J
SIN = 8nlkT

o
F

n
l'R 3 - (14.15)

This is essentially the same equation as given by Cutrona 2 and Harger. J

Equation (14.15) does not include the ambiguity constraints described previously. To use
the equality of Eq. (14.13) in Eq. (14.15), write Ae = Pa A, where Pa = antenna aperture
efficiency, and A = physical aperture area assumed to be rectangular of width D and height H.
The height H must produce a vertical beamwidth which illuminates only the swath S", that is
to be covered. With such constraints, Eq. (14.15) becomes

S/N = 2Pav P;(T° bcr 15;
nJkToFn RS", sin t/J

whereJ = radar frequency. This equation applies for pulse compression if tJ, is the resolution of
the compressed pulse. It is seen from Eq. (14.16) that for a fixed signal-to-noise ratio, the
average power must be increased if the resolution in range or azimuth are decreased, or if the
range or swath are increased.

Equipment considerations. The synthetic-aperture radar requires a coherent reference signal
and means for storing and processing the radar echoes. The coherent reference is necessary
since an angle measurement is a measurement of phase from spatially separate positions. The
effective length of the synthetic aperture can be limited by the stability of the transmitter or the
receIver.

The heart of the SAR is the processor which must provide the proper amplitude and phase
weights to the stored pulses, and sum them !o obtain the image of the scene. Optical processors
and digital processors have both been used.

Angular motions in yaw, roll, and pitch of the aircraft carrying the radar will cause the
real antenna beam to point incorrectly. To avoid degradation of the SAR due to angular
motions, the antenna must be stabilized. us Roll and pitch angles can be stabilized by means
of gyroscopes. Yaw angle can be compensated by reference to a gyroscope or by .. clutter-lock"
in which the antenna position is adjusted so as to maintain a symmetrical doppler spectrum
about zero frequency.

Atmospheric'turbulence as well as deliberate maneuvers result in the aircraft trajectory



deviating from a straight line. These deviations must be sensed and proper compensation 
applied to the received-signal phase so as t o  "straighten out" the synthetic antenna.I9 The 
required phase correction is a function of range with the Inore rapid corrections required at 
steep depression angles. Thus both motion compensation and antenna stabilization are neces- 
sary to achieve the resolution inherent in an SAR. 

Optical processing.'--3.92 In a synthetic aperture radar the coherent echo signals S,  from each 
range interval must be stored, without loss of phase, over the time interval required to form the 
syritlletic aperture. An amplitude weighting W, is usually applied to each of the signals to taper 
the "illumination" of the synthetic aperture so as to achieve lower sidelobes than given by a 
uniform illumination. In a focused SAR, a phase weighting exp (j4,) also must be applied to 
cornperisate for the spherical wavefront when the scene to be imaged lies within the Fres~iel 
regiorl of tlie synthesized aperture. Then the signals at each range interval must be summed, as 
expressed by the operation S ,  W, exp (jq5,). The processing is complicated by the fact that 

n 

the number of pulses to be summed is proportional to the range. Furthermore, the phase 
correction in a focused SAR also depends on the range. Adding to the complication of 
processing is the large bandwidth and high information content of synthetic-aperture radar. 
Optical processing has proved to be well suited to the needs of SAR, except that it is seldom 
dorie in real time. The radar output is usually stored photographically and processed later on 
t lit: ground. 

In optical processing, the electrical signals at the radar output are converted to optical 
images on film. The weighting, filtering, and summation of signals are accomplished with the 
proper ,optical lenses and transparencies. Optical processing is basically two dimensional so 
that processing in the range coordinate is possible with the same apparatus. The output of the 
optical processor is a maplike photographic film of the terrain, as in Fig. 14.4. The SAR 
produces images without the slant-range distortion that occurs with the photographic camera. 

The radar output is stored on film as depicted in Fig. 14.5. The output of the radar 
receiver is applied to the "z axis" of a cathode-ray tube so as to produce an intensity- 
modulated vertical sweep. The vertical deflection of the CRT is in synchronism with the range 
sweep of the radar. A lens focuses the CRT output on a moving strip of film whose rate of 
travel is proportional to the speed of the vehicle carrying the radar. The vertical dimension on 
the film represents tlie range and the horizontal dimension represents the cross-range, c r  
along-track coordinate. Returns from a single point-target fall on a horizontal linq. Since film 
records lig C t intensity, the sign of the signal amplitude will be lost if the signal alone is 
recorded on the film. To  retain the sign of the amplitude, a dc bias equal to or greater than the 
most negative signal excursion is added to the signal. (It is this bias, plus the offset frequency 
described below. which causes the factor of 2 to be inserted in Eq. (14.12)) 

The signal received from a single scatterer will appear as a varying doppler-frequency due 
to the relative motion as the antenna scans by. The doppler frequency is initially of high value, 
decreases to zero beat, and then increases again. When this signal is recorded on film the 
rcsu lting intensity modulation is a one-dimensional hologram, or Fresnel zone-plate, and has 
focusirlg properties. I f  the film were illuminated by a coherent, collimated beam of light like 
that from a laser. a focused target-image will be obtained. Figure 14.6 shows the basic arrange- 
ment of  an optical processor. The film contains the superposition of the holographic signals 
from all the individual scatterers illuminated by the radar. I t  is sometimes called the phase 
Itistor.j. or sigrttrl I~is tnry .  The image that results by illuminating the film is focused on a tilted 
plane siricc the curvature of tlie wavcfrorit is proportional to the range. (This is somewhat like 
an optical analog of tlie radar itself.) Since i t  is undesirable to operate with the image focused 
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deviating from a straight line. These deviations must be sensed and proper compensation
applied to the received~signalphaseso"as to"straightenuut"" the synthetic antenna. 19 The
required phase correction is a function of range with the more rapid corrections required at
steep depression angles. Thus both motion compensation and antenna stabilization are neces­
sary to achieve the resolution inherent in an SAR.

Optical processing.t"-3.92 In a synthetic aperture radar the coherent echo signals Sn from each
range interval must be stored, without loss of phase, over the time interval required to form the
synthetic aperture. An amplitude weighting Wn is usually applied to each of the signals to taper
the" illumination" of the synthetic aperture so as to achieve lower sidelobes than given by a
uniform illumination. In a focused SAR, a phase weighting exp UcPn) also must be applied to
compensate for the spherical wavefront when the scene to be imaged lies within the Fresnel
region of the synthesized aperture. Then the signals at each range interval must be summed. as
expressed by the operation L Sn J¥,. exp UcPn)' The processing is complicated by the fact that

n

the number of pulses to be summed is proportional to the range. Furthermore, the phase
correction in a focused SAR also depends on the range. Adding to the complication of
processing is the large bandwidth and high information content of synthetic-aperture radar.
Optical processing has proved to be well suited to the needs of SAR, except that it is seldom
done in real time. The radar output is usually stored photographically and processed later on
t he ground.

In optical processing, the electrical signals at the radar output are converted to optical
images on film. The weighting, filtering, and summation of signals are accomplished with the
proper :optical lenses and transparencies. Optical processing is basically two dimensional so
that processing in the range coordinate is possible with the same apparatus. The output of the
optical processor is a maplike photographic film of the terrain, as in Fig. 14.4. The SAR
produces images without the slant-range distortion that occurs with the photographic camera.

The radar output is stored on film as depicted in Fig. 14.5. The output of the radar
receiver is applied to the." z axis" of a cathode-ray tube so as to 'produce an intensity­
mod ulated vertical sweep. The vertical del1ection of the CRT is in synchronism with the range
sweep of the radar. I\. lens focuses the CRT output on a moving strip of film whose rate of
travel is proportional to the speed of the vehicle carrying the radar. The vertical dimension on
the film represents the range and the horizontal dimension represents the cross-range, cr
along-trac~coordinate.Returns from a single point-target fall on a horizontallin~. Since film
records light intensity, the sign of the signal amplitude will be lost if the signal alone is
recorded on the film. To retain the sign of the amplitude, a dc bias equal to or greater than the
most negative signal excursion is added to the signal. (It is this bias, plus the offset frequency
described below, which causes the factor of 2 to be inserted in Eq. (14.12).)

The signal received from a single scatterer will appear as a varying doppler-frequency due
to the relative motion as the antenna scans by. Thedoppler frequency is initially of high value,
decreases to zero beat, and then increases again. When this signal is recorded on film the
resulting intensity modulation is a one-dimensional hologram, or Fresnel zone-plate, and has
focusing properties. If the film were illuminated by a coherent, collimated beam of light like
that from a laser. a focused target-image will be obtained. Figure 14.6 shows the basic arrange­
ment of an optical processor. The film contains the superposition of the holographic signals
from all the individual scatterers illuminated by the radar. It is sometimes called the phase
I,islory or siqllal history. The image that r'esults by illuminating the film is focused on a tilted
plane since the curvature of the wavefront is proportional to the range. (This is somewhat like
an optical analog of the radar itself.) Since it is undesirable to operate with the image focused



INTRODUCTION TO R A D A R  SYSTECiS 

Figt 
(Go 
Thi: 
SC).~ 
(wit 
Resl 
4 f  A 

Ire 14.4 (a) Synthetic aperture radar image of  San Diego, California obtained with the X-band G E M  
odyear Electronic Mapping System) radar. Resolution = 12 rn; aircraft altitude = 40,000 ft (12 km 
; is a mosaic covering approximately 19 by 32 km. (Coldrirsy b;oodpeur Atlrosp~cr alud l.iltot~ ,Art 
) ice . )  ( h )  A bend in the Huron river (center)just east of Ann Arbor, Michigan. Note foolball stadlur 
h lights) top left center, and large orchard in upper righl cenler. South is in the up direclio 
olution is 5 fi (1.5 rn) in azimlith and 7 ft (2.1 m )  in range. (Colrrtesy E~t~lirot~tr~erlral Research lrlsritlrl 
4ichigan.) 
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(a)

(b)

figure 14.4 (a) Synthetic aperture radar image of San Diego, California obtained with the X ·band GEMS
(Goodyear Electronic Mapping System) radar. Resolution = 12 m; aircraft altitude = 40,000 ft (12 km).
This is a mosaic covering approximately 19 by 32 km. (Courtesy Goodyear Aaospace alld Littoll Aero
Service.) (b) A bend in the Huron river (center) just east of Ann Arbor, Michigan. Note foothall stadium
(with lights) top left center, and large orchard in upper right center. South is in the up direction.
Resolution is 5 ft (1.5 m) in azimuth and 7 ft (2.1 m) in range. (Col/rtesy El/l'iwlltnelltal Research Jnstillite
of Michigan.)
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Figure 14.5 Recordirig of S A R  signal on photograpllic film with the aid of a CRT 

on a tilted plane, the different phase-front curvatures are corrected and the image is erected by 
insertion of a conical lens placed at the phase-history film located in plane P I .  This erect image 
has its focus at infinity. The one-dimensional hologramlike signals recorded along the horizon- 
tal dinlension on the phase-Ilistory filtn provide focusing in the horizontal plane. A cylindrical 
lens is used t o  focus the image in the vertical plane. The front focal-plane of the cylindrical lens 
coincides with that of the phase-history film. (A lens has the property that a Four~e r  transform 
relation exists between the amplitude distribution of the illumination at the front and back 
focal  plane^.^) 

With the conical and cylindrical lens. inserted, the image is erect and is simultaneously 
focused in the range and cross-range dimensions, but it lies at  infinity. T o  bring the image to 
some conveniently located plane, a spherical lens is inserted. A vertical slit in an opaque screen 
placed in the focal plane of the spherical lens displays all ranges in a particular direction. The 
slit is omset from the origin because of the d c  bias that had t o  be added to  the signal at the 
input to  the CRT in order t o  record on film. If the slit were placed on  the optical axis, 
the presence of the dc  bias will cause a degraded image because the energy from the bias 
overlaps the desired image. This is avoided by placing the input signal on  a residual carrier 
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Figure 14.6 Optical processor for synthetic aperture radar 
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FiRure 14.5 Recording of SAR signal on photographic film with the aid of a CRT.

on a tilted plane, the different phase-front curvatures are corrected and the image is erected by
insertion of a conical lens placed at the phase-history film located in plane PI' This erect image
has its focus at infinity. The one-dimensional hologramlike signals recorded along the horizon­
tal dimension on the phase-history film provide focusing in the horizontal plane. A cylin<1rical
lens is used to focus the image in the vertical plane. The front focal-plane of the cylindrical lens
coincides with that of the phase-history film. (A lens has the property that a Fourier transform
relation exists between the amplitude distribution of the illumination at the front and back
focal planes. 5

)

With the conical and cylindrical lens. inserted, the image is erect and is simultaneously
focused in the range and cross-range dimensions, but it lies at infinity. To bring the image to
some conveniently located plane, a spherical lens is inserted. A vertical slit in an opaque screen
placed in the focal plane of the spherical lens displays all ranges in a particular direction. The
slit is offset from the origin because of the dc bias that had to be added to the signal at the
input to the CRT in order to record on film. If the slit were placed on the optical axis,
the presence of the dc bias will cause a degraded image because the energy from the bias
overlaps the desired image. This is avoided by placing the input signal on a residual carrier
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Figure 14.6 Optical processor for synthetic aperture radar.



frequency, called the olfiut.freqlre~lcy, along with the d c  bias. (The offset frequency is equal to 
the doppler frequency shift associated with a scattcrer located at the edge of t llr: rcal ailtcnna 
beam.) The result, which is similar to  reconstrtlcting the image of a hologram, is that the 
desired real image can then be separated from the energy associated with the bias and the 
virtual image. The slit is displaced from the optical axis at the place where the offset frequency 
focuses the real image. A recording film in the output plane P 2 ,  when moved with a speed 
proportional to  that of the vehicle carrying the radar, produces a map of the scene originally 
viewed by the radar. 

I f  amplitude weighting of the synthetic aperture is desired to reduce the sidelobes, a 
shaded transparency with uniform phase thickness can be inserted adjacent to tlle data film in 
plane P, .  

Digital processing. The recirculating delay-line integrator, range-gated filter bank, and 
1 .  storage-tube integrator all have been used in the  past for the electronic processing of tin- 

focused SAR. '  The optical processor was used for focused systems. Digital processing is also 
practical and has the advantage of real-time operation as compared with optical processing. 
The digital processor has 1 and Q channels with a higli-speed A/[) convertor in each cllailnel. 
The sampling rate of the AID is determined by the radar signal bandwidth, and the number of 
bits is set by the dynamic range desired. Motion compensation for a~ imut l l  and range slip 
(range walk) can be applied, as well as phase corrections for focusing. Semiconductor devices 
are used for memory and arithmetic. When the swath is significantly less than the unambig- 
uous range, a buffer can be inserted after the AID convertors to read the data out at a slower 
speed so  as to  process at a lower data rate than i f  the entire unambiguous range had to be 
imaged. Digital processing also allows the use of a nonlinear sweep to convert slant range to 
ground distance so as to make distances correct on the image. 

Doppler-frequency model. The synthetic aperture radar may be considered as a vector summa- 
tion of synthetic-array elements (which is the model generally taken in this section), or it may 
be considered in terms of doppler filtering. In fact, it was originally conceived by Carl Wiley of 
Goodyear Aircraft Corporation in 1951 as a doppler-filtering process rather than as a syn- 
thetic antenna. The two models are sometimes used interchangeably, depending upon which 
describes more clearly a particular effect. The basic difference between the two is that the 
coordinate system moves with the radar in the doppler description, while in the synthetic- 
aperture model the coordinate system is fixed to the ground.g 

Consider the geometry of Fig. 14.1 in which an aircraft with a sidelooking SAR travels at 
a velocity v .  (The effect of the elevation angle is neglected in this simple analysis but must be 
included in more precise considerations.) When a point scatterer just enters the forward edge 
of the beam, i t  has a doppler frequency 2(u/A) cos ( Q B / 2 ) .  For small beamwidths, the doppler 
frequency decreases linearly as the point-scatterer position changes relative to the radar and 
goes to zero when the scatterer is at the center of the beam, after which the frequency increases. 
The time-varying doppler frequency can be shown to be approximately' 

where t o  is the time when the point scatterer is at the center of the beam, and H is the range to 
the scatterer at that time. The total width Af, of this doppler signal as the scatterer progresses 
through the beam is 2v2Td/AR, where & is the time during which the scatterer is within tlie 
beam. By analogy to the linear-FM pulse-compression waveform, the linearly varying doppler 
signal can be passed through a matched filter to produce a pulse of duration 1/AJd. This 
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frequency, called the ~trset frequency, along with the dc bias. (The offset frequency is equal to
the doppler frequency shift associated with a scalterer located at the edge of the real antenna
beam.) The result, which is similar to reconstructing the image of a hologram, is that the
desired real image can then be separated from the energy associated with the bias and the
virtual image. The slit is displaced from the optical axis at the place where the offset frequency
focuses the real image. A recording film in the output plane P2, when moved with a speed
proportional to that of the vehicle carrying the radar, produces a map of the scene originally
viewed by the radar.

If amplitude weighting of the synthetic apenure is desired to reduce the sidelobcs, a
shaded transparency with uniform phase thickness can he inserted adjacent to the data film in
plane PI'

Digital processing. The recirculating delay-line integrator, range-gated hila bank, and
storage-tube integrator all have been used in the past for the electronic pro&ssing of un­
focused SAR. 1 The optical processor was used for focused systems. Digital processing is also
practical and has the advantage of real-time operation as compared with optical processing.
The digital processor has I and Q channels with a high-speed A/D convertor in each channel.
The sampling rate of the AID IS determined by the radar signal bandwidth, and the numher of
bits is set by the dynamic range desired. Motion compensation for azimuth and range slip
(range walk) can be applied, as well as phase corrections for focusing. Semicond uctor devices
are used for memory and arithmetic. When the swath is significantly less than the unambig­
uous range, a buffer can be inserted after the AID convertors to read the data out at a slower
speed so as to process at a lower data rate than if the entire unambiguous range had to be
imaged. Digital processing also allows the use of a nonlinear sweep to convert slant range to
ground distance so as to make distances correct on the image.

Doppler-frequency model. The synthetic aperture radar may be considered as a vector summa­
tion of synthetic-array elements (which is the model generally taken in this section), or it may
be considered in terms of doppler filtering. In fact, it was originally conceived by Carl Wiley of
Goodyear Aircraft Corporation in 1951 as a doppler-filtering process rather than as a syn­
thetic antenna. The two models are sometimes used interchangeably, depending upon which
describes more clearly a particular effect. The basic difference between the two is that the
coordinate system moves with the radar in the doppler description, while in the synthetic­
aperture model the coordinate system is fixed to the ground. 9

Consider the geometry of Fig. 14.1 in which an aircraft with a sidelooking SAR travels at
a velocity v. (The effect of the elevation angle is neglected in this simple analysis but must he
included in more precise considerations.) When a point scatterer just enters the forward edge
of the beam, it has a doppler frequency 2(vll) cos (08 12). For small beamwidths, the doppler
frequency decreases linearly as the point-scatterer position changes relative to the radar and
goes to zero when the scatterer is at the center of the beam, after which the frequency increases.
The time-varying doppler frequency can be shown to be approximately!

(14.17)

where to is the time when the point scatterer is at the center of the beam, and R is the range to
the scatterer at that time. The total width !:lfd of this doppler signal as the scatterer progresses
through the beam is 2v2 Td llR, where T.J is the time during which the scatterer is within the
beam. By analogy to the linear-FM pulse-compression waveform, the linearly varying doppler
signal can be passed through a matched filter to produce a pulse of duration l/!:ljJ. This



corresponds to a cross-range. or along-track, resolution of o/Ah, or 

which is wliat was obtaincd in Eq. (14.6) from the synthetic aperture model. (In the above, the 
relations 1*74 = L,  = RA/I) were employed.) 

Range resolution. In niappitig or itliaging. it is usually desired to have the range resolution 
eqilal to the along-track, or cross-range resolution. When optical processing is employed, the 
linear FM. or chirp, pulse-compression waveform readily lends itself to the same type of 
processing as described for the cross-range signal.' The form of the lines.. FM signal in the 
range dimerisiori is similar to the form of tlie signal in the cross-range dimfnsion. The linear 
FM signal has a phase that varies as t Z  ( t  = time), and the cross-range signai has a phase that 
varies as .uZ (.u = distance along the ground track). Just as the phase history >f the cross-range 
signal records on film as a Fresnel zone-plate, which then has a focusing action when iliu- 
minated by coherent light, so does the signal of the linear FM waveform also record as a 
Fresnel zone-plale. The range and the cross-range recorded signals may be treated as orthog- 
onal aspects of a single two-dimensional filtering operation. Although the usual S A R  optical 
processing provides dechirping (matched filtering) of the linear FM pulse-compression 
wavcform, tlie cliirp niodulation of the transmitter is accomplished as in other pulse- 
compression radars. 

Other aspects of SAR. The SAR has been described as a side-lookirtg rudur wiih the antenna 
beam directed perpendicular to the path of the vehicle such that the dopplel. frequency of 
scatterers illuminated by tlie center of the antenna beam is zero. I t  is possible. however, to 
operate with the antenna beam pointed either forward or aft of  broadside. Thiz: is called the 
syrti~lt nrodr. The signal processor must be modified to account for the averagc doppler fre- 
quency riot being zero. Recorders and displays must beldesigned to account for lh!. geometry 
of tlie omset beam. Compensation might also be necessary for"  range walk" which is the result 
of the target " walking" through one or more range-resolution cells during the time osobserva- 
tion. The achievable cross-range, or along-track, resolution worsens as the squint angle in- 
creases from br.oadside (S,, 2 l/sin 0, where U = angle between aircraft heading and squinted 
antenna beam direction). 

The sq&;t mode produces a strip map just as does the sidelooking SAR. Thc doppler 
heum-slrarpettitry mode is used with a circularly scanning antenna and a normal PPI display. As 
the squint angle of the doppler beam-sharpening mode varies, thc integration time d..:h:~nges to 
keep tlie resolution constant.' The along-track resolution for either the squint mod(. or the 
doppler beam-sharpening mode is 

(5, = 
AR 

2oT sin U 

wlicrc tile synlbols have been defined previously. As I I  decreases in the doppler bca~n- 
sharpening mode. T is made to increase. As O approaches 0 degrees, the required inlegr ttion 
tirile T becomes too large t o  provide bean1 sharpening so that improved resolution is not 
obtained in a finite angular sector about tlie direction of the vehicle velocity. 

In the telescope, or spotliglrt, r~rode very high resolution of a particular patch on the 
ground is obtained by steering the real antenna aperture to dwell longer than is possiblc with a 
fixed antenna. Theoretically, resolutions better than D/2  can be obtained. Another benefit of 
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corresponds to a cross-range. or along-track, resolution of vifj.fd' or

J.R J.R
c) = -~. = -- = D12

cr 2117".1 2L~
(14.18)

which is what was obtained in Eq. (14.6) frqm the synthetic aperture model. (In the above, the
relations I'Jd= L. = RA./D were employed.)

Range resolution. In mapping or imaging. it is usually desired to have the range resolution
equal to the along-track, or cross-range resolution. When optical proces"ing is employed, the
linear FM. or chirp. pulse-compression waveform readily lends itself to the same type of
processing as described for the cross-range signa!.7 The form of the linea' FM signal in the
range dimension is similar to the form of the signal in the cross-range dim~nsion.The linear
FM signal has a phase that varies as t 2 (t = time), and the cross-range signai has a phase that
varies as x 2 (x = distance along the ground track). Just as the phase history)fthe cross-range
signal records on film as a Fresnel zone-plate, which then has a focusing action when jHu­
minated hy coherent light, so does the signal of the linear FM waveform also record as a
Fresnel zone-plate. The range and the cross-range recorded signals may be treated as orthog­
onal aspects of a single two-dimensional filtering operation. Although the mcual SAR optical
processing provides dechirping (matched filtering) of the linear FM pulse-compression
waveform, the chirp modulation of the transmitter is accomplished as in other pulse­
compression radars.

Other aspects of SAR. The SAR has been described as a side-looking radar wi,h the antenna
beam directed perpendicular to the path of the vehicle such that the doppler frequency of
scalterers illuminated by the center of the antenna beam is zero. It is possible. however, to
operate with the antenna beam pointed either forward or aft of broadside. Thi': is called the
sqliillt mode. The signal processor must be modified to account for the average doppler fre­
quency not being zero. Recorders and displays must bel designed to account for t11'.' geometry
of the offset beam. Compensation might also be necessary for" range walk ,. which is the result
of the target ,. walking" through one or more range-resolution cells during the time or observa­
tion. The achievable cross-range. or along-track, resolution worsens as the squint angle in­
creases from broadside (c)cr ~ I/sin 0, where 0 = angle between aircraft heading and squinted
antenna beam direction).

The Sqtfult mode produces a strip map just as does the sidelooking SAR. Th·.; doppler
heam-sharpeni"y mode is used with a circularly scanning antenna and a normal PPI display. As
the squint angle of the doppler beam-sharpening mode varies, the integration time ':hanges to
keep the resolution constant. l The along-track resolution for either the squint mod, or the
doppler beam-sharpening mode is

J.R
()a = 2 T . 0

V Sill
( 14.19)

where the symbols have been defined previously. As 0 decreases in the doppler beam­
sharpening mode. T is made to increase. As 0 approaches 0 degrees, the required infegr Ition
time T becomes too large to provide beam sharpening so that improved resolution is not
obtained in a finite angular sector about the direction of the vehicle velocity.

In the telescope, or spotlight, mode very high resolution of a particular patch on the
ground is obtained by steering the real antenna aperture to dwell longer than is possib/t. with a
fixed antenna. Theoretically, resolutions better than DI2 can be obtained. Another benefit of



528 INTRODLJCTION TO RADAR SYSTEMS 

this mode is that the scene to  be imaged is observed over a range of incidence angles which 
averages the speckle and makes a smoother image. 

Since the synthetic-aperture radar is coherent, the image produced will have speckle; i.e., 
there will be constructive and destructive interference which results in a "breakup" of dis- 
tributed scatterers. T o  reduce the effect of speckle and make a more " filled-in" image, the 
same scene can be viewed from different aspects or  at  different frequencies, or  both, and the 
several images superimposed. The multiple looks can be obtained as in the searchlight mode 
by dwelling with a positionable antenna on the same area. Another approach, applicable with a 
fixed antenna, is to  not use the full synthetic antenna length L, to achieve a resolution 6,, , but 
t o  break up  the synthetic length into m subsections and look at the scene from slightly different 
aspects each with a resolution m 6,,. The m independent images are then combined non- 
coherently into a single image. It has been suggested that the noncoherent combining o f  
images of lesser resolution produces a better image with less speckle than a single image of 
greater  resolution."^" 

If the SAR is mapping a scene in which there are moving objects such as cars or  trains, the 
resulting image will be smeared in range and shifted in the along-track dimension due t o  the 
radial motion of the object. The image also will be defocused in the along-track dimension 
because ol radial acceleration or cross-range velocity of the ~ b j e c t . ~  These effects can cause a 
distortion and displacement of the moving-target image. A reduction in signal strength will 
also occur if the target doppler shift is sufficiently large to  be outside the passband of the 
along-track-dimension processor. When the SAR is located on a satellite, the effect of earth 
rotation must be properly compensated since i t  results in the earth's surface appearing as a 
moving target . 'O~~l  

The difference in signal characteristics from a moving target as compared to  that from a 
stationary target can be used as a basis for combining AMTI (airborne moving target indica- 
tion) with SAR.8 The moving-target doppler shift can be detected when i t  exceeds the clutter 
doppler-spectrum width. It is also possible to use a dual sidelooking antenna pattern and 
detect the phase difference between the two mutually conerent observations of a target 
separated in time. The phase-detection AMTI method allows slowly moving targets to be 
detected when the aircraft velocity is large. 

Ground relief, such as due to hills or  mountains, stands out on SAR imagery because o 
the shadows they form, especially when viewed at low grazing angles. Shadows help emphasiz 
topographic and geologic features that permit a trained interpreter to  learn much about the 
nature of the terrain. (Optical photographs are generally taken from large grazing angles and 
d o  not show the same shadowing effects produced by radar.) Stereoscopic techniques can also 
be applied to  SAR to  provide a three-dimensional image df the terrain. This is accomplished 
by viewing the same terrain from different aspects, such as by flying two separate flight paths 
t o  produce images from two different elevation angles. l 2  It is also possible to generate a palr of 
stereo images on a single pass using two vertical fan beams at different azimuth angles, or  one 
fan beam and a conical beam.13 The stereo processing of  SAR images has been successfi~lly 
used for mineral exploration. 

At short ranges i t  is possible to use conventional noncoherent sidelooking radar with a 
large antenna aperture and pulse compression to obtain high-resolution terrain imaging. The 
images obtained with conventional noncoherent radar are generally dift'erent than those of 
coherent SAR in that they are less speckled. 

Inverse SAR. Instead of moving a radar relative to a stationary object, it is possible to 
generate an image by moving the object relative to a stationary radar Imaging with a station- 
ary radar and moving target is called inverse SAR or  ronge-doppler imaging. It has been applied 
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this mode is that the scene to be imaged is observed over a range of incidence angles which
averages the speckle and makes a smoother image.

Since the synthetic-aperture radar is coherent, the image produced will have speckle; i.e.,
there will be constructive and destructive interference which results in a .. break up" of dis­
tributed scatterers. To reduce the effect of speckle and make a more" filled-in" image, the
same scene can be viewed from different aspects or at different frequencies, or both, and the
several images superimposed. The multiple looks can be obtained as in the searchlight mode
by dwelling with a positionable antenna on the same area. Another approach, applicable with a
fixed antenna, is to not use the full synthetic antenna length L e to achieve a resolution bee' but
to break up the synthetic length into m subsections and look at the scene from slightly different
aspects each with a resolution m bee. The m independent images are then combined non­
coherently into a single image. It has been suggested that the noncoherent combining of
images o.f lesser resolution produces a better image with less speckle than a ~ngle image of
greater resolution.!!'! 7

If the SAR is mapping a scene in which there are moving objects such as cars or trains, the
resulting image wilt be smeared in range and shifted in the along-track dimension due to the
radial motion of the object. The image also will be defocused in the along-track dimension
because of radial acceleration or cross-range velocity of the object. lI These effects can cause a
distortion and displacement of the moving-target image. A reduction in signal strength will
also occur if the target doppler shift is sufficiently large to be outside the passband of the
along-track-dimension processor. When the SAR is located on a satellite, the effect of earth
rotation must be properly compensated since it results in the earth's surface appearing as a
moving target. IO ,9!

The difference in signal characteristics from a moving target as compared to that from a
stationary target can be used as a basis for combining AMTI (airborne moving target indica­
tion) with SAR.8 The moving-target doppler shift can be detected when it exceeds the clutter
doppler-spectrum width. It is also possible to use a dual sidelooking antenna pattern and
detect the phase difference between the two mutually coherent observations of a target
separated in time. The phase-detection AMTI method allows slowly moving targets to be
detected when the aircraft velocity is large.

Ground relief, such as due to hills or mountains, stands out on SAR imagery because of
the shadows they form, especially when viewed at low grazing angles. Shadows help emphasize
topographic and geologic features that permit a trained interpreter to learn much about the
nature of the terrain. (Optical photographs are generally taken from large grazing angles and
do not show the same shadowing effects produced by radar.) Stereoscopic techniques can also
be applied to SAR to provide a three-dimensional image of the terrain. This is accomplished
by viewing the same terrain from different aspects, such as by flying two separate flight paths
to produce images from two different elevation angles. 12 It is also possible to generate a paIr of
stereo images on a single pass using two vertical fan beams at different azimuth angles, or one
fan beam and a conical beam. 13 The stereo processing of SAR images has been successfully
used for mineral exploration.

At short ranges it is possible to use conventional noncoherent sidelooking radar with a
large antenna aperture and pulse compression to obtain high-resolution terrain imaging. The
images obtained with conventional noncoherent radar are generally different than those of
coherent SAR in that they are less speckled.

Inverse SAR. Instead of moving a radar relative to a stationary object, it is possible to
generate an image by moving the object relative to a stationary radar. Imaging with a station­
ary radar and moving target is called inverse SAR or range-doppler imaging. It has been applied
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Figure 14.7 1 nverse SA R,  or range-doppler imaging, 
o f  a rotating object. 

10 tlic i~iiagitig o f  rot;ltirig t;isgcts.' cspcci;tlly tlic rnoon and planets.15 Figure 14.7 shows a 
r igid hody I ot;itirig at :ill arigular. speed o f  (11, radians per second, wit11 the axis of rotati011 
riorrn;~l to tlic p:1per. 'I'lic ctopplcr frccli~ericy associatcd witti a point P on the body located :I 

distarlce r fro111 tlic axis of rotation is 

where I.  = velocity of poilit 1'. Froin this equation, the resolution in the .u dimension can be 
writtcri 

where T is the colierent integration tirnc equal to l/(A/,), and A0 is the angle through which the 
body rotates during the time T. I t  does not take ti~uch of an angular rotation to produce good 
resolution at microwave frequencies. The contours of constant doppler are perpendicular to 
the .u axis, and contours of cbnstailt range lie parallel to the x axis. 

I f  the angle of target rotation over which the doppler is observed is too short, the doppler 
spectrum is broad and the resolution is low. Increasing the observation time narrows the 
spectrum arid the rcsolutiori will increasc. However, if the time of observation is too long, the 
doppler frequency of a point P on the rotating target will not be constant and the doppler 
spectrum w'll broaden with a consequent reduction in resolution. That is, there is an apparent t 
target acceleration which limits the resolution. The result is that there will be an optimum time 
of observation, or aspect angle change, wlien attempting to  image a target with the inverse 
S A R  technique.'" 

14.2 HF OVER-THE-HORIZON RADAR~O 

Frequencies at V H F  or lower are seldom used for conventional radar applications because of 
ttieir narrow bandwidths, wide beamwidths, high ambient noise levels, and the potential 
interference from other users o f  the crowded electromagnetic spectrum. In spite of these 
limitations, the H F  region of the spectrum is o f  special interest for radar because of its unique 
property of allowing propagation to long distances beyond the curvature of the earth by 
means of refraction from the ionosphere. A single refraction allows radar ranges to be ex- 
tended to almost 4000 krn.  The targets of interest to H F  over-the-horizon (OTH) radar are the 
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Figure 14.7 Inverse SAR, or range-doppler imaging,
of a rotating ohject.

to the imaging of rotating targels,14 especially the moon and planets. IS Figure 14.7 shows a
rigid hody rotating at an angular speed of (l)r radians per second, with the axis of rotation
normal to the paper. The doppler frequency associated with a point P on the body located a
distance,. from the axis of rotation is

. 2r cos ex 2(1)r" cos ex 2(1)r X
!d =-.-------- .. = ------ =. A A ) (14.20)

where r = velocity of point P. From this equation, the resolution in the x dimension can be
written

.) 1) )
dx = d!d- . =-- ---'--- = ----

. 2(1)r T 2(dOjT) 2 dO
(14.21)

where T is the coherent integration time equal to I/(d/~), and dO is the angle through which the
body rotates during the time T. It does not take much of an angular rotation to produce good
resolution at microwave frequencies. The contours of constant doppler are perpendicular to
the x axis, and contours of constant range lie parallel to the x axis.

If the angle of target rotation over which the doppler is observed is too short, the doppler
spectrum is broad and the resolution is low. Increasing the observation time narrows the
spectrum and the resolution wil1 increase. However, if the time of observation is too long, the
doppler frequency of a point P on the rotating target will not be constant and the doppler
spectrum wpl broaden with a consequent reduction in resolution. That is, there is ~n apparent
target acceleration which limits the resolution. The result is that there will be an optimum time
of ohservation, or aspect angle change, when attempting to image a target with the inverse
SAR technique. IOI

14.2 HF OVER-THE-HORIZON RADAR 20

Frequencies at VHF or lower are seldom used for conventional radar applications because of
their narrow bandwidths, wide beamwidths, high ambient noise levels, and the potential
interference from other users of the crowded electromagnetic spectrum. In spite of these
limitations, the HF region of the spectrum is of special interest for radar because of its unique
property of allowing propagation to long distances beyond the curvature of the earth by
means of refraction from the ionosphere. A single refraction allows radar ranges to be ex­
tended to almost 4000 km. The targets of interest to HF over-the-horizon (OTH) radar are the



same as  those of interest to  microwave radar and include aircraft, missiles, and ships. In 
addition, the long wavelengths characteristic of H F  radar also provide distinctive information 
regarding the sea, as well as aurora, meteors, and land features. (Although the H F  band is 
officially defined as extending from 3 to  30 MHz, for radar usage the lower frequency limit 
might lie just above the broadcast band, and the upper limit can extend to 40 MHz or  more.) 

The ability to  see a target at long range by means of ionospheric refraction depends on the 
nature of the ionosphere (the density of electron concentration) and the radar frequency, as 
well as the normal parameters that enter into the radar range equation. Unlike conventional 
microwave radar, the specific frequency to be used by an  O T H  radar is a function of the range 
that is desired and the character of the, ionosphere. Since the ionosphere varies wit11 time of 
day, season, and solar activity, the optimum radar frequency will vary widely. Such radars 
must therefore be capable of operating over a wide portion of the H F  band, as much as three 
octaves (4 to  32 MHz for e ~ a m p l e ) . ~ '  The ionosphere often consists of more than one rsfract- 

1 ing region. The highest region, denoted F 2 ,  and the most important for H F  propagation, is at 
altitudes of from 230 to 400 km. It provides the greatest-ranges for a single refraction and can 
support the highest usable frequencies. The F ,  region, from about 180 to 240 km, is observed 
only during the day and is more pronounced during the s i~mmer  than the winter. T11e E region, 
which lies between 100 and 140 km, can also support refraction. At  these heights there can 
appear at times patches of high-density ionization cai'led sporadic E whicll, wllen available, 
can be quite effective in providing stab!e propagation. The multiple refracting regions give rise 

' to  multipath propagation which can result in degraded performance because of the s;rnulta- 
neous arrival of radar energy at the target via more than one propagation path, each with - 

different time delays. The effects of multipath can be reduced by the proper selection of 
frequency and by use of narrow elevation beamwidths which allow the energy to travel to the 
target via only a single path. The presence of the various refracting regions with difli'rent 
ioniration densities at different altitudes requires good frequency management i f  an OTH 
radar is to  operate with reliability. 

The minimum range to w h i c h ' ~ f ' e n e r ~ ~  can be propagated by ionospheric refraction is 
determined by the lowest frequency at which the radar can operatz. A nominal value for the 
minimum range (or skip distance) is about 1000 km. 

The backscatter from the earth's surface is generally many orders of magnitirde larger 
than the echo from desired moving targets. Thus H F  radar must employ some form of doppler 
processing such as MTI, pulse-doppler, FM-CW, or  CW radar to separate desired moving 
targets from clutter. The equivalent of a high-pass filter must be used to detect moving aircraft 
and missiles and reject stationary surface clutter. The detection of ships requires more sophis- 
ticated processing since the relatively low velocity of ships produces doppler-frequeilcy strifts 
comparable to those of the sea (which is also a moving target). Even thougli the radar cross 
section of ships is often greater than that of aircraft, longer observation tinies are reqtiirccl to 
provide sufficient resolution in doppler frequency. 

Character of OTH radar. The factors affecting the design of an H F  O T H  radar are slightly 
different than those affecting conventional microwave radar. This is illustrated by the simple 
radar equation commonly used in O T H  radar analysis, which is 

where R = range 
Pa, = average power 
G, = transmitting antenna gain 

(14.22)
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same as those of interest to microwave radar and include aircraft, missiles, and ships. In
addition, the long wavelengths characteristic of HF radar also provide distinctive information
regarding the sea, as well as aurora, meteors, and land features. (Although the HF hand is
officially defined as extending from 3 to 30 MHz, for radar usage the lower frequency limit
might lie just above the broadcast band, and the upper limit can extend to 40 M Hz or more.)

The ability to see a target at long range by means of ionospheric refraction depends on the
nature of the ionosphere (the density of electron concentration) and the radar frequency, as
well as the normal parameters that enter into the radar range equation. Unlike conventional
microwave radar, the specific frequency to be used by an OTH radar is a function of the range
that is desired and the character of the ionosphere. Since the ionosphere varies with time of
day, season, and solar activity, the optimum radar frequency will vary widely. Such radars
must therefore be capable of operating over a wide portion of the HF band, as much as three
octaves (4 to 32 MHz for example).21 The ionosphere often consists of more than one rdract­
ing region. The highest region, denoted F2, and the most important for HF prop'agation, is at
altitudes of from 230 to 400 km. It provides the greatest-ranges for a single refraction and can
support the highest usable frequencies. The F 1 region, from about 180 to 240 km, is observed
only during the day and is more pronounced during the summer than the winter. The E region,
which lies between 100 and 140 km, can also support refraction. At these heights there can
appear at times patches of high-density ionization called sporadic E which, when available,
can be quite effective in providing stable propagation. The multiple refracting regions give rise
to multipath propagation which can result in degraded performance because of the simulta­
neous arrival of radar energy at the target via more than one propagation path, each with
different time delays. The effects of multipath can be reduced by the proper selection of
frequency and by use of narrow elevation beamwidths which allow the energy to travel to the
target via only a single path. The presence of the various refracting rcgions with diffcrcnt
ionization densities at different altitudes requires good frequency managcmcnt if an OTH
radar is to operate with reliability.

The minimum range to which'HFlenergy can be propagated by ionospheric refraction is
determined by the lowest frequency at which the radar can operate. A nominal value for the
minimum range (or skip distance) is about WOO km.

The backscatter from the earth's surface is generally many orders of magnitude larger
than the echo from desired moving targets. Thus HF radar must employ some form of doppler
processing such as MTJ, pulse-doppler, FM-CW, or CW radar to separate desin.:d moving
targets from clutter. The equivalent of a high-pass filter must be used to detect moving airr.raft
and missiles and reject stationary surface clutter. The detection of ships requires more sophis­
ticated processing since the relatively low velocity of ships produces doppler-frequency shifts
comparable to those of the sea (which is also a moving target). Even though the radar cross
section of ships is often greaterthan that of aircraft, longer observation times are required to
provide sufficient resolution in doppler frequency.

Character of OTH radar. The factors affecting the design of an HF OTH radar are slightly
different than those affecting conventional microwave radar. This is illustrated by the simple
radar equation commonly used in OTH radar analysis, which is

4 Pav G,G,i2(JF;Tc
R =-------

(4n)3 No(SjN)Ls

where R = range
Pav = average power
G, = transmitting antenna gain



6, = receiving antenna gait1 
A - wavelength 
o = larget cross section 

F ,  = factor to account for the one-way propagation effects 
T, = coherent processing time 

N o  = receiver noise power per unit bandwidth 
( S I N )  = signal-to-noise (power) ratio 

L, = system losses 

The transmitting and receiving antenna gains are shown separately in Eq. (14.22) since i t  
is sorrletinles convenient in OTH radar to have separate antennas for these two functions. I f  
narrow bearnwidths are to be achieved, the radar antenna must be a physically large phased 
array. A one-degree beamwidth, for example, requires an aperture of about 1200 m at a 
frequency of 15 MHz. Since the transmitting antenna must handle high power, it is more 
costly to obtain than large receiving apertures. In one type of OTH radar design, a (rela- 
tively) small transmitting antenna with broad azimuth beamwidth is used along with a large 
rcccivir~g aperture consisting ol' a number of narrow co~~tiguous beams coveril~g the angle 
illuminated by the wide transmitting beam. Thus the complexity of a large transmitting 
antenna is traded for a nirmber of parallel receiving channels. I t  is also possible to utilize a 
conlrnon aperture for both transmit and receive, with equal transmit and receive beamwidths. 
1)uplexers would be required as in a microwave phased-array radar. The antenna might also 
support several simultaneous, irldcpendellt radar beams; or multiple beams can be generated 
sequentially (a pulse burst). A narrow, steerable beam in the elevation plane is desired for 
OTH radar in order to avoid multipath propagation and to concentrate the energy at the 
desired range. However, the large vertical. apertures to achieve such a capability are quite 
costly, so that H F  OTH radars seldonl have as large a vertical aperture, or as narrow an 
elevation beamwidth, as might be desired. 

The propagation factor (F,), receiver noise ( N o ) ,  and coherent integration time (T,)  of 
Eq. (14.22) represent major differences between the HF OTH radar and the conventional 
microwave radar. The factor F.', includes the energy loss along the ionospheric path, thc 
mismatch loss due to a change in polarization caused by the ionosphere, ionospheric focusing 
gain or loss, and losses due to the dynamic nature of the path.22.23 The receiver noise No 
includes the ambient noise radiated by natural sources (chiefly lightning discharges from 
around the world) as well as the combined interference from the many users of the H F  band. I t  
is the latter +which generally determines system sensitivity at HF. The processing.time T,  is 
included to emphasize that an OTH radar is usually a doppler-processing radar that requires a 
dwell tinie of T,  seconds if a frequency resolution of 1/T, hertz is to be achieved. 

Tlie radar cross sectiorl (T of targets at H F  is often different than at microwaves. Sir~ce 
nlariy targets have dimensions comparable to the H F  wavelength, or component structures 
witti dimensions comparable to the wavelength, the target is often in the resonance region 
where the radar cross sections are gerlerally larger than at microwaves. At the lower HF 
frequencies where the wavelength is large compared to the target dimensions, the cross section 
will be in the Rayleigh region where r~ decreases rapidly with decreasing frequency. If  the 
frequency is sufficiently low, the cross section of small aircraft or missiles might be smaller 
than their microwave values. 

I t  was mentioned that external sources of interference from other H F  users can limit the 
sensitivity of the H F  radar receiver. Thus the design of the radar for maximum performance 
will differ from that when receiver thermal noise sets the limit. In addition to satisfying the 
needs for an adequate signal-to-noise ratio, there must be adequate signal-to-clutter ratio. 
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G, = receiving antenna gain
A = wavelength
a = target cross section

Fp = factor to account for the one-way propagation effects
Tc = coherent processing time

No = receiver noise power per unit bandwidth
(Sf N) = signal-to-noise (power) ratio

L, = system losses

The transmitting and receiving antenna gains are shown separately in Eq. (14.22) since it
is sometimes convenient iil OTH radar to have separate antennas for these two functions. If
narrow beam widths are to be achieved, the radar antenna must be a physically large phased
array. A one-degree beamwidth, for example, requires an aperture of about 1200 m at a
frequency of 15 M Hz. Since the transmitting antenna must handle high power, it is more
costly to obtain than large receiving apertures. In one type of OTH radar design, a (rela­
tively) small transmitting antenna with broad azimuth beamwidth is used along with a large
receiving aperture consisting of a number of narrow contiguous beams covering the angle
illuminated by the wide transmitting beam. Thus the complexity of a large transmitting
antenna is traded for a number of parallel receiving channels. It is also possible to utilize a
common aperture for both transmit and receive, with equal transmit and receive beamwidths.
Duplexers would be required as in a microwave phased-array radar. The antenna might also
support several simultancous, indcpendcnt radar beams; or multiple beams can be generated
sequentially (a pulse burst). A narrow, steerable beam in the elevation plane is desired for
OTH radar in order to avoid multipath propagation and to concentrate the energy at the
desired range. However, the large vertical. apertures to achieve such a capability are quite
costly, so that HF OTH radars seldom have as large a vertical aperture, or as narrow an
elevation beamwidth, as might be desired.

The propagation factor (F ,,), receiver noise (No), and coherent integration time (1;) of
Eq. (14.22) represent major differences between the HF OTH radar and the conventional
microwave radar. The factor Fp includes the energy loss along the ionospheric path, the
mismatch loss due to a change in polarization caused by the ionosphere, ionospheric focusing
gain or loss, and losses due to the dynamic nature of the path. 22

•
23 The receiver noise No

includes the ambient noise radiated by natural sources (chiefly lightning discharges from
around the world) as well as the combined interference from the many users of the HF band. It
is the latter ,vhich generally determines system sensitivity at HF. The processing ·time T.: is
included to emphasize that an OTH radar is usually a doppler-processing radar that requires a
dwell time of T.: seconds if a frequency resolution of liT.: hertz is to be achieved.

The radar cross section a of targets at HF is often different than at microwaves. Since
many targets have dimensions comparable to the HF wavelength, or component structures
with dimensions comparable to the wavelength, the target is often in the resonance region
where the radar cross sections are generally larger than at microwaves. At the lower HF
frequencies where the wavelength is large compared to the target dimensions, the cross section
will be in the Rayleigh region where a decreases rapidly with decreasing frequency. If the
frequency is sufficiently low, the cross section of small aircraft or missiles might be smaller
than their microwave values.

It was mentioned that external sources of interference from other HF users can limit the
sensitivity of the HF radar receiver. Thus the design of the radar for maximum performance
will differ from that when receiver thermal noise sets the limit. In addition to satisfying the
needs for an adequate signal-to-noise ratio, there must be adequate signal-to-c1utter ratio.
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Signal-to-clutter ratio usually can be increased with narrow beamwidths and narro 
pulsewid t hs. 

An O T H  radar designed for the detection of aircraft at ranges out to 4000 km might have, 
for example, an  average power of several hundreds of kilowatts or  more, antenna gains from 
about 20 to  30 dB, and operating frequencies from several megahertz to several tens of 
megahertz. Antennas must be large in order to obtain reasonably narrow beamwidths. The 
antenna horizontal length might be 300 m or greater. The transmitted waveform can be pulse, 
CW, FM-CW, F M  (chirp) pulse, or  other pulse-compression coded waveforms. Pulsc conl- 
pression is used for the same reason as in microwave radars. Spectral bandwidths of from 
approximately 5 kHz to  100 kHz might be used, corresponding t o  effective pulse widttts of 
200 /is and 10/is, respectively. (Actual pulse widths can be much longer, especially i f  pulse 
compression is used.) The lower bandwidth limit of 5 kHz is set by the desire to be able to 
operate in the quieter "holes" of the H F  spectrirm. The wider the spectral width the less likely 
that regions of the spectrum can be found without significant interference. ~ v e d i f  interference 
is not a problem, the upper limit of spectral width, about 100 kHz, is set by the dispersive 
nature of the ionosphere. Doppler filter bandwidths for separating targets from clutter in an 
O T H  radar might range from 1 Hz down to  0.05 Hz or  less, depending on the target's chara 
teristics and the stability of the propagation path. The pirlse repetition frequency (prf) of a 
OTH radar is generally low to avoid range ambiguities. A prf of 30 Hz, for example, corre- 
sponds to an unambiguous range of about 5000 km. 

The ionosphere is not a benign propagation medium. As the amount of ionization 
changes, the optimum frequency for propagating energy to a particular distance must be 
changed accordingly. The losses in propagating through the ionosphere change with time, and 
the transmitter must have sufficient excess power to overcome the maximum loss expected. 
Fading of the H F  signals can occur due to the rotation of the plane of polarization over t t ~ e  
ionized region of the propagation path. Multipath interference from more than one refracting 
region, as well as dynamic irregularities in the ionospheric propagation path, are two other 
sources of fading. 

The specific region on the earth's surface illuminated by an H F  radar depends on iono- 
spheric conditions. A "typical" patch of the ground illuminated by a single freqtiency might be 
about 1000 km in the range coordinate. The region from 1000 to 4000 km might therefore 
require the radiation of three different frequencies for full coverage. On  the other hand, ther 
might be times when ionospheric,conditions allow this region to be covered by only a sing1 
frequency, while at other times five or six frequencies might be required. This illustrates the 
necessity for flexible management of the radar. The ionosphere must be sensed and the param- 
eters of the radar adjusted to optimum operation. With proper radar design and manage- 
ment it should be possible to achieve a propagation path reliability comparable to that of a 
microwave radar. This requires a large frequency range of operation, high power to overcome 
propagation losses, and diagnostics of the ionospheric conditions to determine proper radar 
parameters. 

Example capabilities. The following describe the nominal performance capabilities that might 
be achieved with an over-the-horizon radar operating in the H F  band:2" 

Rlrtlgr coverage-1000-4000 km;  longer ranges are possible wtth multihop propagatton, but 
with degraded performance. 

A t ~ y l e  coverage--can be 360" in azimuth from a single site, tfdesired; 60 to 120" is more typ~cal 
Ttrrgrts-aircraft, missiles, and ships; also nuclear explosions, prominent surface featilres 

(such as mountains, cities, and islands), seit, aurora, meteors, itnd ~ i i t ~ l l t t e ~ .  
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Signal-to-c1utter ratio usually can be increased with narrow beamwidths and narrow
pulsewidths.

An OTH radar designed for the detection of aircraft at ranges out to 4000 km might have,
for example, an average power of several hundreds of kilowatts or more, antenna gains from
about 20 to 30 dB, and operating frequencies from several megahertz to several tens of
megahertz. Antennas must be large in order to obtain reasonably narrow beamwidths. The
antenna horizontal length might be 300 m or greater. The transmitted waveform can be pulse,
CW, FM-CW, FM (chirp) pulse, or other pulse-compression coded waveforms. Pulse com­
pression is used for the same reason as in microwave radars. Spectral bandwidths of from
approximately 5 kHz to 100 kHz might be used, corresponding to effective pulse widths of
200 ILS and lOlLS, respectively. (Actual pulse widths can be much longer, especially if pulse
compression is used.) The lower bandwidth limit of 5 kHz is set by the desire to be able to
operate in the quieter" holes" of the H F spectrum. The wider the spectral width the less likely
that regions of the spectrum can be found without significant interference. Evetfif interference
is not a problem, the upper limit of spectral width, about 100 kHz, is set by the dispersive
nature of the ionosphere. Doppler filter bandwidths for separating targets from clutter in an
OTH radar might range from 1 Hz down to 0.05 Hz or less, depending on the target's charac­
teristics and the stability of the propagation path. The pulse repetition frequency (prf) of an
OTH radar is generally low to avoid range ambiguities. A prf of 30 Hz, for example, corre­
sponds to an unambiguous range of about 5000 km.

The ionosphere is not a benign propagation medium. As the amount of ionization
changes, the optimum frequency for propagating energy to a particular distance must be
changed accordingly. The losses in propagating through the ionosphere change with time, and
the transmitter must have sufficient excess power to overcome the maximum loss expected.
Fading of the HF signals can occur due to the rotation of the plane of polarization over the
ionized region of the propagation path. Multipath interference from more than one refracting
region, as well as dynamic irregularities in the ionospheric propagation path, are two other
sources of fading.

The specific region on the earth's surface illuminated by an HF radar depends on iono­
spheric conditions. A .. typical" patch of the ground illuminated by a single frequency might be
about 1000 km in the range coordinate. The region from 1000 to 4000 km might therefore
require the radiation of three different frequencies for full coverage. On the other hand, there
might be times when ionospheric. conditions allow this region to be covered by only a single
frequency, while at other times five or six frequencies might be required. This illustrates the
necessity for flexible management of the radar. The ionosphere must be sensed and the param­
eters of the radar adjusted to optimum operation. With proper radar design and manage­
ment it should be possible to achieve a propagation path reliability comparable to that of a
microwave radar. This requires a large frequency range of operation, high power to overcome
propagation losses, and diagnostics of the ionospheric conditions to determine proper radar
parameters.

Example capabilities. The following describe the nominal performance capahilities that might
be achieved with an over-the-horizon radar operating in the HF band :Hl

Range coverage-l000-4000 km; longer ranges are possihle with multihop propagation, but
with degraded performance.

Angle coverage--can be 3600 in azimuth from a single site, if desired; 60 to 1200 is more typical.
Targets-aircraft, missiles, and ships; also nuclear explosions, prominent surface features

(such as mountains, cities, and islands), sea, aurora, meteors, and satl:llitl:s.
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Range resolurion-could be as low as 2 km, but is more typically 20 to 40 km. 
R ~ l a t i ~ ~ e  rairge accurac~~--typically 2 to 4 km for a target location relative to a known location 

ohserved by tlie same radar. 
Ahsolrtte rurtye u c c . ~ r a c ) ~ - -  I O  to 20 kin, assutning real-time analysis of tlie propagatiori path is 

made. 
,111glc resolrrtiotr detcrrniricd by tlie bearnwidtli; i t  car1 be less that1 l o  which corresporids to 

50 kni at a distatice of 3000 km. 
I c r y  " he;itn splittirig" of orie part in 10 should be possible if tlie signal-to-noise 

ratio is sufficierlt ; iotiosplieric effects rniglit l i r ~ i i t  the angle measurement accuracy to some 
fraction of a degree. 

1)oppIer rcsol~ctiotr-resolution of targets wliose doppler frequencies differ by 0.1 Hz or less is 
generally possible: at a radar frequeticy of 20 MHz, 0.1 Hz corresponds to a difference in 
relative velocity of about 1.5 knots. 

Althougll the resolution of an HF radar is poorer in range and angle than that of 
tnicrowave radar, its resolution in the doppler-frequency domain is quite good. Targets not 
resolvable in range or angle can be readily resolved in doppler. After targets are resolved in 
doppler, measurements in range and angle can be made to a greater accuracy than given by the 
noniinal resolution in those coordinates. 

Application to air traffic control. Tlie order of magnitude increase in range possible with an 
IIF OTH radar as compared with conventional microwave radar makes it attractive for 
coverage of tliose geographical areas where it is not convenient to locate line-of-sight radars. 
I'lie observation of targets over large areas of the sea is an example where H F  OTH radar can 
find effective applications. The unique properties of these radars also make them of interest for 
military applications. To  illustrate the types of  applications well suited for H F  OTH radar, 
two examples will be mentioned: air traffic control over the sea, and remote observation of 
sea conditions. 

In the continental United States and similar land areas of the world with large air traffic, 
lotig-range microwave air-surveillance radars can keep track of aircraft for the purpose of 
providing safe and efficient air travel. Such coverage over the ocean is not practical because of 
the unavailability of suitable sites for microwave radar. A shore-based H F  OTH radar car1 
cover large areas of the ocean and detect and track aircraft so as to provide air-traffic control. 
For example, an OTH radar with 120' angle coverage and a range interval extending from 
IOU0 to 4 d k  krn can survey an area of almost sixteen million square kilometers'. Aircraft at 
any altitude within this region can be detected, located, and tracked so as to provide a 
cost-effective over-ocean air-traffic-control capability. Target height is not obtained with this 
OTIl radar. (Nor is height obtained with tlie usual microwave air-traffic-control radars.) I t  is 
possible to utilize modified H F communications equipment as transponders on each aircraft 
which can relay back to the radar tlie height of the aircraft as determined by the onboard 
altimeter, as well as tlie identity of the aircraft. Limited communications also can be effected by 
this means. Tlie cost of an f f  F OTH radar for the detection of aircraft might be expected to be 
Iiigli relative to tlic cost of a colivelitional microwave radar, but on the basis of cost per un i t  
area of  coverage it  is quite competitive.. Its chief advantage is that i t  can cover areas not 
rc;isihle wit11 corivcritiot~al rndats. 

Application to r~ieasurerrierit of sea cotiditions. The distinctive nature of the doppler freqilency 
sl~il't fro111 tlie sea allows irilormation to be extracted regarding the.sea conditions a t ~ d  the 
wrritls driving the sea.?*." Tlie major portion of the doppler-frequency spectrum from tire S C ~  
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Range resolution-could be as low as 2 km, but is more typically 20 to 40 km.
Relatil)e range accuracy-typically.2.t04 km for a target location relative to a known lpcation

observed by the same radar.
Ahsolute range accuracy--IO to 20 k Ill, assuming real-time analysis of the propagation path is

made.
A/lgle resoll/tio/l determined by the beamwidth; it can be less than 10 which corresponds to

50 km at a distance of 3000 km.
A/I~/l(' llCnlrllCY "beam splitting" of one part in 10 should be possible if the signal-to-noise

ratio is suffkient; ionospheric effects might limit the angle measurement accuracy to some
fraction of a degree.

Doppler resolutio/l-resolution of targets whose doppler frequencies differ by 0.1 Hz or less is
generally possible; at a radar frequency of 20 MHz, 0.1 Hz corresponds to a difference in
relative velocity of about 1.5 knots.

Although the resolution of an HF radar is poorer in range and angle than that of
microwave radar. its resolution in the doppler-frequency domain is quite good. Targets not
resolvable in range or angle can be readily resolved in doppler. After targets are resolved in
doppler, measurements in range and angle can be made to a greater accuracy than given by the
nominal resolution in those coordinates.

Application to air traffic control. The order of magnitude increase in range possible with an
II F OTH radar as compared with conventional microwave radar makes it attractive for
coverage of those geographical areas where it is not convenient to locate line-of-sight radars.
The observation of targets over large areas of the sea is an example where HF OTH radar can
find effective applications. The unique properties of these radars also make them of interest for
military applications. To illustrate the types of applications well suited for HF OTH radar,
two examples will be mentioned: air traffic control over the sea, and remote observation of
sea conditions.

In the continental United States and similar land areas of the world with large air traffic,
long-range microwave air-surveillance radars can keep track of aircraft for the purpose of
providing safe and efficient air travel. Such coverage over the ocean is not practical because of
the unavailability of suitable sites for microwave radar. A shore-based HF OTH radar can
cover large areas of the ocean and detect and track aircraft so as to provide air-traffic control.
For example, an OTH radar with 1200 angle coverage and a range interval extending from
1000 to 4<i)o km can survey an area of almost sixteen million square kilometers'. Aircraft at
any altitude within this region can be detected, located, and tracked so as to provide a
cost-effective over-ocean air-traffic-control capability. Target height is not obtained with this
OTH radar. (Nor is height obtained with the usual microwave air-traffic-control radars.) It is
possible to utilize modified HF communications equipment as transponders on each aircraft
which can relay back to the radar the height of the aircraft as determined by the onboard
altimeter, as well as the identity of the aircraft. Limited communications also can be effected by
this means. The cost of an HF OTH radar for the detection of aircraft might be expected to be
high relative to the cost of a conventional microwave radar, but on the basis of cost per unit
area of coverage it is quite competitive.. Its chief advantage is that it can cover areas not
feasible with conventional rauars.

Application to measurement of sea conditions. The distinctive nature of the doppler frequency
shill from the sea allows information to be extracted regarding the· sea conditions alld the
WlIllls driving the sea. J4

.
25 The major portion orthe doppler-frequency spectrum from tl:t.: <;('3
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Figure 14.8 Spectl-t~m \he radar echo from the .,ra obtained from an area about 9.5 by 7.5 km via 
groundwave propag;ition. The sea was developed by a 25-knot approaching ~ i n d .  Radar frcqi~rncy was 
13.4 M H z  producing .i resonant doppler frequency shift of 0.37 HL.  The dopplcr frcquoncy scale tias hccn 
normalized so that ttte dominant components are i i t  + I .  AKW = approach resonant wave; KHW = 

recede resonant wavu. calibration signal is at left of figure. 

is not found at zero freqt~ency as is the case for land backscatter, but is centered at two discrete 
frequencies symmetrically spaced around zero, Fig. 14.8. The sea may be thought of as 
composed of a large number of individual wave trains, each with a differcnt wavelength and 
amplitude and traveling In different directions. This collection of wave trains is described by a 
two-dimensional spectrum (wave amplitude as a funct~on of water-wavelength and d ~ r e c t ~ o n  ol' 
travel). At grazing incidence the radar responds chiefly t o  the two wave trains whlch are 
traveling toward and aw.iv from the radar, each with a water-wavelength A, equal to half thc 
radar-wavelength A,. For , I  grazing angle 4, this cond~tlon becomes A, = (,?,/2) cos 4 The 
scattering from these two " resonant" wave components is similar to  that from a diffract~on 
grating. The term Bragg s,..ltter IS sometimes used to describe t h ~ s  form of scattering, by 
analogy to the Bragg-scatter mode for the X-ray diffraction by crystals. 

The velocity of  a water wave (a  gravity wave in deep water) is v = ( g R , / 2 ~ ) ' ~ ~ ,  where g is 
the acceleration of gravity Subst~tuting this velocity Into the classical formula for doppler 
frequency shift [Eq. (3 2)], and using the resonant condition A ,  = ,412 ,  gives the doppler sh~ft  
for the resonant sea waves at gr :zing incidence as 

The plus sign appl~es to the apprt,aching resonant wave, and the minus sign corresponds to the 
receding resonant wave. When tile wind is blowing toward the radar tlie dpproacliing-wavc 
spectral line IS the larger of the two. When the wind is blowing away from the radar, the 
receding-wave spectral line is the larger When the wind IS blowing perpendicular to 
the direction of the radar beam, the two spectral lines are equal. Thus the relative magnitude 
of the two major components of the doppler spectrum can provide a measure of the direction 
of the wind. (More ;-\recisely, ~t determines the direction of the waves driven by the wind since 
the wave and wind djrections are not exactly coincident.) Note that In Eq. (14.23) the doppler 
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Figure 14.8 Spectrllm llf Ihe radar echo from the,ea obtained from an area about 9.5 by 7.5 km via
groundwave propag;.tion. The sea was developed by a 25-lI.not approaching ..... ind. Radar frequency was

. 13.4 M Hz producing .1 resonant doppler frequency shift of 0.37 HI. The doppler frequency scale has hecn
Ilormaltzed so that tile Jominant components are at ± I. AR W = approach resonant wave; RRW =

recede resonant wave calibration signal is at left of figure.

is not found at zero frequency as is the case for land backscatter, but is centered at two discrete
frequencies symmetrically spaced around zero, Fig. 14.8. The sea may be thought of as
composed of a large nlJmber of individual wave trains, each with a different wavelength and
ampli~ude and traveling in different directions. This collection of wave trains is described by a
two-dimensional spectrum (wave amplitude as a function ofwater-wavclength and direction or
travel). At grazing incidence the radar responds chiefly to the two wave trains which are
traveling toward and aWJV from the radar, each with a water-wavelength Aw equal to half the
radar-wavelength Ar . For it grazing angle 4>, this condition becomes Aw = (J.. r /2) cos 4>. The
scattering from these two .. resonant" wave component~ is similar to that from a diffraction
grating. The term Bragg sdtter is sometimes used to describe this form of scatlcnng. by
analogy to the Bragg-scatte..- mode for the X -ray diffraction by crystals.

The velocity of a water wave (a gravity wave in deep water) is v = (gA w/2n)JI2, where 9 is
the acceleration of gravity. Substituting this velocity into the classical formula for doppler
frequency shift [Eq. (32)], and u-,ing the resonant condition Aw = Ar /2, gives the doppler shift
for the resonant sea waves at grmng incidence as

./~ = ±Jg!nA. (14.23)

The plus sign applies to the apprl)arhing resonant wave, and the minus sign corresponds [0 the
receding resonant wave. When tile wind is hlowing toward the radar the approaching-wave
spectral line IS the larger of the two. When the wind is blowing away from the radar, the
receding-wave spectral line is the larger. When the wind IS blowing perpendicular to
the direction of the radar beam, the two spectral lines are equal. Thus the relative magnitude
of the two major components of the doppler spectrum can provide a measure of the direction
of the wind. (More I'recisely, it determines the direction of the waves driven by the wind since
the wave and wind dlrections are not exactly coincident.) Note that in Eq. (14.23) the doppler
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frequency shift is proportional to tlie square root of the carrier frequency instead of tlie linear 
dependence normally characteristic of a doppler shift. 

As the wind speed increases, higher-order components appear at $fd .  J f d .  etc. The 
appearance of higher-order components can be used as a measure of the wind speed, but a 
more useful measure is the magnitude of the continuum about zero doppler relative to the 
magtiitude of tlie larger resonant spectral line. (The continumum between the two spectral 
lines is determined by second-order scattering from sets of waves that form corner 
 reflector^.'^) I f  land clutter is present in the radar resolution cell along with sea clutter, or i f  it 
eriters the radar via the antenna sidelobes, there will be a spectral component at zero frequency 
wliicli can degrade the usefulness of this measurement. When the sea is saturated. which is not 
trr~trs~r;tI for tl~ose wntcr wavclc~igtt~s resotiarlt with f4F wavclcr~gths. tlieory predicts, atid 
cxpcrirnents verify, that tlie cross sectiotl per unit area (TO corresponding to the larger resonant 
component is - 29 dB. independent of sea state and frequency.25.2h This allows that compo- 
nent to be used as a calibration standard. 

~l'lius an examination of the doppler spectrum of the sea can give the sea roughness and 
d i tcc t io~~,  from wliicti cat1 hc ilifcrrcd sor~ietliirig about the witids driving t l~e  sea. Swell waves 
or ship eclioes can be recog~iised as distinct components. Surface currents can he noted by the 
asymmetrical placement of the two resonant components about zero frequency. With suficient 
radar measurements tlie two-dimensional sea spectrum can be derived. The HF radar rcpre- 
sents a uniqire tool for measuriti? sea conditions at a distance. Tlie cost of a radar to measure 
sea coriditiotis can be considerably less than the cost of an HF radar to detect aircraft. I t  is 
iritcrcsting to note that the dcvclopmcnt of si~ch a capability was originally not as an attempt 
to Icilrn niore about tlic sea. t3irt was a byproduct of attempts to iniprove tlic detection or 
targets in a sea-clutter background. 

111; radar equation. Tlie simple OTi-i radar equation of Eq. (14.22) does not account for the 
fact that a surveillance radar must cover a specified angular sector in a specified time. The 
radar equation for a microwave surveillance radar was given by Eq. (2.57). This must be 
modified for an H F  radar since the coherent integration tim'e T,  is fixed in an H F  radar by the 
doppler processing requirements. Also in an H F  radar, the elevation beamwidth 0 ,  is often not 
available as a design parameter because of the large cost ofhigh antenna structures. Substituting 
into Eq. (14.22) G, = G, = G = nZ/O,O,, where 0, = azimuth beamwidth; and T,  = rS0,/OT, r ,  = 

revisit time (scan time) and 0 ,  = total azimuth angle coverage, we get 

Lumpirig into a single constant K the constants in this equation and the parameters assumed 
to  be given (including I),.) or not under the control of the radar designer, we get 

Thus a measure of the performance of an H F  surveillance radar is the ratio of the average 
power divided by the azimi~tli beamwidth. When comparing the performance of two radars 
with different antenna heights as well as dimerent widths, a measure of relative performance is 

Measure of performance = Pa, w h 2  (14.26) 

where w = antenna width and It = antenna height. If separate antennas are used for transmit 
and receive, rv is the width of the receiving antenna and 11' is replaced by h,hr where 
it, = transmitting antenna height and /I, = receiving antenna height. 

(14.24)

(14.25)
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frequency shift is proportional to the square root of the carrier frequency instead of the linear
dependence normally characteristic of a doppler shift.

As the wind speed increases. higher-order components appear at j1.fd. fird. etc. The
appearance of higher-order components can be used as a measure of the wind speed. but a
more useful measure is the magnitude of the continuum about zero doppler relative to the
magnitude of the larger resonant spectral line. (The continumum between the two spectral
lines is determined by second-order scattering from sets of waves that form corner
retlectors. 24 ) If land clutter is present in the radar resolution cell along with sea clutter. or if it
enters the radar via the antenna sidelobes. there wiJl be a spectral component at zero frequency
which can degrade the usefulness of this measurement. When the sea is saturated. which is not
1"1I1~11tl1 for those water wavelengths rcsonant with HF wavelcngths. thcory predicts. and
experiments verify. that the cross section per unit area (To corresponding to the larger resonant
component is - 29 dB. independent of sea state and frequency.25.26 This allows that compo­
nent to be used as a calibration standard.

Thus an examination of the doppler spectrum of the sea can give the sea roughness and
dircction. from which can hc infcrred something about the winds driving the sca. Swell wavcs
or ship echoes can be recognized as distinct components. Surface currents can be noted by the
asymmetrical placement of the two resonant components about zero frequency. With sufficient
radar measurements the two-dimensional sea spectrum can be derived. The HF radar repre­
senls a unique tool for measurill~ sea conditions at a distance. The cost of a radar to measure
sea conditions can be considerably less than the cost of an HF radar to detect aircraft. It is
inleresting 10 note that the development of such a capability was originally not as an attempt
to learn more ahout the sea, but was a byproduct of attempts to improve the detection of
targets in a sea-clutter background.

IlF radar equation. The simple OTH radar equation of Eq. (14.22) does not account for the
fact that a surveillance radar must cover a specified angular sector in a specified time. The
radar equation for a microwave surveillance radar was given by Eq. (2.57). This must be
modified for an HF radar since the coherent integration time T.: is fixed in an HF radar by the
doppler processing requirements. Also in an HF radar, the elevation beamwidth Or is often not
available as a design parameter because of the large cost of high antenna structures. Substituting
inlo Eq. (14.22) G, = G, = G = Tt

2/O"Or' where 0" = azimuth beamwidth; and T.: = tsO,,/OT' t s =
revisit time (scan time) and 0T = total azimuth angle coverage, we get

(" R4 ~PavA2(JFpts

- 64N oO"O;(SjN)LsOr

Lumping into a single constant K the constants in this equation and the parameters assumed
to be given (including 0,.) or not under the control of the radar designer. we get

R4 = K !,av
0"

Thus a measure of the performance of an HF surveillance radar is the ratio of the average
power divided by the azimuth beamwidth. When comparing the performance of two radars
with different antenna heights as well as different widths, a measure of relative performance is

Measure of performance = Pa,·wh2 (14.26)

where IV = anlenna width and It = antenna height. If separate antennas are used for transmit
and receive, IV is the width of the receiving antenna and 1t 2 is replaced by h, It, where
It, = transmitting antenna height and It, = receiving antenna height.
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A "figure of merit" that has been used in the past for comparison of O T H  radars is the 
DBJ value which is defined as the product of  Pa,  G, G ,  T,, expressed in dB. The units are joirles 
(energy), o r  dB  relative t o  a joule, hence the name DRJ. It is quite different than the measure of 
performance given above. This figure of merit is more representative of a " searchlighting " 
radar and not a surveillance radar. 

Ground-wave OTH radar. The type of O T H  radar described in the above that propagates vra 
refraction from the ionosphere is sometimes called a sky-wave radar. It is also possible at H F  
to  propagate energy around the curvature of the earth by diffraction. This is commonly called 
ground-wave propagation. A ground-wave radar can detect the same kind of targets as can a 
sky-wave radar. Detection is somewhat easier than with sky-wave propagation since iono- 
spheric effects are not present and clutter returns from aurora generally can b$lelirninated by 
time gating. The ground-wave radar has a far shorter range than can be obtained via sky wave 
because of the propagation loss which increases exponentially with range. A ground-wave 
radar of a size and frequency comparable to the sky-wave radar discussed in the above might ' < ~ "  

have a range against low-altitude aircraft targets of perhaps 200 to 400 km. 
i 

The microwave radar that uses the over-ocean evaporative dlrct (Sec. 12.5) to obtain 
extended propagation to  detect low-altitude or  surface targets beyond the normal line of sight 
is also sometimes called an over-the-horizon radar. It should not be confused wit11 the H F  
radars described in this section that operate at much lower frequencies and at much longer 
ranges. 

14.3 AIR-SURVEILLANCE  RADAR^' 29.46 49,103  

The first successful application of radar was for the detection and tracking of aircraft. Air 
surveillance continues to  be one of the more important radar applications for both civilian 
(air traffic control) and military purposes. The military employ such radars for general hurveil- 
lance of the airspace, for providing acquisition information to  anti-air-warfitre systems, and for 
directing aircraft to an interception. There are two different types of civilran air-surve~llanc~ 
radars used by the Federal Aviation Administration for the control of air traffic in t11c Ij~lited 
States. One is the S-band 60 nmi airport-si~rveillu~~ce radar (ASH),  t:ig. 14 9, wll~cll l,~c~v~clcb 
information on aircraft in the vicinity of airports. The other is the L-hand, 2(M) I I ~ I  air-rotltc 
sirrveillance radar (ARSR) ,  Fig. 14.10, that provides coverage bctwccn airports. Tahlc I4 I 1151b 

the major characteristics of these two radars. 
There is no simple formula or  step-by-step guide for the design of an air-surveillance 

radar. One  place to start, however, is with the proper form of the radar eqi~ation, along with a 
clear understanding of the task to be accomplished by the radar and knowledge of the con- 
straints imposed by the environment. Quite often there IS more than one Pictor affcct~ng the 
selection of a particular radar characteristic, and these factors are sometimes conllicting. The 
designer must then make subjective judgments or  even arbitrary choices in order to arrive at 
a compromise set of radar characteristics. Logical design of an entire radar system by com- 
puter is therefore difficult and dangerous. Experience and educated gilesses are still necessary 
in many cases, just as is true of other engineering disciplines in which reasonable design 
decisions must be made on the basis of incomplete information or conflicting constraints. I t  is 
for these reasons that different design groups, in meeting the same user's reqi~irements, often 
produce different radar designs that bear little oi~tward resemblance to one anotiler, yet 
accomplish the same objectives. 
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A .. figure of merit" that has been used in the past for comparison of OTH radars is the
DBJ value which is defined as the product of Pay G, G, Tc, expressed in dB. The units are joules
(energy), or dB relative to ajoule,hence the name DB1. It is quite different than the measure of
performance given above. This figure of merit is more representative of a .. searchlighting "
radar and not a surveillance radar.

Ground-wave OTH radar. The type of OTH radar described in the above that propagates via
refraction from the ionosphere is sometimes called a sky-wave radar. It is also possible at HF
to propagate energy around the curvature of the earth by diffraction. This is commonly called
ground-wave propagation. A ground-wave radar can detect the same kind of targets as can a
sky-wave radar. Detection is somewhat easier than with sky-wave propagation since iono­
spheric e~ects are not present and clutter returns from aurora generally can b~)eliminated by
time gating. The ground-wave radar has a far shorter range than can be obtained via sky wave
because of the propagation loss which increases exponentially with range. A ground-wave
radar of a size and frequency comparable to the sky-wave radar discussed in the above might
have a range against low-altitude aircraft targets of perhaps 200 to 400 km.

The microwave radar that uses the over-ocean evaporative duct (Sec. 12.5) to obtain
extended propagation to detect low-altitude or surface targets beyond the normal line of sight
is also sometimes called an over-the-horizon radar. It should not be confused with the HF
radars described in this section that operate at much lower frequencies and at much longer
ranges.

14.3 AIR-SURVEILLANCE RADAR 2729,4649.103

The first successful application of radar was for the detection and tracking of aircraft. Air
surveillance continues to be one of the more important radar applications for both civilian
(air traffic control) and military purposes. The military employ such radars for general surveil­
lance of the airspace, for providing acquisition information to anti-air-warfare systems, and for
directing aircraft to an interception. There are two different types of civilian air-surveillance
radars used by the Federal Aviation Administration for the control of air traffic in the lJnited
States. One is the S-band 60 nmi airport-surveillance radar (ASR), Fig. 14.9, which pr(\vides
information on aircraft in the vicinity of airports. The other is the L-band, 200 nmi air-roule
surveillance radar (ARSR), Fig. 14.10, that provides coverage between airports. Table 14.1 lists
the major characteristics of these two radars.

There is no simple formula or step-by-step guide for the design of an air-surveillance
radar. One place to start, however, is with the proper form of the radar equation, along with a
clear understanding of the task to be accomplished by the radar and knowledge of the con­
straints imposed by the environment. Quite often there is more than one factor affecting the
selection of a particular radar characteristic, and these factors are sometimes conllicting. The
designer must then make subjective judgments or even arbitrary choices in order to arrive at
a compromise set of radar characteristics. Logical design of an entire radar system by com­
puter is therefore difficult and dangerous. Experience and educated guesses are still necessary
in many cases, just as is true of other engineering disciplines in which reasonable design
decisions must be made on the basis of incomplete information or conflicting constraints. It is
for these reasons that different design groups, in meeting the same user's requirements, often
produce different radar designs that bear little outward resemblance to one another, yet
accomplish the same objectives.
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Figure 14.9 diock diagran~ of the ASR-8 airport surveillance radar. APG is the azimuth puise generator 
which provides antenna timing information, and CJB is the cable junction box. (Courtesy o/ Texas 
111.~f rl l t t1~~11~s.  I I I C . )  

User's requirements. Sirlce the desigrl of a radar is strongly influenced by the task it is to 
accornplisi~, tllc radar desigilcr sllould start with the user's requirements. For an air-traffic- 
co~itrol  radar these rnigllt include the following: purpose the radar is to serve; types of aircraft 
i t  rnust detect; lnaxirniirn range, with a stated probability of detection and average time 
between false alarms; coverage; number of aircraft expected within the radar coverage; mini- 
rnum spacing of targets, which then determines the required resolution; accuracy of target 
location, or the accuracy of the target trajectory if a track-while-scan radar; weather and the 
environment in which the radar must operate, including restrictions imposed by the site or the 
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Figure 14.9 diock diagram of the ASR-8 airport surveillance radar. APG is the azimuth puise generator
which provides antenna timing information, and CJ B is the cable junction box. (Courtesy of Texas
Inst I"lIIIICIltS. 11Ic.)

User's requirements. Since the design of a radar is strongly influenced by the task it is to
accomplish. the radar designer should start with the user's requirements. For an air-traffic­
control radar these might include the following: purpose the radar is to serve; types of aircraft
it must detect; maximum range, with a stated probability of detection and average time
between false alarms; coverage; number of aircraft expected within the radar coverage; mini­
m urn spacing of targets, which then determines the required resolution; accuracy of target
location, or the accuracy of the target trajectory if a track-while-scan radar; weather and the
environment in which the radar must operate, including restrictions imposed by the site or the



Figure 14.10 Photograph of the ARSR-3, air route surveillance radar. (Co~trrcsy l?i' ~Y~~sritlyhotrsr. Itic.) 

Table 14.1 Characteristics of two air traffic control radars28.46.56 

Frequency band 
Freq i~ency 
Instrt~mented range 
Peak power 
Average power 
Noise figure 
Pulse width 
Pulse repetition frequency 

Antcnna rotation rate 
Ante~tna size 
Azimuth beamwidth 
Elevation coverage 
Antenna gain 
Polarization 
Blind speed 
MTI improvement factor 

L 
1250-1350 MHz 
200 nmi (370 km) 
5 M W  
3.6 kW 
4 dB 
2 11s 
310-365 HZ 

5 rpm 
12.8 m by 6.9 m 
1.25" 
40" 
34 dB 
hor, vert, or  circular 
1200 knots 
39 dB 

S 
2700-2900 MHz 
60 nmi ( 1  I 1  km) 
1.4 M W  
875 W 
4 dB 
0.6 jts 
700- 1200 HZ 
1040 Hz (ave) 
12.8 rpm 
4.9 m by 2.7 m 
1.35" 
30" 
33 dB 
vert or  circular 
800 knots 
34 dB 
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Figure 14.10 Photograph of the ARSR-3, air route surveillance radar. (Col/rtt'sy of Weslillyhollst', IlIc.)

Table 14.1 Characteristics of two air traffic control radars 28 .46.56

Frequency band
Frequency
Instrumented range
Peak power
Average power
Noise figure
Pulse width
Pulse repetition frequency

Antenna rotation rate
Antenna size
Azimuth beamwidth
Elevation coverage
Antenna gain
Polarization
Blind speed
MTI improvement factor

ARSR-3

L
1250-1350 MHz
200 nmi (370 km)
5MW
3.6 kW
4 dB
2 /IS
310-365 Hz

5 rpm
12.8 m by 6.9 m
1.25 0

400

34 dB
hor, vert, or circular
1200 knots
39 dB

ASR-8

S
2700-2900 MHz
6Onmi(lllkm)
1.4 MW
875 W
4 dB
0.6 jlS

700-1200 Hz
1040 Hz (ave)
12.8 rpm
4.9 m by 2.7 m
1.35°
30°
33 dB
vert or circular
800 knots
34 dB
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vehicle on wliicli tile radar is carried; rcliahility (mean tinie betwceti failures), availability 
(fraction of time tlie radar works properly). and maintainability (sornctimcs these last three are 
called RAM); electromagrietic compatibility (EMC) requirements; restrictions on size, weight, 
cost, and delivery: type of prime-power available; restrictions on warm-up time and shut- 
dowti procedures; and the form in which tlie output information froin the radar isdesired. The 
user (or buyct ) s l ~ o i ~ l d  i~ttctnpt to l i l i i l t  llic rcqtlirctlictits to stalcnicllls of pcrforlnatice r'atlicr 
than give them in ternis oCspecific radar cllaracteristics wliicli restrict the radar designer in tile 
clioiccs i~vnil:~hle. 

Characteristics of a long-range air-surveillance radar. T o  illustrate tlie nature of a long-range 
air-surveillii~ice ri~dnr, the ARSK-3 (Table 14.1) will be described. No clairn is niade tlint tlie 
rationale given for eacli cllaracteristic was that wliich influenced the original specifications for 
this radar. The brief discussion here is simply meant to convey some of the general philosophy 
that might enter into radar design. 

The ARSR-3 has iln instrurnentcd range of 200 nmi. and is required to detect a 2 rn2 
cross-section target with a single-scan probability of detection of 0.8 and a false alarm proba- 
bility of  10- '. The greater [lie radar range the fewer the number of radars required to cover a 
specified area. On the other hand. the radars cannot be placed too Pdr apart since tlie curvature 
of the cart11 will limit the minimum altitude at which targets can be seen. For example. at 
2Ot) rimi. all targets below X ktn altitildc are beneath tlie radar line of siglit and normally 
would riot be detected. Most commercial aircraft have a cross section greater than ihe 2 mZ 
specified for this radar. This low value is necessary, i~owever, i f  small general-aviation aircraft 
are also to be detected. 

The 5 rpni rotation rate of tlie antenna corresponds to a 12-second interval between 
target observations (scan tinie). This is about tlie longest interval that can usually be tolerated 
between observations o f  aircraft targets. A high rotation rate is needed for good target track- 
ing. A low rotation rate is desired for more hits on target, which reduces tlie requiremcnts for 
large transmitter power or antenna aperture. For a surveil!ance radar the product of average 
power, antetitla aperture. arid scan time is a constant. Eq. (2.57). Reducing scan time (increas- 
ing rotation rate) requires at1 increase in the average power and/or antenna s i x .  Some long- 
range military radars have rotation rates of 15 rpm ( 4 4  scan time) because of the likelihood 
of target maneuver. A rapid change of course is less likely for civilian aircraft: hence. tlie slower 
rotation rate of 5 rpm for the ARSR-3. 

.Plie pulse width of 2 14s corresponds to a range resolution of about 300 m. (I t1  practice. 
4- the resolution is said to be about 500 m.46) I f  limitations on peak power require a co'nsidcrably 

longer pulse width in order to acliieve the necessary energy within the pulse. some form of 
pulse compression could be used. (The ARSR-3 does not have pulse compression, however.) 
FM (chirp) is a common choice of pulse-compression waveform. 

The 12.8 m (42 ft) wide by 6.9 m (22.6 it) I~igli antenna reflector produces a 1.25" azimuth 
beamwidtli and a shaped elevation beam extending beyond 40" so as to provide coverage to an 
altitude of 18.6 km (61 f t ) .  The upper corners of the antenna aperture have a square rather 
than rounded outline. This causes the underside of the elevation beam to have a sharp drop-off 
wliicli minimizes the ground-reflected energy that causes a lobed elevation pattern and a 
degradation of the rairi-rejection capability of circular polarization. The azimuth resolution 
and accuracy obtained by tlie 1.25" beatnwidth is said to be 2" and 0.2", re~pectively.'~ Tlie 
antenna cati he lio~lsed in a 17.4 tn (57 f t )  diameter rigid geodesic-radome. 

The AKSR-3 antenna generates two beams sliglitly displaced in elevation for the purpose 
of reducing the eclioes from high-speed surface clutter, such as from automobiles and trucks. 
These clutter echoes cati be large enougll and have a sufficiently high doppler frequency shift 
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vehicle on which the radar is carricd; rcliability (mean time hetween failures). availability
(fraction of time the radar works properly). and maintainability (somctimesthese last three are
called RAM); elcctromagnetic compatibility (EMC) requirements; restrictions on size. weight,
cost, and delivery: type of prime-power available; restrictions on warm-up time and shut­
down procedures; and the form in which the output information from the radar is desired. The
user (or buycr) should attclllpt to limil thc requircments to statcments of performance rather
than give them in terllls of specific radar characteristics which restrict the radar designer in the
choices availahle.

Characteristics of a lon~-range air-surveilla'nce radar. To illustrate the nature of a long-range
air-surveillancc radar, the ARSR-J (Tablc 14.1) will be describcd. No claim is made that the
rationale given for each characteristic was that which innuenced the original specifications for
this radar. The brief discussion here is simply meant to convey some of the general philosophy
that might enter into radar design.

The ARSR-3 has an instrumented range of 200 nmi, and is required to detect a 2 m 2

cross-section target with a single-scan probability of detection of 0.8 and a false alarm proba­
bility of 10- 6. The greater the radar range the fewer the number of radars required to cover a
spccifled area. On the other hand. the radars cannot be placed too far apart since the curvature
of the earth will limit the minimum altitude al which targets can be seen. For example. at
200 nmi. all targets below X km altitude are heneath the radar line of sight and normally
would not he detected. Most commercial aircraft have a cross section greater Ihan the 2 m 2

specifled for this radar. This low value is necessary, however. if small general-aviation aircraft
are also to he detected.

The 5 rpm rotation rate of the antenna corresponds to a 12-second interval between
target observations (scan time). This is about the longest interval that can usually be tolerated
hetween observations of aircraft targets. A high rotation rate is needed for good target track­
ing. A low rotation rate is desired for more hits on target, which reduces the requirements for
large transmitter power or antenna aperture. For a surveil!ance radar the product of average
power. antenna aperture. and scan time is a constant. Eq. (2.57). Reducing scan time (increas­
ing rotation rate) requires all increase in the average power and/or antenna size. Some long­
range military radars have rotation rales of 15 rpm (4-s scan time) because of the likelihood
of target maneuver. A rapid change of course is less likely for civilian aircraft: hence. the slower
rotation rate of 5 rpm for the ARSR-3.

The pul~e width of 2 liS corresponds to a range resolution of about 300 m. (In practice,
the resoluticfn is said to be about 500 m.46

) If limitations on peak power require a co'nsidcrably
longer pulse width in order to achieve the necessary energy within the pulse, some form of
pulse compression could be used. (The ARSR-J does not have pulse compression, however.)
FM (chirp) is a common choice of pulse-compression waveform.

The 12.8 m (42 ft) wide by 6.9 m (22.6 ft) high antenna reflector produces a l.25° azimuth
heamwidth and a shaped elevation beam extending beyond 40° so as to provide coverage to an
altitude of 18.6 km (61 ft). The upper corners of the antenna aperture have a square rather
than rounded outline. This causes the underside of the elevation beam to have a sharp drop-ofT
which minimizes the ground-reflected energy that causes a lobed elevation pattern and a
degradation of the rain-rejection capability of circular polarization. The azimuth resolution
and accuracy obtained by the 1.25° beamwidth is said to be 2° and 0.2°, respectively.46 The
antenna can he hOllsed in a 17.4 m (57 ft) diameter rigid geodesic-radome.

The ARSR-3 antenna generates two beams slightly displaced in elevation for the purpose
of reducing the echoes from high-speed surface clutter, such as from automobiles and trucks.
These clutter echoes can be large enough and have a sufficiently high doppler frequency shift
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to not be completely eliminated by MTI doppler processors. Transmission takes place only on 
the lower of the two beams. At short range, reception is on the lipper beam only. This beam is 
tilted to  minimize illumination of the ground. As the transmitted pulse travels beyond the 
ground clutter range (typically 50 miles o r  greater) the receiver is switched to the lower beam 
for long-range reception. In the ARSR-3 the ratio of the lower-beam gain in the direction o f  
the horizon t o  that of the upper-beam gain in the same direction is 16 dB.'" (The lower beam 
has its half-power point on the horizon.) The antenna elevation pattern is shaped to have at 
the higher angles a greater gain than would be normal with a cosecant-squared pattern. This 
permits sensitivity time control (STC) to  be used with the radar without a loss of coverage at 
high altitudes and short range (Fig. 7.27). The STC is employed to  reduce near-in clutter, 
especially from birds and insects. In this radar the STC is applied in the R F  ahead of the 
low-noise amplifier. The advantage of STC in the RF as compared to the IF  is that i t  prevents 
saturation of the RF  amplifier, as well as the I F  amplifier, by close-in clutter. Themoist: level in 
the receiver is but little affected by the STC, a condition that is desired for operation of the 
log-CFAR receiver. Four PIN diodes provide an STC range of 63 dB  with an  insertton loss of 
less than 0.6 dB. 

The ARSR-3 is really two separate radars, each at a different frequency, operating into a 
single antenna. Either system can be used separately (simplex operation) or  both can be used 
simultaneously (diplex operation). The chief reason for the dual channels in this radar is to 
provide greater availability of the radar. A failure in one channel does not require the radar to 
shut down. The radar operhtes with a single channel while repairs are being made. The 
availability of dual-channel radars with built-in-test equipment and fault isolation has been 
demonstrated to be considerably greater than 99 percent. High availability also requires that 
spare parts be at hand when needed and that maintenance personnel be experienced and 
motivated. In  diplex operation the two frequencies are radiated on orthogonal polarizations. 
Frequency and polarization diversity can provide an improved signal-to-noise ratio by con- 
verting a Swerling type 1 target (Sec. 2.8) with scan-to-scan fluctuations t o  a Swerling type 2 
with pulse-to-pulse fluctuation. From 4 t o  7 dB improvement in signal-to-noise ratio might be 
achieved in the diplex mode as compared with the simplex mode.46 

The ARSR-3 utilizes a klystron amplifier t o  achieve 5 MW peak power and 3.6 kW 
average power. The receiver front-end is a low-noise transistor with 4 d B  noise figure. The 
logarithmic receiver is followed by a CFAR which divides the amplitude of each range sample 
in the logarithmic output by the average amplitude of the returns within 4 nmi of that sample. 
A 4-pulse digital canceller is employed with variable interpulse periods to  produce a calculated 
MTI improvement factor of 39 dB. The pulse repetition frequencies range from 310 to 
360 Hz. 

The ARSR-3 contains provision for switching in o r  out various processing features. A 
range-azimuth generator (RAG) permits the selection to  be made on the basis of both range 
and azimuth. Among the features that might be selected by range and azimuth are included the 
choice of MTI or  normal (log-CFAR) video, two STC control curves (one optimized for 
terrain clutter, the other for sea clutter), the crossover range in switching from the upper to the 
lower beam, fixed pulse-repetition period (for eliminating second-time-around clutter) or 
variable pulse periods, different R F  receiver gains, and sectors for transmitter blank~ng to 
avoid RFI. 

The digital target extractor provides the radar output in a form suitable for transmission 
over narrowband telephone lines rather than require wideband microwave data  links. Sliding- 
window detectors determine the range and azimuth centroid of the radar returns using the 
m-out-of-n detection criterion. . i. - 

Circular polarization can be selected to  reduce weather clutter. MTI and the log-CFAR 

540 INTRODUCTION TO RADAR SYSTEMS

to not be completely eliminated by MTI doppler processors. Transmission takes place only on
the lower of the two beams. At short range, reception is on the LIpper heam only. This heamis
tilted to minimize illumination of the ground. As the transmilled pulse travels heyond the
ground clutter range (typically 50 miles or greater) the receiver is switched to the lower beam
for long-range reception. In the ARSR-3 the ratio of the lower-heam gain in the direction of
the horizon to that of the upper-beam gain in the same direction is 16 dB ..~b (The lower beam
has its half-power point on the horizon.) The antenna elevation pattern is shaped to have at
the higher angles a greater gain than would be normal with a cosecant-squared pallern. This
permits sensitivity time control (STC) to be used with the radar without a loss of coverage at
high altitudes and short range (Fig. 7.27). The STC is employed to reduce near-in cluller,
especially from birds and insects. In this radar the STC is applied in the RF ahead of the
low-noise amplifier. The advantage of STC in the RF as compared to the IF is that it prevents
saturatio~ of the RF amplifier, as well as the IF amplifier, by close-in clutter. The'-1Oise level in
the receiver is but little affected by the. STC, a condition that is desired for operation of the
log-CFAR receiver. Four PIN diodes provide an STC range of 63 dB with an insertion loss of
less than 0.6 dB.

The ARSR-3 is really two separate radars, each at a different frequency, operating into a
single antenna. Either system can be used separately (simplex operation) or both can be used
simultaneously (diplex operation). The chief reason for the dual channels in this radar is to
provide greater availability of the radar. A failure in one channel does not require the radar to
shut down. The radar operates with a single channel while repairs are being made. The
availability of dual-channel radars with built-in-test equipment and fault isolation has been
demonstrated to be considerably greater than 99 percent. High availability also requires that
spare parts be at hand when needed and that maintenance personnel be experienced and
motivated. In diplex operation the two frequencies are radiated on orthogonal polarizations.
Frequency and pot"arization diversity can provide an improved signal-to-noise ratio by con­
verting a Swerling type 1 target (Sec. 2.8) with scan-to-scan fluctuations to a Swerling type 2
with pulse-to-pulse fluctuation. From 4 to 7 dB improvement in signal-to-noise ratio might be
achieved in the diplex mode as compared with the simplex mode.46

The ARSR-3 utilizes a klystron amplifier to achieve 5 MW peak power and 3.6 kW
average power. The receiver front-end is a low-noise transistor with 4 dB noise figure. The
logarithmic receiver is followed by a CFAR which divides the amplitude of each range sample
in the logarithmic output by the average amplitude of the returns within i nmi of that sample.
A 4-pulse digital canceller is employed with variable interpulse periods to produce a calculated
MTJ improvement factor of 39 dB. The pulse repetition frequencies range from 310 to
360 Hz.

The ARSR-3 contains provision for switching in or out various processing features. A
range-azimuth generator (RAG) permits the selection to be made on the basis of both range
and azimuth. Among the features that might be selected by range and azimuth are included the
choice of MTJ or normal (log-CFAR) video, two STC control curves (one optimized for
terrain clutter, the other for sea clutter), the crossover range in switching from the upper to the
lower beam, fixed pulse-repetition period (for eliminating second-time-around clutter) or
variable pulse periods, different RF receiver gains, and sectors for transmitter hlanking to
avoid RFI.

The digital target extractor provides the radar output in a form suitable for transmission
over narrowband telephone lines rather than require wideband microwave data links. Sliding­
window detectors .determine the range and azimuth centroid of the radar returns using the
m-out-of-n detection criterion.. l.:c.

Circular polarization can be selected to reduce weather clutter. MTJ and the log-CFAR
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receivers also reduce weather clutter at the radar output. However, in air-traffic-control opera- 
tions, it is important that tlle coritroller kriow the locations of tlie bad weather so as not to 
vector aircraft througll i t .  In the ARSR-3, the weather information is available at the ortho- 
gonal port of tlie circular-polarization diplexer and can be viewed by switching this output to 
tlic display. 

Frequency considerations. Tlie ARSR-3 described above operates at L band (1250 to 
1350 M H7).  I'his is a good conipro~nise frequency for a long-range air-surveillance radar. 
iliglicr frcque~lcies can provide tlic sitme angular bearnwidths with smaller antennas, but the 
snlallcr apertures ~ilust be co~npc~isnted by greater power i f  tlie maximum ranges are the same. 
Alrllol~pl~ Iiigh-power transtilitters are available at S band, the peak power that can he 
rraris~iiitted is less because of the s~naller waveguide sizes. Pulse cornpressiotl can be used to 
cornpensate for the reduced peak power, but at tile price of additional complexity. At the 
Iiiglicr frc~luencics tlie backscatter from rain is greater, and tlle MTI blind speeds are more o f a  
~xohleni. IJecause of the smaller apertures and tlie greater effect of rain clutter, S-band radars 
arc likely to have less range capability than radars at lower frequencies. Frequencies higher 
than S band are seldom used for long-range air surveillance. 

High-power, large antenna apertures, and good MTI are easier to achieve at frequencies 
below L band. Also, weather clutter is much less. The lower tlie frequency the easier it is to 
obtain long range. However, at the lower frequencies, the azimuth beamwidths are broader 
and the available bandwidths are narrower than might be desired. Below UHF, the external 
noise increases wit11 decreasing frequency and can limit receiver sensitivity. The lobing of the 
elevation pattern due to ground reflections results in wider elevation nulls at the lower 
frequencies and can cause long fade times of the target signals. The elevation angle of the first 
rnultipath lobe varies inversely with frequency (Sec. 12.2), so that low-altitude coverage is 
more difficult to acliieve at tlie lower frequencies. In spite of limitations, the lower frequencies 
arc attractive wlien low cost and lotig range are triore important than otlier factors. 

14.4 HEIGHT-FINDER AND 3D RADARS 

111 many applications a k~iowledgc of target Iieigl~t might not be needed. An obvious examplc 
is where the target is know11 to lie on the surface of the earth, and its location is given by the 
range and a7imuth coordinates. However, there are other instances in which the target's 
position in4tlirce dirncrisiolls   nil st be known. In tliis section, radar methods for obtaining the 
elevatioti angle or heiglit of  a target will be discussed briefly. The height of a target above 
the surface of the earth may be derived from the measurement of elevation angle and range. 
The use of height as the third target-coordinate is more desirable than the elevation angle in 
applications where the Iieight is apt to be constant. This is usually true for commercial aircraft 
and for satellites wit11 nearly circular orbits. A radar whose purpose is the measurement of 
elevation angle, and which usually does not measure the azimuth angle, is called a height-finder 
radar. A radar which measures the elevation angle along with the azimuth angle (and range) is 
called a 31) radar. One which measures the range and one angle coordinate (usually azimuth) 
is called a 2.0 radar. 

Nodding-beam height finder. Just as the range-azimuth coordinates of a target can be obtained 
with a vertical fan-beam antenna, the elevation coordinate can be obtained with a horizontal 
fan beam. (The three coordinates can thus be obtained with two 2D-radars.) Such a height 
finder would be directed by the 2D air-surveillance radar to the azimuth of the target. I t  then 
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receivers also reduce weather clutter at the radar output. However, in air-traffic-control opera­
tions, it is important that the controller know the locations of the bad we~theJ so as not to
vector aircraft through it. In the ARSR-3, the weather information is available at the ortho­
gonal port of the circular-polarization diplexcr and can be viewed by switching this output to
thc display.

Frequency considerations. The ARSR-3 described above operates at L band (1250 to
1350 M Hz). This is a good compromisc frequency for a long-range air-surveillance radar.
Higher frequencies can provide the same angular beamwidths with smaller antennas, but the
smaller apertures must be compensated by greater power if the maximum ranges are the same.
Although high-powcr transmitters are available at S band, the peak power that can be
transmitted is less because of the smaller waveguide sizes. Pulse compression can be used to
compensate for the reduced peak power, but at the price of additional complexity. At the
higher frequencies the backscatter from rain is greater, and the MTI blind speeds are more of a
prohlem. Because of the smaller apertures and the greater effect of rain clutter, S-band radars
arc likely to have less range capability than radars at lower frequencies. Frequencies higher
than S band are seldom used for long-range air surveillance.

High-power, large antenna apertures, and good MTI are easier to achieve at frequencies
below L band. Also, weather clutter is much less. The lower the frequency the easier it is to
obtain long range. However, at the lower frequencies, the azimuth beamwidths are broader
and the available bandwidths are narrower than might be desired. Below UHF, the external
noise increases with decreasing frequency and can limit receiver sensitivity. The lobing of the
elevation pattern due to ground reflections results in wider elevation nulls at the lower
frequencies and can cause long fade times of the target signals. The elevation angle of the first
multipath lobe varies inversely with frequency (Sec. 12.2), so that low-altitude coverage is
more difficult to achieve at the lower frequencies. In spite of limitations, the lower frequencies
arc attractive when low cost and long range arc more important than other factors.

14.4 HEIGHT-FINDER AND 3D RADARS

In many applications a knowledge of target height might not be needed. An obvious example
is where the target is known to lie on the surface of the earth, and its location is given by the
range and azimuth coordinates. However, there are other instances in which the target's
position in {three dimensions must be known. In t his section, radar methods for Obtaining the
elevation angle or height of a target will be discussed briefly. The height of a target above
the surface of the earth may be derived from the measurement of elevation angle and range.
The use of height as the third target-coordinate is more desirable than the elevation angle in
applications where the height is apt to be constant. This is usually true for commercial aircraft
and for satellites with nearly circular orbits. A radar whose purpose is the measurement of
elevation angle, and which usually does not measure the azimuth angle, is called a height-finder
radar. A radar which measures the elevation angle along with the azimuth angle (and range) is
called a 3D radar. One which measures the range and one angle coordinate (usually azimuth)
is called a 2D radar.

Nodding-beam height finder. Just as the range-azimuth coordinates of a target can be obtained
with a vertical fan-beam antenna, the elevation coordinate can be obtained with a horizontal
fan beam. (The three coordinates can thus be obtained with two 2D-radars.) Such a height
finder would be directed by the 2D air-surveillance radar to the azimuth of the target. It then



scans its horizontal fan beam in elevation to make an elevation angle measurement of the 
target found at the range designated by the air-surveillance radar. The nodding-beam height 
Jinder scans its beam in elevation by mechanically rocking the entire antenna. It is possible to 
mechanically slew a nodding-beam height finder a full 180" in a relatively short time (within 
two seconds, for example). With an operator making a height measurement manually, from 
2 to 4 measurements per minute might be made. In one nodding-beam height finder, up to 22 
target-heights per minute can be obtained when the slewing is controlled automatically for 
maximum data rate by the computer of the associated data-handling system.29 The absolute 
height accuracy of  a nodding-beam height finder can be + 1500 ft (460 m) at 150 nmi (280 km) 
range. 

The nodding-beam height finder is one of the oldest techniques for measuring the eleva- 
tion angle of aircraft targets. It is also one of the best. Its accuracy is probably as good or better 
than any other technique. Even though a separate radar is employed to measurejarget height, 
the combined cost of the 2D air-surveillance radar and the nodding-beam height finder can be 
iess than the cost of a comparable single 3D radar. (It is not always true that two radars cost 
more, are more complex, or occupy more volume than a "single" radar designed to d o  the 
same job.) Another advantage of the separate nodding-beam height finder in military applica- 
tions is that it generally operates at a higher frequency (S or C bands are common choices) 
than does the 2 D  air-surveillance radar. This increases the ECCM capability of the system 
since a jammer must radiate in both radar bands simultaneously to deny the location of air- 
craft targets. The use of a higher frequency for the height finder is appropriate since i t  can be of 
shorter range tlian the 2D air-surveillance radar, and the antenna aperture can be of smaller 
size for a given heamwidth. The height finder can also be made to provide good range 
resolution for target counting by utilizing a narrower pulse than might be desired for a 
long-range 2D air-surveilla~ce radar operating at a lower frequency. 

Thus tliere are many reasons for the nodding-beam height finder being a good c h o w  for 
obtaining the third coordinate on aircraft, 

Instead of mechanically rocking the entire antenna structure, the horizontal fan beam of a 
height finder can be scanned in elevation by electromechanical means, such as with the 
Robinson scanner, organ-pipe scanner, or delta-a (or Eagle) scanner. It is also possible to scan 
the beam with electronic phase shifters. With a scanning phased-array antenna, however, the 
radiation pattern, which is a fan beam at broadside, becomes a conical beam when scanned off 
broadside. This can cause an error in the elevation measurement if the target is off the center o 
the beam. For this reason, height finders which use electronic scan usually radiate penci 
beams rather than broad fan beams. 

V-beam radar. This radar generates two fan beams: one vertical and the ot l~cr  slanted at some 
angle to the vertical (perhaps at 30 to 45'). The time separation between the echoes rece~ved in 
the vertical arid slant beams is a measure of the target height. A short time-separation signifies 
low altitude, while longer separations occur with high altitude targets. Two separate retlectors 
may be used to generate the two fan beams,=' the two reflectors might be back to back, a single 
reflector with two feeds cana be ~sed,J ! !~~ or  the two beams can be generated with a single 
phased array antenna.$ The.  V-beam radar, is a satisfactory method for obtaining three- 
coordinate target information if  the number of targets is not excessive. The larger the number 
of targets, the more difficult is the problem of correlating the echoes from each of the two 
beams. The closer the beams, the easier it is to correlate the echoes, but the iess the accuracy. 
Another useful modification is to separate the beams at zero elevation so that the data from 
the vertical and the slant beam do not appear close in time. 

542 INTRODUCTION TO RADAR SYSTEMS

scans its horizontal fan beam in elevation to make an elevation angle measurement of the
target found at the range designated by the air-surveillance radar. The nodding-beam height
finder scans its beam in elevation by mechanically rock ing the entire antenna. It is possible to
mechanically slew a nodding-beam height finder a full 180° in a relatively short time (within
two seconds, for example). With an operator making a height measurement manually, from
2 to 4 measurements per minute might be made. In one nodding-beam height finder, up to 22
target-heights per minute can be obtained when the slewing is controlled automatically for
maximum data rate by the computer of the associated data-handling system. 29 The absolut~

height accuracy ofa nodding-beam height finder can be ±1500 ft (460 m) at 150 nmi (280 km)
range.

The nodding-beam height finder is one of the oldest techniques for measuring the eleva­
tion angle of aircraft targets. It is also one of the best. Its accuracy is probably as good or better
than any ?ther technique. Even though a separate radar is employed to measure}arget height,
the combined cost of the 20 air-surveillance rada'r and the nodding-beam height finder can be
less than the cost of a comparable single 3D radar. (It is not always true that two radars cost
more, are more complex, or occupy more volume than a "single" radar designed to do the
same job.) Another advantage of the separate nodding-beam height finder in military applica­
tions is that it generally operates at a higher frequency (S or C bands are common choic~s)

than does the 20 air-surveillance radar. This increases the ECCM capability of the system
since a jammer must radiate in both radar bands simultaneously to deny the location of air­
craft targets. The use of a higher frequency for the height finder is appropriate since it can be of
shorter range than the 2D air~surveillance radar, and the antenna aperture can b~ of smaller
size for a given beamwidth. The height finder can also be made to provide good range
resolution for target counting by utilizing a narrower pulse than might be desired for a
long-range 20 air-surveillance radar operating at a lower frequency.

Thus there are many reasons for the nodding-beam height finder being a good choice for
obtaining the third coordinate on aircraft.

Instead of mechanically rocking the entire antenna structure, the horizontal fan beam of a
height finder can be scanned in elevation by electromechanical means, such as with the
Robinson scanner, organ-pipe scanner, or delta-a (or Eagle) scanner. It is also possible to scan
the beam with electronic phase shifters. With a scanning phased-array antenna, however, the
radiation pattern, which is a fan beam at broadside, becomes a conical beam when scanned ofT
broadside. This can cause an error in the elevation measurement if the target is off the center of
the beam. For this reason, height finders which use electronic scan usually radiate pencil
beams rather than broad fan beams.

V-beam radar. This radar g~nerates two fan beams: one vertical and th~ other slanted at some
angle to the vertical (perhaps at 30 to 45°). The time separation between the echoes receiv~d in
the vertical and slant beams is a measure of the target height. A short tim~-separationsignifies
low altitude, while longer separations occur with high altitude targets. Two separate retlectors
may be used to generate the twoJan beams,30 the two reflectors might be back to back, a single
retlector with two feeds can: be usedf~hJ60r the two beams can be generated with a single
phased array antenna.\ The ,V-beam :radar I is a satisfactory method for obtaining three­
coordinate target information if the number of targets is not excessive. The larger the number
of targets, the more difficult is the problem of correlating the echoes from each of the two
beams. The closer the beams, the easier..it is to correlate the echoes, but the less the accuracy.
Another useful modification is to separate the beams at zero elevation so that the data from
the vertical and the slant beam do not appear close in time.
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Monopulse. An elevation angle measurctnent can be made similar to that of the monopulse 
radar described in Sec. 5.4. Two fan beams arc displaced ("squinted ") in elevation arigle and 
tlie sum and difference patterns are obtained. The measurement of angle is similar to that of an 
amplitude-cornparis011 monopi~lsc trackitig radar except that it is made open loop; i.e., the 
output voltage from tlie angle-error detector is calibrated to read elevation angle. Two 
displaced horns with combining circuitry, or a single multimode horn. is the principle 
modification reqiiircd of tllc anteniia. Although nlonopulse tracking radars are capable of 
excellent accuracy, when monopulse is applied to a 2D surveillar~ce radar the angle accuracy is 
usually poor. One reason is the broad elevation beamwidths. (The rms error of an angle 
measurement is proportional to the beamwidth.) Another limitation is the effect of multipath 
due to reflection from the earth's surface. also a consequence of tlle broad fan beams. The effect 
of~iiultip;rtli is sirtiil;lr to the elfect of glint discussed i n  Sec. 5.5 for trackitig radars. 'Tlie ~ i i u l t i -  

pat11 crror can he quite severe and make tile angle measurement in many cases almost useless, 
as discilsscd in  Scc. 22.3 of Kcf. 32. Tllis cffcct will generally be less severe over land than over 
water hccausc of the snlaller reflection coefficient of land. I f  the antenna beam can be tilted up 
so as to rcdircc the illir~nination of  the surface, or if  the antenna elevation pattern can be 
designed to have a sllarp cutoff on the underside of the beam, the effect of surface reflections is 
reduced and the nionopulse angle measurement is improved. However, this reduces the cover- 
age of targets at low elevation angles. 

Sir~ce the problem of tnultipath errors occurs for antenna beams whicll illuminate the 
surface. one approach is to use three elevation bearns. The lowest beam is made as narrow as 
practical i n  elevation. I t  illuminates tlie low angles. No monopulse angle measurement would 
be attempted wit11 this beam. Tile otller two beams cover tlie liigller angles with monopulse 
processing. Since tl\ese fan bearns do  not illuminate the surface they do not suffer from 
multipath problerns. 

Phase in space. This technique employs a single reflector with a rather unique type of feed. The 
effect of multiple beams is generated with this feed, but only two receivers plus a phase detector 
are needed to determine angular location." 3 5  Sn order to obtain wide coverage i n  elevation 
angle a parabolic-torus reflector is employed rather than a section of a paraboloid. A curved 
piece of wavegiiide with radiating slots acts as the feed. The transmitter is fed into one end of 
the waveguide feed wllose slots are designed to produce a number of contiguous bearns in 
elevation witli atnplitudes co~itrolled so as to produce a cosecant-squared radiation patterrl. 
On reception, a receiver is inserted at each end of the feed. TIle echo signal from a particular 
direction isf'ieceivcd at one of tlte slots and is divided in the waveguide feed. The'two signals 
travel in opposite directions and arc received at each end of tlie feed. The phase difference 
between the two signals (or the differetlcc in travel time) depends on from which slot they 
originated. whicli in turn depends on the elevation angle of arrival. Thus a measurement of 
pltase difTerence restilts i t1  a nieasurement of elevation angle. 

A detailed analysis of the accuracy of the phase-in-space technique is not available, but in 
one implenientation it  has been said3' to have a potential elevation accuracy of about 0.2". 
Multipath reflections can also degrade the accuracy of this method, but since the phase-in- 
spacc teclitlique employs rnt~ltiplc hen~ns to shape its elevatiot~ pattern. it  might be possible to 
control the radiation so as ro illurnir~ale tlle surface witli less energy than the conventional 
fan-bearn antenna. 

Rlultiple elevation (stacked) bearns. The use of contiguous beams stacked in elevation has beer1 
employed for 3D radar. I t  is sometimes called a stacked-beam radar. I t  is a good technique 
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Monopulse. An elevation angle measurement can be made similar to that of the monopulse
radar described in Sec. 5.4. Two fan beams arc displaced (" squinted ") in elevation angle and
the sum and difference patterns are obtained. The measurement of angle is similar to that of an
amplitude-comparison monopulse tracking radar except that it is made open loop; i.e.. the
output voltage from the angle-error detector is calibrated to read elevation angle. Two
displaced horns with combining circuitry. or a single multimode horn. is the principle
modification required of the antenna. Although monopulse tracking radars are capahle of
excellent accuracy. when monopulse is applied to a 20 surveillance radar the angle accuracy is
usually poor. One reason is the broad elevation beamwidths. (The rms error of an angle
measurement is proportional to the beamwidth.) Anolher limitation is lhe effect of multipath
due to reflection from the earth's surface. also a consequence of the broad fan beams. The effect
ofllluitipath is similar 10 the ciTed of glinl discussed in Sec. 5.5 for tracking radars. The Illulli­
path error can be quite severe and make the angle measurement in many cases almost useless,
as discussed in Sec. 22.J of Ref. J2. This effect will generally be less severe over land than over
water hecause of the smaller reflection coefficient of land. If the antenna beam can be tilted up
so as to reduce the illumination of the surface. or if the antenna elevation pattern can be
designed to have a sharp cutoff on the underside of the beam. the effect of surface reflections is
reduced and the monopulse angle measurement is improved. However, this reduces the cover­
age of targets at low elevation angles.

Since the problem of multipath errors occurs for antenna beams which illuminate the
surface. one approach is to use three elevation beams. The lowest beam is made as narrow as
practical in elevation. It illuminates the low angles. No monopulse angle measurement would
be attempted with Ihis beam. The other Iwo beams cover the higher angles with rnonopulse
processing. Since these fan heams do not illuminate the surface they do not suffer from
multipath problems.

Phase in space. This tech nique employs a single rellector with a rat her unique type of feed. The
effect of multiple beams is generated with this feed. but only two receivers plus a phase detector
are needed to determine angular 10cation.3.\ 35 In order to obtain wide coverage in elevalion
angle a parabolic-torus reflector is employed rather than a section of a paraboloid. A curved
piece of waveguide with radiating slots acts as the feed. The transmitter is fed into one end of
the waveguide feed whose slots arc designed to produce a number of contiguous beams in
elevation with amplitudes controlled so a~ to produce a cosecant-squared radiation pattern.
On reception. a receiver is inserted at each end of the feed. The echo signal from a particular
direction is(received at one of the slots and is divided in the waveguide feed. The 'two signals
travel in opposite directions and arc received at each end of the feed. The phase difference
between the two signals (or the difference in travel time) depends on from which slot they
originated. which in turn depends on the elevation angle of arrival. Thus a measurement of
phase difference results in a measurement of elevation angle.

A detailed analysis of the accuracy of the phase-in-space technique is not available. but in
one implementation it has heen said 34 to have a potential elevation accuracy of about 0.2 0

•

Mullipath reflections can also degrade the accuracy of this method. but since the phase-in­
space technique employs multiple beams to shape its elevation pattern. it might he possible to
control the radiation so as to illuminate the surface with less energy than the conventional
fan-beam antenna.

Multiple elevation (stacked) beams. The use of contiguous beams stacked in elevation has been
employed for 3D radar. It is sometimes called a stacked-beam radar. It is a good technique
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from a fundamental point of view since it uses simultaneous pencil-beam radiation patterns 
from a single aperture to  cover the elevation angles of interest. Each beam can be considered a 
separate radar. It is, however, costly and complex. The transmitter radiates a fan beam from 
the summation of all overlapping pencil beams to give the desired elevation coverage. A 
separate receiver is provided each pencil beam and some means of interpolation between the 
beams is used to  refine the angle measurement. I f  automatic detection, sidelobe cancellation, - - - --1_. 

or  MTI is needed-iFTKe-raar;-ttmemmd-kseparatey employed in each receiving channel, 
thus adding to  the cost and complexity of the radar. The individual pencil beams, however, 
limit the volume of space observed, which can be an advantage in rain clutter or  chaff. The 
MTI in the lower beams can be optimized for surface clutter and MTI in the upper beams, ~f 
used at all, can be optimized for rain and chaff. The individual pencil beams have a higher gain 
than a fan-beam antenna, and can provide a larger number of hits at a higher data rate than 
can a 3D radar with a single scanning beam in elevation. 

-) 

Scanning pencil beam. Three-coordinate, or  3D, information can be obtained on each rotation 
of the radar by electronically scanning a single pencil hearn in elevation wllilc n ~ ~ ~ l l i i ~ l i ~ a l l y  
rotating the antenna in azimuth. The beam is rapidly scanned tllro~tgh 
coverage in the time the antenna rotates pne-azimuth beamwid*. 

-- - -/ 

obtained by the sequential scanningol  a single k c m a s  
multiple -_ -.-_-- beams described in the above. A relatively simple form of electronic scan in this 
application is frequency scan (Sec. 8.4) in which a change in frequency results in a change of 
elevation angle.37-38 The beam can also be scanned with phase ~h i f t e r s .~ '  

---.-.I 

One of the limitations of a long-range 3D radar with a single scanning beam is that the 
angular coverage consists of a large number of individual beam positions so that tlie dwell 
time in any one resolution cell is small. The a:- 
-+-. . - in each p o s ~ ~ ~ s  
determined by the t.ime it takes for the radar energy to travel to maximirm range and back. The 
number of beam positions multiplied by the dwell time of  each equals the scan time. Long 
dwell times and short scan time (high data rate) are not compatible. For example, assume that 
a 3D radar with a one-degree pencil beam must cover 20 elevation beam positions and 360 
azimuth beam positions (a total of 7200 beam positions) every four seconds. I f  there is but one 
pulse per beam position, the pulse repetition frequency can be no less than 1800 Hz, which 
corresponds to an unambiguous range of 83 km. This is a rather short unambigi~ous rangc for 
an air-surveillance radar. A 3D radar that obtains only one pillse per bcani position cart s ~ f f e r  
a relatively large beam-shape loss. Generally 2 or 3 pulses are required ys a minimum to 
reduce this loss. Also,one plllse pcr beam - position d o u s ~ x o ~ . a l l ~ I - M ~  processing* 

/ makes difficult the accurate measurement of elevation angle. T o  obtain n ~ o Z i l i Z n  oile pulse 
per beam position and/or increase the unambigilous range rcqi~ires some comprornises or an 
increase in complexity. The compromises require a fiittcr beamwidtit or a slower scau rate. 
Some benefit can be obtained by using a pulse repetition frequency (prf) that varies with 
elevation angle. At low angles where the ranges are long, a low prf is used. At the higher angles 
where the ranges are short, a high prf can be used. I f  an increase in complexity can be tolerated, 
a number of multiple elevation beams can be scanned simultaneously to increase the data rate, 
unambiguous range, and/or number of pulses per beam position. A separate receiver is 
required for each of the simultaneous beams. 

ne elevatj-&MY-of~fstngie-~~~~~j~n~t~eam -..- 3D radars -. is ~lsually less than that 
of other systems. This is due to the relatively, few .. pulses . ... (sornetimes only one pulse) pccb-ea-m 
w i t i o n ,  as well as the error introduced by t he_.target eclio. a.mp!~tudt: . . . . . . , . , .- ttuctuations -- when 

-- 

sequential rather than simultaneous angle measurements are made. Changes in echo ampli- . 

tilde cause errors since the sequential measurements are necessarily made at different instants 

.J
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from a fundamental point of view since it uses simultaneous pencil-beam radiation patterns
from a single aperture to cover the elevation angles of interest. Each beam can be considered a
separate radar. It is, however, costly and complex. The transmitter radiates a fan beam from
the summation of all overlapping pencil beams to give the desired elevation coverage. A
separate receiver is provided each pencil beam and some means of interpolation between the
beams is used to refine the angle measurement. If automatic detection, sidelobe cancellation,
o"r"MTfisneede(J'J'f}Ine--ta<nrr;-these must b"e-separately employed in each receiving channel,
thus adding to the cost and complexity of the radar. The individual pencil beams, however,
limit the volume of space observed, which can be an advantage in rain clutter or chaff. The
MTI in the lower beams can be optimized for surface clutter and MTI in the upper beams, if
used at all, can be optimized for rain and chaff. The individual pencil beams have a higher gain
than a fan-beam antenna, and can provide a larger number of hits at a higher data rate than
can a 3D radar with a single scanning beam in elevation.

Scanning pencil beam. Three-coordinate, or 3D, information can be obtained on each rotation
of the radar by electronically scanning a single pencil beam in elevation while mechanically
rotating the antenna in azimuth. The beam... is rapidly scanned through q.l.C~.en'tire elevation
coverage in the time the antenna rotates 9ne.._azim~.The(3D ~nformation is
obtained by the .?eg~~~~~il:lL~<?~1!!li.~Lofa single b~J.lllLas ~Q!!mared witli~ simultaneous
~!l~le beams described jn the above. A relatively simple form of electronic scan in this
application is frequency scan (Sec. 8.4) in which a change in frequency results in a change of
elevation angle. 37

.
38 The beam can also be scanned with phase shifters. 39

~---~_.-----"

One of the limitations of a long-range 3D radar with a single scanning beam is that the
angular coverage consists of a large number of individual beam positions so that the dwell
tim~L£.l anyone resolution cell is smal\. The~ in each p~itron Is
determined by the time it takes for the radar energy to travel to maximum range and back. The
number of beam positions multiplied by the dwell time oreach equals the scan time. Long
dwell times and short scan time (high data rate) are not compatible. For example, assume that
a 3D radar with a one-degree pencil beam must cover 20 elevation beam positions and 360
azimuth beam positions (a total of 7200 beam positions) every four seconds. If there is but one
pulse per beam position, the pulse repetition frequency can be no less than 1800 Hz, which
corresponds to an unambiguous range of 83 km. This is a rather short unambiguous range for
an air-surveillance radar. A 3D radar that obtains only olle pulse per beam position can suffer
a relatively large beam-shape loss. Generally 2 or 3 pulses are required as a minimum to
reduce this loss. Also, one f2.l.!lse PCL~)~<lm position docs.HotaHow gowLM.:!.:.! processing~
makes difficult the accurate measurement of elevation angle. To obtain more thailOile pulse
per beam position and/or increase the unambiguous range requircs some compromises or an
increase in complexity. The compromises requirc a fatter beamwidth or a slower scan ratc.
Some benefit can be obtained by using a pulse repetition frequcncy (prf) that varies with
elevation angle. At low angles where the ranges are long, a low prf is used. At the higher angles
where the ranges are short, a high prr can be llsed. If an increase in complexity can be tolerated,
a number of multiple elevation beams can be scanned simultaneously to increase the data rate,
unambiguous range, and/or number or pulses per beam position. A separate receiver is
required for each of the simultaneous beams.

Ih~,_eleYilJion angle acCtI+ae-y-ofsinglg-sca.QD.i.n.&.,beal." 3D ra~~,llsuallyless than that
of other systems. This is due to the relativel.Y.J~~pulse~(sometimesonly one pulse) p.e.rAream
QOsiJip_n, as well as the error introduced by the_.!<lrg~t echo aJ11pljtlld,~_,!~.!£!uationswhen

~ ...•- - -, .. -, . -

sequential rather than simultaneous angle measurements are made. Changes in echo ampli-
tude cause errors since the sequential measurements are nccessarily made at ditTerent instants
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of time. This is similar to  the effect of amplitude fluctuations on tracking radar, as  discussed in 
Sec. 5.5. I f  freque~lcy scan is used, there is even more likelihood of echo fluctuations because of 
the change in target echo with frequency. 

Another method for obtaining 3D coverage with a scanning pencil beam is to employ 
helical scan, as in the renowned SCR-584 of World War 11. A single pencil beam is rotated in 
azimutll with its elevation angle increased one beamwidtli per revolution so as to trace a 
helical pattern. I t  is a simple technique, but is not of high accuracy since i t  is dificult to 
interpolate between adjacent elevation beam positions. 

Within-pulse s c a ~ i n i n g . ~ ~ . ~ '  In the frequency-scan 3D radar discussed above, a single pencil 
bean1 is step-scanned in elevation. Each pulse is at a constant frequency but the frequency is 
cliatiged every pulse or every few pulses to position the beam at different elevation angles. 
Aliotlier r~letllod of utilizing a frequency-scan antenna is to sweep the frequency over the entire 
I'recluuicy s ; ~ ~ l g c  or1 c~ccc .11  1111lsc so that energy is radiated tliroughout the entise elevatioti 
coverage I'or tile duration of a single pulse. The frequency of tlie received echo signal will 
clcl>cti(l o t i  tlic clcvi~~ioti ;iriglc of tllc t:~rget. A batik o f  corltigitoi~s receivers. each tuned to :I 
diflkrcnt I'sequcncy. provides coverage of tlle elevation sector with the equivalent of parallel 
rcceivitig beams. The elevation angle of  tlie target is determined by which receiver is excited. 
'I'his teclirtiquc lias beer1 called witllirr-l~lrlsc' scanning. 

Tlie height resolution depends on the antenna beamwidth, as in a conventional frequency- 
scan aritenna; but the range resolution is determined by the frequency spectral components. 
received froni a given elevation angle, that corresporid to one beaniwidth. As stated in Sec. 8.4. 
tiie echo from a target is freqi~ency niodulated when illuminated by such a frequency-scanned 
bcarn. Pulse-compression filtering (similar to  chirp) can be used to achieve a range resolution 
equal to the reciprocal of tiie one-way group delay along tlie dispersive delay line (snake feed) 
feeding the frequency-scar1 array. 

I'licre is atlotlier array antentla teclinique called rrlitllirl-p~rlsc) scarlr~irly that is different 
frorn tile frequency scat1 tecllnique described above. This other technique, which is discussed in 
Scc. 8.7. is a method for generating niilltiple receiving beams at a single frequency and can be 
corisidered Inore like the stacked-beam radar than a frequency-scan height finder. 

In t e r f~ ron ie t e r .~~  " An i~iterferorneter consists of two individual antennas spaced so as to 
ohtaiti a tiarfow hcarnwidtii for accut'atc angle tneasuretnent. The phase difference between tlic 
signals of the two antenna elernents ol the interferometer provides the elevation angle, as giveti 
I>y I'q. (5f1). Tliis type of angle mcasurernetit is sitnilar to the phase-comparison monopulse 
radar. cxcept that tlie size of the individual antennas is small compared to  the spacing between 
tliem. Grating lobes (also called interferometer lobes) result from the wide spacing between the 
antennas. Tliese grating lobes can cause ambiguities in the measurement. The ambiguities can 
be resolved by ilse of more than two antennas with unequal spacings. The outer two antennas 
provide accurate. but ambiguous, measurement of elevation angle. The function of the one or 
tnore inner antennas is to resolve the ambiguities. 

I n  otie iniplcrncntation, an interferometer was attached to the rotating antenna of a 2D 
S-hand air-surveillaricc The 2D radar provided the range and azimuth as well as tile 
t r  ansniitled energy for tlic receivi~lg interferometer. Tlie interferometer consisted of four linear 
Ilorizontally oriented arrays, or sticks, with one stick mounted below tlie 2D radar antenna 
and tlie other three sticks mounted above. 

The elevation hearnwidtlis of each of the individual antennas of the interferometer are 
generally broad so that multipath due to ground reflections can cause errors. Shaping the 
underside of tlie 211 transmitting antenna to minimize the energy illuminating the surface can 
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of time. This is similar to the effect of amplitude fluctuations on tracking radar, as discussed in

Sec. 5.5. If frequency scan is used. there is even rnorelikelihoodofecho fluctuations because of
the change in target echo with frequency.

Another method for obtaining 3D coverage with a scanning pencil beam is to employ
helical scan. as in the renowned SCR-584 of World War II. A single pencil beam is rotated in
azimuth with its elevation angle increased one beamwidth per revolution so as to trace a
helical pattern. It is a simple technique. but is not of high accuracy since it is difficult to
interpolate hetween adjacent elevation beam positions.

Within-pulse scanning.40
.4\ In the frequency-scan 3D radar discussed above, a single pencil

beam is step-scanned in elevation. Each pulse is at a constant frequency but the frequency is
changed every pulse or every few pulses to position the beam at different elevation angles.
Another method of utilizing a frequency-scan antenna is to sweep the frequency over the entire
frl:q Ul:ncy ra nge on ('(lC" pulsc so that encrgy is rad iated th roughou t the ent ire elevation
covnag.c for the duration of a single pulse. The frequency of the received echo signal will
dl:pl:nd on thc elevation angle of thc target. A bank of contiguous receivers. each tuned to a
diflcrent frequency. provides coverage of the elevation sector with the equivalent of parallel
rl:ceiving. beams. The elevation angle of the target is determined by which receiver is excited.
This technique has becn called withill-/1lilse scanning.

The height resolution depends on the antenna beamwidth. as in a conventional frequency­
scan antenna; but the range resolution is determined by the frequency spectral components.
received from a given elevation angle, that correspond to one beamwidth. As stated in Sec. 8.4.
the echo from a target is frequency modulated when illuminated by such a frequency-scanned
beam. Pulse-compression filtering (similar to chirp) can be used to achieve a range resolution
equal to the reciprocal of the one-way group delay along the dispersive delay line (snake feed)
feeding the frequency-scan array.

There is another array antenna technique called within-pulse scanning that is different
from the frequency scan technique described above. This other technique, which is discussed in
Sec. Pd. is a method for generating multiple receiving beams at a single frequency and can be

considered more like the stacked-beam radar than a frequency-scan height finder.

Interferometer.42
H An interferometer consists of two individual antennas spaced so as to

obtain a narrow hcamwidth for accurate angle measurement. The phase difference betwecn the
signals of the two antenna elements of the interferometer provides the elevation angle. as given
by Fq. (5~·1). This type of angle measurement is similar to the phase-comparison mono pulse
radar. except that the size of the individual antennas is small compared to the spacing between
them. Grating looes (also called interferometer lobes) result from the wide spacing between the
antennas. These grating lobes can cause ambiguities in the measurement. The ambiguities can
be resolved by use of more than two antennas with unequal spacings. The outer two antennas
provide accurate, but ambiguous, measurement of elevation angle. The function of the one or
more inner antennas is to resolve the ambiguities.

In one implcmcntation, an interferometer was attached to the rotating antenna of a 2D
S-hand air-surveillance radar. 42 The 20 radar provided the range and azimuth as well as thc
transmilled cnergy for the receiving interferometer. The interferometer consisted of four linear
horizontally oriented arrays. or sticks, with one stick mounted below the 2D radar antenna
and the other three sticks mounted above.

The elevation beamwidths of each of the individual antennas of the interferometer are
generally broad so that multipath due to ground reOections can cause errors. Shaping the

underside or the 2D transmitting anlenna to minimize the energy illuminating the surface can



reduce thc angular error. The effective receiving area of the interferometer is usually less than 
that of the conventional radar reflector antenna with which i t  is used. Thus, the range capa- 
bility of the interferometer angle measurement might be less than that of the 2 D  radar. This 
reduced range capability is acceptable in many situations since the height measuremcnt is 
\~sually of more significance at shorter rather than longer ranges. 

Lobe recognition. A coarse indication of height sometimes can be obtained by recognizing the 
fading of the echo signal as an aircraft target flies through the multipath lobes of the antenna 
pattern. Meastiring the range at which the target is first seen on the bottom lobe, or the range 
where i t  disappears because of the first null of the lobing pattern, can be related to the target 
height. This effect is more applicable at the lower microwave frequencies and for radars sited 
ovcr water. At the higher frequencies where the lobes are narrow, a coirnt of the lobes pzr unit 
distance can be related to the target height. Although the technique of lobe rycognition is 
reiativcly 'simple and has been reported to have been used in World War 11,'' ~ t s  poor 
reliability, low target capacity, and poor accuracy, make it unattractive. 

Timedifference height finding. The several height-finding techniques included in this section 
were described in terms of a ground-based radar. Most can be modified to apply to an 
airborne radar for the measurement of height of other aircraft o r  the depression angle if a 
ground target. The time-difference height-finding technique to be described is applicable, in 
principle, to almost any radar situation, but in practice it is more applicable to an elevated 
radar such as in an aircraft, especially one which operates over water. It derives the height of a 
target from the time difference between the radar signal reflected directly from the target and 
the multipath signal that arrives via reflection from the surface of the earth. 

Consider the geometry of  Fig. 12.1 for propagation over a plane reflecting surface. There 
are four possible paths by which the energy travels to the target and back. These are: 

1. From radar to target and return by the same path (AB-BA). 
2. From radar to target and return via reflection from the surface (AR-BMA). 
3. From radar to target via reflection from the surface and return directly to the radar 

(AMB-RA). (This is the opposite of No. 2.) 
4. I ro tn  radar to target via reflection from the surface and return by the samc pat11 

(AMB-BMA). 

Path 1 is the shortest, path 4 is the longest and paths 2 and 3 are equal. Thus, there can be three 
separate responses from a target, as illustrated in the idealized sketch of Fig. 14.1 1 .  The 
relative amplitudes of the three echoes are in the ratio of 1, 2p and p2, where p = surface 
reflection coefficient. A measurement of the time delay tn along with the range R to the target 
and knowledge of the height h, of the radar antenna yields the height of the target. This 
technique works best over surfaces with large reflection coefficient, and when the pulse widths 

Figure 14.11 Idealized echo response of a point target 
located above a reflecting surface, for the case where 
the pulse width is less than the time separation t, be- 
tween the direct and surface-reflected signals. The sur- 

it--- '0 +-to--- -+ I face reflection coefficient is p. 
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reduce the angular error. The effective receiving area of the interferometer is usually less than
that of the conventional radar reflector antenna with which it is used. Thus, the range capa­
bility of the interferometer angle measurement might be Jess thanlhat orthe 2D radar. This
reduced range capability is acceptable in many situations since the height measurement is
usually of more significance at shorter rather than longer ranges.

Lobe recognition. A coarse indication of height sometimes can be obtained by recognizing the
fading of the echo signal as an aircraft target flies through the multipath lobes of the 'antenna
pattern. Measuring the range at which the target is first seen on the bottom lobe, or the range
where it disappears because of the first null of the lobing pattern, can be related to the target
height. This elTect is more applicable at the lower microwave frequencies and for radars sited
over water. At the higher frequencies where the lobes are narrow, a count of the lobes per unit
distance can be related to the target height. Although the technique of lobe rfcognition is
relatively 'simple and has been reported to have been used in World War I1:~5 its poor
reliability, low target capacity, and poor accuracy, make it unattractive.

Time-difference height finding. The several height-finding techniques included in this section
were described in terms of a ground-based radar. Most can be modified to apply to an
airborne radar for the measurement of height of other aircraft or the depression angle if a
ground target. The time-difference height-finding technique to be described is applicable, in
principle, to almost any radar situation, but in practice it is more applicable to an elevated
radar such as in an aircraft, especially one which operates over water. It derives the height of a
target from the time difference between the radar signal reflected directly from the target and
the multipath signal that arrives via reflection from the surface of the earth.

Consider the geometry of Fig. 12.1 for propagation over a plane reflecting surfa~e. There
are four possible paths by which the energy travels to the target and back. These are:

1. From radar to target and return by the same path (AB-BA).
2. From radar to target and return via reflection from the surface (AB-BMA).
3. From radar to target via reflection from the surface and return directly to the radar

(AMB-BA). (This is the opposite of No.2.)
4. From radar to target via reflection from the surface and return by the same path

(AMB-BMA).

Path 1 is the shortest, path 4 is the longest and paths 2 and 3 are equal. Thus, there can be three
separate responses from a target, as illustrated in the idealized sketch of Fig. 14.11. The
relative amplitudes of the three echoes are in the ratio of 1, 2p and p2, where p = surface
reflection coefficient. A measurement of tile time delay tD along with the range R to the target
and knowledge of the height ha of the radar antenna yields the height of the target. This
technique works best over surfaces with large reflection coefficient, and when the pulse widths

2p
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Figure 14.11 Idealized echo response of a point target
located above a reflecting surface, for the case where
the pulse width is less than the time separation tv be­
tween the direct and surface-reflected signals. The sur­
face reflection coefficient is p.
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arc sllor t co~ril~atctl  to tlic titlie tlillc.~c.~icc r , ,  . I;OI a I1;1t c;11 t l i .  tlic Iiciglil of 1111: 1:11gct is 

( . l<t / )  
It, = 

211, 

wlicrc (. = velocity o f  prol>;rgatiori. Usually tlic rou~ld-cnstli gco~netry tnust bc cotlsidcrcd. 
wliicli results in a r~lore co~~ lp lex  for~ilulat ion tliatl the simple expression given above. 

14.5 ELEC'I'HONIC COUN'I'ER-COUNTERMEASURES 

All radars, civiliarl and military, must be able to operate in the crowded electro~riagnetic 
environment that results from the transmissions of other radiating sources, both in tlie radar's 
own band as well as from. outside tile band." Tile radar must be designed to reject these 
unwanted radiations and to minimize the likelihood of its own transmissions causing trouble 
to  other users of the spectrum. This is tile subject of EMC, or  electr.on~uyrletic con~l~trtil~ilit!~. I t  
is important i f  the electromagnetic spectrum, considered as a natural resource, is to be effec- 
tively and efficiently utilized for the benefit of all. Military radars, however. must also operate 
in a hostile environment where they may be subjected to deliberate interference designed to 
degrade their performance. The various methods for interfering electronically with radar are 
called t~lectrotlic. cotr~rtrrri~c~cistrt~es, or ECM. Actirtcj ECM is sometimes referred to as ,jrir~rrtti~~g. 
Ttiere is also passive ECM, such as chaff. which reflects radar energy to create clutter and Palsc 
targets. The methods employed to combat ECM are called electror~ic co~rr~ter.-co~rirrr~-~~~~~~~strr~c.s. 
or  ECCM. 

The several forms of ECM directed against radar may be categorized as noise jamming, 
deception jamming, cl~afl; and decoys. Intercept receivers and direction finders (which are 
called tlluc-trorlic- strpport nrpustrres, or  ESM), as well as antiradiation missiles (ARM) are also 
aspects of e/ectrotlic wurJUr~ (EW) that must be of concern to the military radar systenls 
designer. 

I f  a determined adversary is willing to  pay the resultant price, sufficient ECM can be 
brought to bear against any single radar to significantly reduce its effectiveness. This should 
not evoke pessimism on the part of the radar designer since it can be said that any military 
objective can be accomplished by a determined force i f  the force is skillful and large enough, 
and if c o d  is of no consequence. Tlle goal of ECCM is to raise the cost of ECM' to the point 
where it is prohibitive. The effect of ECM on a single radar can seldom be considered in 
isolation since i t  is seldorn that a single radar acts as an entity in itself. A military radar is 
almost always in support of a weapon system. The question is not whether a single radar can 
operate without degradation, but whether the weapon system of which the radar is a part can 
f ~ t l f i l l  its mission in spite of liostile ECM. I t  is easier to ensure the accomplishment of tlie 
weapon system's mission than to guarantee that operation of a single radar will not be 
degraded. This larger and more important goal, that of fulfilling a military mission, is what 
sliould guide tile niilitary systerl~s planrler arid the radar systems designer. Tliis broader. 
concept, however, is not appropriate for discussion here. Instead, a brief review will be given of 
the various .radar-ECCM options that can make the task of ECM more difficult. 

As a general rule, good radar design practice can reduce vulnerability to electronic 
countermeasures. Good design is based on maximizing the ratio of the signal energy to noise 
power per hertz ( E I N , ) ,  as well as employing techniques to reduce mutual interference. I t  is 
important to avoid receiver saturation, or overloading. A wide dynamic range is desired. and 
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are sholt compared to the tillle dilTCll'llce t". For a 11at earth. I.he height of the largL'l is
approximately

I _cUt"
',- 2"0

( 14.27)

where c = velocity of propagation. Usually the round-earth geometry must he considered.
which results in a more complex formulation than the simple expression given ahove.

14.3 ELECTRONIC COUNTER-COUNTERl\'lEASURES

All radars. civilian and military, must be able to operate in the crowded electromagnetic
environment that results from the transmissions of other radiating sources. both in the radar's
own band as well as from. outside the band. 50 The radar must be designed to reject these
unwanted radiations and to minimize the likelihood of its own transmissions causing trouble
to other users of the spectrum. This is the subject of EMC, or electromagnetic compatihility. It
is important if the electromagnetic spectrum, considered as a natural resource, is to be effec­
tively and efficiently utilized for the benefit of all. Military radars, however, must also operate
in a hostile environment where they may be subjected to deliberate interference designed to
degrade their performance. The various methods for interfering electronically with radar arc
called electronic COlll1temH'CISlIres, or ECM. Aclil~e ECM is sometimes referred to as.iammillq.

There is also passive ECM, such as chaff, which reflects radar energy to crcate clutter and false
targets. The methods employed to combat ECM are called electrollic COll1lter-CVI/Ilterme(/Sl/res.

or ECCM.
The several forms of ECM directed against radar may be categorized as noise jamming,

deception jamming. chaff, and decoys. Intercept receivers and direction finders (which are
called electronic sl/pport meaSl/res, or ESM), as well as antiradiation missiles (ARM) are also
aspects of electronic warFare (EW) that must be of concern to the military radar systems
designer.

If a determined adversary is willing to pay the resultant price, sufficient ECM can be
brought to bear against any single radar to significantly reduce its effectiveness. This should
not evoke pessimism on the part of the radar designer since it can be said that any military
objective can be accomplished by a determined force if the force is skillful and large enough.
and if cost is of no consequence. The goal of ECCM is to raise the cost of EeM' to the point
where it is prohibitive. The effect of ECM on a single radar can seldom be considered in
isolation since it is seldom that a single radar acts as an entity in itself. A military radar is.
almost always in support of a weapon system. The question is not whether a single radar can
operate without degradation, but whether the weapon system of which the radar is a part can
fulfill its mission in spite of hostile ECM. It is easier to ensure the accomplishment of the
weapon system's mission than to guarantee that operation of a single radar will not be
degraded. This larger and more important goal, that of fulfilling a military mission. is what
should guidc the military systcms planncr and the radar systems dcsigner. This broader
concept, however. is not appropriate for discussion here. Instead. a brief review will be given of
the various Tadar-ECCM options that can make the task of ECM more difficult.

As a general rule, good radar design practice can reduce vulnerability to electronic
countermeasures. Good design is based on maximizing the ratio of the signal energy to noise
power per hertz (EI No), as well as employing techniques to reduce mutual interference. It is
important to avoid receiver saturation, or overloading. A wide dynamic range is desired. and



linear rather than square-law detectors are preferred. The radar shoi~ld he designed conserva- 
tively with larger power and larger antenna apcrtirre than tile miriirni~n~ required for mirrginal 
detection. 

One  of the better measures against many forms of  ECM is an  alert, Iiighly niotivatcd, well 
trained, and experienced operator. 

Noise jamming. Receiver noise generally limits the sensitivity of most microwave radars. 
Raising the noise level by external means, as with a jammer, further degrades the sensitivity of 
the radar. Noise is a fundamental limitation to radar performance and t1ie1-efore Cii l i  bc all 
effective countermeasure. The ECCM designer nii~st minimize tlie amount of noise a jarnmcr 
can introduce into the radar receiver. I t  is difficult, however, to keep the noise out when the 
jammer is being illuminated by the main beam of the radar antenna. When this occurs, tile 
narrow sector in the direction of the jammer will appear as a radial strobe on the )?PI display. 
The directbn to the jammer can be determined, but its range and the ranges o f  any targets 
masked by the noise strobe is not likely to be known. I f  noise enters the radar via the antznna 
sidelobes, the entire display can be obliterated and no target information obtained. Thus it is 
essential that noise be prevented from entering the receiver via the antenna sidelobes. 

A jammer whose noise energy is concentrated within tile radar receiver bandwidth is 
called a spot jammer. The spot jammer can be a potent threat to  the radar i f  it is allowed to 
concentrate large power entirely within the radar bandwidth. The radar systems designer mirst 
prevent this by forcing the jammer to spread its power over a mi~cli wider band. This can be 
accomplished by changing the radar frequency from pulse to pi~lse in an unpredictable fasliion 
over tlie entire tuning band available to tlie radar. A radar capable of changing its frequency 
from pulse to pulse is said to possess ji-eq~rency crgility. (Even in tlle ahscl~ce of ECM,  freqtrency 
agility has advantages in filling in the nulls of the elevation radiation pattern and in decorrelar- 
ing target echoes so ris to increase the probability o f  detection.) A jamnler call also bc forccd to 
widen its jamming band if there are many radars operating withi11 the same geograpliic area, 
each at a different frequency distributed over the available radar tuning range. A jammer 
which radiates over a wide band of frequencies is called a harrclge jltt~~t)l~v-. 

T o  take full advantage of frequency agility, the radar should employ a prrlt~ok 1.~1ruill~~r to 
examine the jammer's spectrum and select a frequency for the next radar transmission where 
the noise is a minimum. The jamming power is seldom uniform over the band. Prelook 
sampling of tlie environment can take place during the radar interpulse period just prior to 
each transmission, so as to select on a pulse-to-pulse basis that frequency wiiich offers tlie Iznst 
jamming interference." 

Pulse compression is sometimes credited as causing the jammer to spread its energy over 
a wider band than that of a normal spot jammer. However, pulse compression is seldom 
deliberately employed as a prime ECCM technique. It is almost always used as a nieans to 
achieve good range resolution with a long pulse. Furthermore, the jammer usually must be 
forced to spread its power over a much wider hand than the spectral wicitli of most pirlse- 
compression radars in order to significantly reduce its effectiveness. Thus pirlse conipression 
should not be given too large a credit as a major ECCM technique, although i t  is certainly a 
positive factor. 

Forcing the jammer to spread power over the entire band available to a radar is generally 
not sufficient in itself. The jammer also must be forced to spread its available power over more 
than one radar band. This can be accomplished withfreqltency diversity by using two or more 
radars. A 2D air-surveillance radar in one band used with a height-finder radar in another 
band is a good method for achieving frequency diversity. Both radar bands have to be jammed 
simultaneously if target location is to be denied. 
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linear rather than square-law detectors are prderred. The radar should he designed conserva­
tively with larger power and larger antenna aperturc than the minimum required for marginal
detcction.

One of the better measures against mao)irorrl1s of EeM is an alert, highly motivah:d, well
trained, and experienced operator.

Noise jamming. Receiver noise generally limits thc sensitIvIty of most microwavc radars.
Raising the noise level by external means, as with a jammcr, furthcr degrades the scnsitivity of
the radar. Noise is a fundamental limitation to radar performancc and thcreforc can he an
effective countermeasure. The ECCM designcr must minimizc the amount of noise a jammer
can introduce into the radar receiver. It is difficult, however, to keep the noise out when the
jammer is being illuminated by the main beam of the radar antenna. When this occurs, the
narrow sector in the direction of the jammer will appear as a radial strobe on the rPI display.. .
The direction to the jammer can be determined, but its range and the rangcs of any targets
masked by the noise strobe is not likely to be known. If noise entcrs the radar via thc antenna
sidelobes, the entire display can be obliterated and no target information ohtained. Thus it is
essential that noise be prevented from entering the receivcr via the antenna sidclobes.

A jammer whose noise energy is concentrated within the radar receiver bandwidth is
called a spot jammer. The spot jammer can be a potent threat to the radar if it is allowed to
concentrate large power entirely within the radar bandwidth. The radar systcms designer must
prevent this by forcing the jammer to spread its power over a much widcr hand. This can be
accomplished by changing the radar frequency from pulse to pulse in an unpredictable fashion
over the entire tuning band available to the radar. A radar capahle of changing its frequency
from pulse to pulse is said to possessji-eql/ency agility. (Evcn in the ahscnce of ECM, frequency
agility has advantages in filling in the nulls of the elevation radiation pattern and in decorrelat­
ing target echoes so as to increase the probability of ddection.) A jammer can also be forced to
widen its jamming band if there are many radars operating within the same geographic an~a,

each at a different frequency distributed over the available radar tuning range. A jammer
which radiates over a wide band of frequencies is called a barrage jammer.

To take full advantage of frequency agility, th~ radar should employ a pre/on/': receiL,t'r to
examine the jammer's spectrum and 'select a frequency for the next radar transmission where
the noise is a minimum. The jamming power is seldom uniform over the band. Prelook
sampling of the environment can take place during the radar interpulse period just prior to
each transmission, so as to select on a pulse-to-pulse basis that frequency which offers the least
jamming interference. 51

Pulse compression is sometimes credited as causing the jammer to spread its energy over
a wider band than that of a normal spot jammer. However, pulse compression is seldom
deliberately employed as a prime ECCM technique. It is almost always used as a means to
achieve good range resolution with a long pulse. Furthermore, the jammer usually must be
forced to spread its power over a much wider hand than the spectral width of mosl pulse­
compression radars in order to significantly reduce its effectiveness. Thus pulse compression
should not be given too large a credit as a major ECCM technique, although it is certainly a
positive factor.

Forcing the jammer to spread power over the entire band available to a radar is generally
not sufficient in itself. The jammer also must be forced to spread its availahle power over more
than one radar band. This can be accomplished withjrequency diversity by using two or more
radars. A 2D air-surveillance radar in one band used with a height-finder radar in another
band is a good method for achieving frequency diversity. Both radar bands have to be jammed
simultaneously if target location is to be denied.
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111 general, higher-frequency radars ~rsually are less vunerable to  jamming than are iower- 
freqi~ency radars. Orie reasorl is that the barldwidtli over which the higher-frequency radar can 
operate is greater, thus causing tlie jarnmer to spread its available power over a greater 
llurntwr of megallertz. Also, the antenna gain can be greater at  the higher frequencies, a factor 
often favoring the radar when confronted with jamming, as seen by Eqs. (14.213) and (14.30). 
f~urt l~crrnore.  at tllc Iiigl~er frcqt~ericies tile ~tntetina sidelobe levels can be lower, making it 
Illore diliicult for sidelolw jarr~illirig. I lowever, tllc ;~dv:rn tsgcs o f  oper:tt ing against jarnnlers at 
tile Iliglicr frcqt~crlcics arc balariccd in part by the disadvantages of the Iligher fseque~icics, 
csljeci;~lly above 1, I > a ~ l d , . f o ~  lorlg-r:~rlgc ail.-sirrveillance radar. 

.l.llc ~loisc that crltcrs tlic radar via tiic a~lterlrla sidelobes call be reduced by colic~.c~tt 
sidelohe car~celcrs. This collsists of otic or  more omnidirectional antennas and cancelation 
cil-cuitry ilscd i l l  cor!jt~~ictio~i wit11 tllc signal from the main radar antenna. Jamming tloisc in 
tile onltlidircctional antennas is made to ca~icel the jamming noise entering the sidelobes of tllc 
ninin a ~ ~ t c n n a . " ~  Ari antenna can also be designed to have very low sidelobe levels to reduce 
tile effect of sidclobe jamming. Low sidelobe antennas require unobstructed siting i f  reflectio~ls 
l'ronl nearby objects are not to degrade the sidelobe levels. 

I3y en~ployi~ig  some or all of the above techniques, tlle effect of the sidelobe noise jammer 
can be sigr~ificantly reduced. Some of tile above techniques can also reduce the jamming that 
enters via tile main beam. The effects o f  main-beam jamming can be further reduced by 
eri~l~loying a narrow bearnwidtli to limit the region over which the jamming appears. I f  tllc 
main hcanl ca~lnot  be rnade tiarrow bccaiise of constraints on the antenna size, an auxiliary 
antenna can be ernployed to create a ~iotch in the main-beam radiation pattern in the direction 
of the jammer. With adaptive circuitry similar to that of the sidelobe canceler, this rtic~ir~-hrclr~r 
r~otc.l~ can be at~tomatically adjusted to be maintained in the direction of the jammer. 

Mt~ltiple radars viewirlg tlie sanw coverage in a coordinated manner can provide some 
benefit against a jammer since i t  is unlikely that jamming power can be distributed u~iiformly 
in space. Witti netting o f  radars. those radars with less jamming can provide target data for 
radars with rnorc janit~iirig. Multil-rlc radar sites also allow a jammer to be located by tr.icirrgir- 
l t r t  iotl wlicri main-beam jamriii~lg denies a direct rneasureme~lt of range. This may be a satisfac- 
tory tactic for one or a few jammers, but triangulation cannot be used with a large number of 
jammers becairsc o f  tile gc~lcratioti of  ghost targets. N jammers can produce N Z  - N ghost 
targets when two radars attempt triangulation. 

Locating the jarnrner might not be as important, however, as locating the attacking 
nlissilcs or aircraft screened by the jammer, especially when tlie jamming aircraft is beyond the 
r;lilge of d~fcrisivc weapons. A jntnrncr that operates outside the range of normal defenses is 
known as a stcrr~d-c?(; / ' i tr~?~~r~t~~' .  An important ECCM tactic is to engage hostile jammers with 
I~orric~-orr-/trru (tlOJ) missile giritiancc. I f  the jammer is radiating, HOJ is generally a better 
guidance tecl.rniquc tliaii is radar guidance. Stand-on jammers are also subject to direct attack 
by interceptor aircraft. 

Increasing the radar energy in the direction of the jammer in the hope of increasing the 
radar ecllo power above the jamming noise is called bunitltrotcgh. This may be accomplished 
with reserve transmitter power or by dwelling longer in the direction of the jammer. Dwelling 
longer on a target redilces the data rate, and thus can degrade the overall radar performance. A 
significant redirction in data rate ge~ierally is not desirable. Dependence on burnthrough as a 
rn;!jor 1'C:CM tactic is questionable. I t  should be used where cost-effective and where tlic 
rcdilction in data rate is tolerable. 

Impulsive noise, that can shock-excite the " narrow-band" radar receiver and cause i t  to 
ring, can be reduced wit11 the Lamb noise-silencing circuit,53 or  Dicke fix.54 This consists of a 
widebard IF filter in cascade with a limiter, followed by the normal IF matched filter. The 
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In general, higher-frequency radars usually are less vunerable to jamming than are lower­
frequency radars. One reason is that the bandwidth over which the higher-frequency radar can
operate is greater, thus causing the jammer to spread its available power over a greater

number of megahertz. Also, the antenna gain can be greater at the higher frequencies, a factor

often favoring the radar when confronted with jamming, as seen by Eqs. (14.28) and (14.30).
Furthermore, at the higher frequencies the antenna sidelobe levels can be lower, making it
lJlorc diflicull for sidcJohe jamming. Ilowever, lhe advantages of operaling againsl jamlllers al
the higher frequencies arc balanced in part by the disadvantages of the higher frequencies,
especially ahove 1. hand, for long-range air-surveillance radar.

The noise that enters the radar via the antenna sidelobes can be reduced by coherent

sidclohe cancelers. This consists of one or more omnidirectional antennas and cancelation
circuitry used in conjunction with the signal from the main radar antenna. Jamming noise in
the omnid ircct ional antennas is made to cancel the jamming noise entering the sidelobes of the
main antenna. 52 An antenna can also be designed to have very low sidelobe levels to reduce
the efTect of sidclobe jamming. Low sidelobe antennas require unobstructed siting if reflections
1'1'011\ nearby objects arc not to degrade the sidelobe levels.

By employing some or all of the above techniques, the effect of the sidelobe noise jammer
can be significantly reduced. Some of the above techniques can also reduce the jamming that
enters via the main beam. The effects of main-beam jamming can be further reduced by

employing a narrow beamwidth to limit the region over which the jamming appears. If the
main beam cannot he made narrow because of constraints on the antenna size, an auxiliary
antenna can be employed to create a notch in the main-beam radiation pattern in the direction

of the jammer. With adaptive cir~uitry similar to that of the sidelobe canceler, this mai/l-heam
lIotch can be automatically adjusted to be maintained in the direction of the jammer.

Multiple radars viewing the same coverage in a coordinated manner can provide some
henefit against a jammer since it is unlikely that jamming power can be distributed uniformly
in space. With netting of radars, those radars with less jamming can provide target data for
radars with morc jamming. Multiple radar sitcs also allow a jammer to be located by triangu­
[atio/l whcn main-beam jamming dcnies a direct measurement of range. This may be a satisfac­

tory tactic for one or a few jammers, but triangulation cannot be used with a large number of
jammers becausc of the generation of ghost targets. N jammers can produce N 2 - N ghost
targets whcn two radars attempt triangulation.

Locating the jammer might not be as important, however, as locating the attacking
missiles or aircraft screened by the jammer, especially when the jamming aircraft is beyond the
range of dffcnsive weapons. A jammer that operates outside the range of norm~1 defenses is
known as a sta/ld-of/jammer. An important ECCM tactic is to engage hostile jammers with
!roml'-OII-jam (IIOJ) missile guidance. If the jammer is radiating, HOJ is generally a better
guidance technique than is radar guidance. Stand-ofT jammers are also subject to direct attack
hy interceptor aircraft.

Increasing the radar energy in the direction of the jammer in the hope of increasing the
radar echo power above the jamming noise is called bumthrough. This may be accomplished

with reserve transmitter power or by dwelling longer in the direction of the jammer. Dwelling

longer Oil a target reduces the data rate, and thus can degrade the overall radar performance. A
significant reduction in data rate generally is not desirable. Dependence on burnthrough as a
major FCCM tactic is questionable. It should be used where cost-elTectivc and where the
reduction in data rate is tolerable.

Impulsive noise, that can shock-excite the" narrow-band" radar receiver and cause it to
ring, can be reduced with the Lamb noise-silencing circuit,53 or Dicke fix. 54 This consists of a
wide band IF filter in cascade with a limiter, followed by the normal IF matched filter. The
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wideband filter is designed to include most of the spectrum of tlle interfering signal. Its purposc 
is to preserve the short duration of the narrow impulsive spikes. These spikes arc t l~en  clippcd 
by the limiter to  remove a considerable portion of their energy. If the large noise spikes are not 
limited and are allowed to pass they would sllock-excite tile tlarrowband IF ampliticr and 
produce an  output pulse much wider in duration than the input pulse. Therefore the interfer- 
ence would be in the receiver for a much longer time and at a higher energy level than when 
limited before narrowbanding. Desired signals which appear simultaneously with the noise 
spike might not be detected, but the circuit does not allow the noise to influence the receiver 
for a time longer than the duration of a noise spike. This device depends on tile use of a limiter. 
Limiters, however, can generate undesired spurious responses and small-signal suppression. 
and reduce the improvement factor that can be achieved in MTI processors. I t  should therefore 
be used with caution as an ECCM device. If incorporated in a radar, provision should be 
included for switching it out of the receiver when i t  does more harm than good., 

A c*otlsturrt ,/idsc~-alarm riltr (CFAR) receiver is used with automatic detection systems to 
keep the false-alarm rate constant as the noise level at the receiver varies (Sec. 10.7). Wittlo~rt 
CFAR the computer in automatic systems can quickly become overloaded and ccasc to 
function. CFAR is sometimes classed as an ECCM, but in reality i t  is not in [he same category 
as other ECCM. CFAR does not give immunity to jamming; i t  merely makes operation in  he 
presence of jamming more convenient by automatically reducing the effective sensitivity of the 
receiver. I f  the jamming is severe enough, CFAR can produce almost the same effect as turning 
off the receiver. In a jamming environment, it can lull the radar operator into a false sense of 
security since the ideal CFAR, by maintaining the output noise level constant no matter what 
the level of the input noise, provides no indication that jamming is present. Additional means 
must be incorporated into a CFAR to provide the operator with warning of the presence of 
noise jamming. 

A sensitive receiver with a low noise figure may be desirable in many civilian applications 
of radar, but in military applications it is not always an asset since i t  makes the receiver more 
vulnerable to  jamming. Most low-noise receivers also have less dynamic range than one with a. 
mixer front-end. 

Since the jammer power received at the radar varies inversely as the square of the distance 
between radar and jammer (one-way propagation), while the radar echo power varies with 
distance inversely as the fourth power (two-way propagation), there will be some distance 
below which the radar echo will exceed the jammer signal. This is called the sel f~scrc~~~ti ir~y 
rcrnye, or the crossover range, and is approximately 

P,, G, cr B, J ~ , 2 ,  = - - -- -- - 
PI, G, 411. B, S 

where PI, = radar transmitter power 
I ) , ,  = jammer transmitter power 
G, = radar antenna gain 
Gj =jammer antenna gain 
0 = target cross section 

B, = jammer bandwidth 
B, = radar signal bandwidth 

J/S = jammer-to-radar signal (power) ratio at the output of the IF required to mask the 
radar signal 

A jammer located on a target of cross section a will overpower the radar if the jammer is at a 
range R,, or  greater. 
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widcband filter is designed to include most of the spectrum of t he interfering signal. Its purpose
is to preserve the short duration of the narrow impulsive spikes. These spikes are then clipped
by the limiter to remove aconsiderable portion of their energy. Ifthc large noise spikes are not
limited and arc allowed to pass they would shock-cxcite the narrowband IF ampliticr and
produce an output pulse much wider in duration than the input pulse. Therefore the interfer­
ence would be in the receiver for a much longer time and at a higher energy level than when
limited before narrowbanding. Desired signals which appear simultaneollsly with the noise
spike might not be detected, but the circuit does not allow the noise to intlucnce the receiver
for a time longer than the duration of a noise spike. This device depends on the use of a limiter.
Limiters, however, can generate undesired spurious responses and small-signal suppression.
and reduce the improvement factor that can be achieved in MTI processors. It should therefore
be used with caution as an ECCM device. If incorporated in a radar, provision should be
included for switching it out of the receiver when it does more harm than good'J

A collstallt false-a/arm ratt' (CFA R) receiver is used with automatic detection systcms to
keep the false-alarm rate constant as the noise level at the receiver varies (Sec. 10.7). Without
CFAR the computer in automatic systems can quickly become overloaded and cease to
function. CFAR is sometimes classed as an ECCM, but in reality it is not in the same category
as other ECCM. CFAR does not give immunity to jamming; it merely makes operation in the
presence of jamming more convenient by automatically reducing the effective sensitivity of the
receiver. If the jamming is severe enough, CFAR can produce almost the same effcct as turning
off the receiver. In a jamming environment, it can lull the radar operator into a false sense of
security since the ideal CFAR, by maintaining the output noise level constant no matll.~r what
the level of the input noise, provides no indication that jamming is present. Additional means
must be incorporated into a CFAR to provide the operator with warning of the presence of
.. .

nOise JammIng.
A sensitive receiver with a low noise figure may be desirable in many civilian applications

of radar, but in military applications it is not always an asset since it makes the receiver more
vulnerable to jamming. Most low-noise receivers also have less dynamic range than one with a·
mixer front-end.

Since the jammer power received at the radar varies inversely as the square of the distance
between radar and jammer (one-way propagation), while the radar echo power varies with
distance inversely as the fourth power (two-way propagation), there will be some distance
below which the radar echo will exceed the jammer signal. This is called the st'~rscr('etlitlg

ratlge, or the crossover range, and is approximately

R2 _ P,r Gr a Bj J
$I - - ------

Po Gj 41t Br S
( 14.2H)

where P,r = radar transmitter power
J>,j = jammer transmitter power
Gr = radar antenna gain
Gj = jammer antenna gain
a = target cross section

B j = jammer bandwidth
Br = radar signal bandwidth

J /S = jammer-to-radar signal (power) ratio at the output of the IF required to mask the
radar signal

A jammer located on a target of cross section a will overpower the radar if the jammer is at a
range Rss or greater.
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A radar equation for detecting a target in the presence of jamming noise large compared 
to receiver noise can be derived by substituting the jammer noise power per hertz received at 
the radar for the receiver noise power per hertz, or  kT, F,. The jammer noise power per hertz 
at the radar is 

where .4,. = crPtctivc receiving aperture of tlie radar antenna and R = range of jammer from 
radar. Substituting Eq. (14.29) for k7;, F ,  in Eq. (2.54). the radar equation for a searchlighting 
or tr:lcki~~g radar, yields 

wlicrc r , ,  = I!;/, = ir~tcgratio~i tirt~c. 'Tlic system losses have been omitted. Tlie remaining syrn- 
bols I\avc bcc11 dcfirietf i~bove 01- i l l  Sec. 2.14. Making tlie same substitution of Eq. (14.29) into 
tlic stir vcillaricc sad31 equation, Eq.  (2.57). givcs 

For jarnr~iing which enters via the antenna sidelobes rather than via the main beam, the 
riglit-hand side of the above surveillance radar equation would be multiplied by tlie ratio of 
rnaxirnum aliterina gain to tlie gain of the sidelobe in the direction of the jammer. 

Repeater jamming. A target under observation by a radar can generate false echoes by delay- 
ing the received radar signals and rctransrnitting at a slightly later time. This is accomplished 
in a r.cPpcJ~rrcrr. ictnrrrrrr.. I)claying tlic rctrans;i~ission causes tlie repeated signals to appear at a 
range and,/or ajlinlutli diffc~etit fro111 that of the jammer. Thus the signal from the repeater 
gcricrates a false target eclio at tlie output of tlie radar receiver which, in principle, cannot be 
distirlgtrislicct fro111 a real targct. A rr~rc r.illlt>trttJ~- is one wliicli retransmits the same signal that a 
target woilld rcr a d '  late. 

A r r~~c r t s~~o t t~ l~~r~  rcpcatcr plays b x k  a stored replica of the radar signal after i t  is triggered 
l ~ y  tile radar. .I'lie trarisn~ittcd signal is made to resemble the radar signal as closely as 
practicable. Tlie tr;~~isponder might also radiate a noise pulse. It can be programmed to remain 
silent wllcri illur~~irintcd by t l ~ c  main radar bcarri and to transmit only when illumii~ated by tlie 
sidclohcs. creating spurious targets on tlie radar display at directions other than that of the 
true targct 

A r.trrrccc~-qrto src~c~lt~r is a repeater jammer whose function is to cause a tracking radar to 
" hrca k lock " or1 t lie target. I t  will be recalled from Sec. 5.6 that a tracking radar can track a 
targct it1 range by generating a pair of range gates within tlie radar receiver and adjusting these 
gates to center on tlic target. Tlie tracking radar is said to be " locked on " the target when the 
echo is rnaitiiained between tlie two range gates. As the target moves, the range gates automat- 
ically follow. The range-gate stealer operates by initially transmitting a single pulse in synchro- 
nism with each pulse received from the radar, thereby strengthening the target echo. The 
repeater slowly sliifts tile timing of its own pulse transmissions to cause an apparent change in 
tlic target range. I f  the jamming signal is larger than the echo signal, the radar tracking circuits 
will follow the false signal fsorri the jammer arid ignore the weaker echo from the target. In this 
rnanner. tile repeater "steals" the radar tracking circuits from the target. The delay between 
tllc true cclio arid tlie false eclio car1 be lengtlieried or shortened to sucli an extent that the 
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A radar equation for detecting a target in the presence of jamming noise large compared
to receiver noise can be derived by substituting thejammer noise power per hertz received at .
the radar for the receiver noise power per hertz, or kTo F n • The jammer noise power per hertz
at the radar is

(14.29)

where A.. = effective receiving aperture of the radar antenna and R = range of jammer from
radar. Substituting Eq. (14.29) for kl;)F n in Eq. (2.54), the radar equation for asearchlighting
or tracking radar, yields

1 1\" (J,(oE j (II) (T Bj

Hl1lox = 4 (SIN)' j>.C;.Tr ! I) )

(14.30)

(14.31)

\",here (II = Iliff' = integration time. The system losses have been omitted. The remaining sym­
hols have heen defined ahove or in Sec. 2.14. Making the same suhstitution of Eq. (14.29) into
the surveillance radar equation, Eq. (2.57), gives

R1 = ~:~~i~'.l~ ~ ~,
max (SIN)! OPrjG j

For jamming which enters via the antenna sidelobes rather than via the main beam, the
right-hand side of the above surveillance radar equation would be multiplied by the ratio of
maximum antenna gain to the gain of the sidelobe in the direction of the jammer.

Repeater jamming. /\. target under observation by a radar can generate false echoes by delay­
ing the received radar signals and retransmitting at a slightly later time. This is accomplished
ill a "crearcr jamm('/". Delaying the retrans'mission causes the repeated signals to appear at a
range and/or azimuth different from that of the jammer. Thus the signal from the repeater
generates a false target echo at the output of the radar receiver which, in principle, cannot be
distinguished from a real target. /\. (r1/e rereater is one which retransmits the same signal that a
target would reradiate.

1\ (rw1sl'0lld('/' repeater plays hack a stored replica of the radar signal after it is triggered
hy the radar. The transmitted signal is made to resemble the radar signal as closely as
practicable. The transponder might also radiate a noise pulse. It can be programmed to remain
silent wher{ illuminated by the main radar beam and to transmit only when illumihated by the
sidelobes, creating spurious targets on the radar display at directions other than that of the
true target.

/\. rclllw-ya(e stealer is a repeater jammer whose function is to cause a tracking radar to
.. hreak lock" Oil the target. It will be recalled from Sec. 5.6 that a tracking radar can track a
target in range by generating a pair of range gates within the radar receiver and adjusting these
gates to center 011 the target. The tracking radar is said to be "locked on" the target when the
echo is maintained between the two range'gates. As the target moves, the range gates automat­
ically follow. The range-gate stealer operates by initially transmitting a single pulse in synchro­
nism with each pu Ise received from the radar, thereby strengthening the target echo. The
repeater slowly shifts the timing of its own pulse transmissions to cause an apparent change in
the target range, If the jamming signal is larger than the echo signal, the radar tracking circuits
will follow the false signal from the jammer and ignore the weaker echo from the target. In this
manner. the repeater" steals" the radar tracking circuits from the target. The delay between
the true echo and the false echo can be lengthened or shortened to such an extent that the



range servo limits in the radar receiver are exceeded, o r  else the repeater can be turned off, 
leaving the tracker without a target and forcing it to revert to the search mode. 

CW radars sometimes employ a tunable filter called a velocity gate to  track the dopplcr 
frequency shift. A velocity-gate stealer transmits a signal which falsifies the target's speed or 
pretends that it is stationary. 

Repeater jammers may also be designed to break conical-scan angle track by transmitting 
a signal at the conical-scan frequency. This will either confilse the operation of the radar 
antenna servo o r  prevent it from following the target. 

A repeater can be very effective against an  unprepared radar system. Repeater jamming, 
however, is generally easier to  counter than is noise jamming. Against a properly prepared 
radar, repeater jamming can be made to have only minimal effect. I t  is difficitlt to design a 
repeater jammer that will play back an exact reproduction of the radar signal. The radar echo 
from a target can be considered as being linear, but the signal from a repeater is generally not > linearly related to  that which was transmitted by the radar. Thus one strategy for defeating 
repeater jamming is to  utilize radar transmissions with a form of identification difficlrlt to 
mimic by the "nonlinear" repeater. Repeater "false echoes" can be unmasked as such by 
tltilizing in an unpredictable manner different pulse repetition frequencies, rf freqirencies, pt~lse 
widths, internal pulse modulations, or polarizations. Sidelohe bliinkers can prcvent repeater 
signals from entering the radar via the antenna sidelobes and appearing on the display i l l  

directions different from that of the jammer. In a tracking radar, circuitry can be devlscri to 
prevent range-gate stealers from capturing the range gate. Monopi~lse tracking radar can be 
employed to avoid the vulnerability of conical-scan tracking radars to nlodulations that cause 
it to break lock in angle. 

Passive ECM. The noise jammer and the repeater jammer were examples of active 13CM. 
They internally generate o r  amplify electromagnetic energy, which is then radiated. Passive 
electronic countermeasures d o  not generate or  amplify electromagnetic radiation. They act in 
a passive manner to change the energy reflected back to the radar. Examples of passive ECM 
are chafj decoys, and radar cross-section redirction. 

One  of the earliest forms of countermeasures used against radar was cl~c!l/: Chaff consists 
of a large number of dipole reflectors, usually in the form of metallic foil strips packagect as a 
bundle. Tlle many foil strips constituting tlte chaff bundle, on being released Srgnl all iiircraft, 
are scattered by the wind and blossom to form a highly reflecting cloud. A relatively small 
buttdle of chaff can form a cloud with a radar cross section comparable to that o f  u large 
aircraft. 

Chaff is used either to deceive or to confilse. Sl~or cv/ic!lj'is tile nilme ~rst~aily associated wit11 
t1te ~Ieceptio~l role, while col.ritlor c/ic!lj'is a conl'ilsion cotl1ltesrncast11'e. Spot cl~irl'l'is clr.opl>cd its 
individual bundles which appear as additional targets on the radar in an effort to deceive the 
operator as to  their true nature. 

A chaff corridor is produced by airscraft continuously releasing chaff to form a long 
corridorlike cloud through which following aircraft can fly undetected. Tlie effect is to mask 
tile aircraft, much like a smoke screen. 

Chaff is a relatively slow moving target compared with aircraft. Its vertical descent is 
determined by gravity and by the drag characteristics of the individi~al foil strips. Its Iiosi~oii- 
tal component of  velocity depends on the wind. Chaff may be distinguished from moving 
aircraft targets on the basis of its slower velocity. Discrimination is performed eitlicr by tlic 
radar operator or  automatically with MTI. 

Chaff dropped from an aircraft can also be used to "break lock" or1 tracking radars; that 
is, if  a tracking radar is "locked on"  and following a particular target, the dropping of cllaff 
might cause the tracker to follow the chaff and not the target. 
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range servo limits in the radar receiver are exceeded, or else the repeater can be turned off,
leaving the tracker without a target and forcing it to revert to the search mode.

CW radars sometimes employ a tunable filter called a velocity gate to track the doppler
frequency shift. A velocity=gate stealer transmits a signal which falsifies the target's speed or
pretends that it is stationary.

Repeater jammers may also be designed to break conical-scan angle track by transmitting
a signal at the conical-scan frequency. This will either confuse the operation of the radar
antenna servo or prevent it from following the target.

A repeater can be very effective against an unprepared radar system. Repeater jamming,
however, is generally easier to counter than is noise jamming. Against a properly prepared
radar, repeater jamming can be made to have only minimal effect. It is difficult to design a
repeater jammer that wiJ.l play back an exact reproduction of the radar signal. The radar echo
from a target can be considered as being linear, but the signal from a repeater is generally not
linearly related to that which was transmitted by t,he radar. Thus one strategy Cdr defeating
repeater jamming is to utilize radar transmissions with a form of identification difficult to
mimic by the "nonlinear" repeater. Repeater "Calse echoes" can be unmasked as such by
utilizing in an unpredictable manner different pulse repetition frequencies, rf frequencies, pulse
widths, internal pulse modulations, or polarizations. Sidelobe blankers can prevent repeater
signals from entering the radar via the antenna sidelohes and appearing on the display in
directions different from that of the jammer. In a tracking radar, circuitry can he Lkvised to
prevent range-gate stealers from capturing the range gate. Monopulse tracking radar can he
employed to avoid the vulnerability of conical-scan tracking radars to modulations that cause
it to break lock in angle.

Passive ECM. The noise jammer and the repeater jammer were examples of active ECM.
They internally generate or amplify electromagnetic energy, which is then radiated. Passive
electronic countermeasures do not generate or amplify electromagnetic radiation. They act in
a passive manner to change the energy reflected back to the radar. Examples of passive ECM
are chafr. decoys, and radar cross-section redllction.

One of the earliest forms of countermeasures used against radar was cJl(~fr Chaff consists
of a large number of dipole reflectors, usually in the form of metallic foil strips packaged as a
bundle. The many foil strips constituting the chaff bundle, on being released fn,Hll an aircraft,
are scattered by the wind and blossom to form a highly reflecting cloud. A relat!vely small
bundle of chaff can form a cloud with a radar cross section comparable to that of a large
aircrart.

Chaff is used either to deceive or to confuse. S/)(}( chqfj' is the Ilame usually associated with
the deception role, while corridor cJ/l~fns a confusion countermeasure. Spot chaff is dropped as
individual bundles which appear as additional targets on the radar in an effort to deceive the
operator as to their true nature.

A chaff corridor is produced by air.craft continuously releasing chaff to form a long
corridorlike cloud through which following aircraft can fly undetected. The effect is to mask
the aircraft, much like a smoke screen.

Chaff is a relatively slow moving target compared with aircraft. Its vertical descent is
determined by gravity and by the drag characteristics of the individual foil strips, Its horizon­
tal component of velocity depends on the wind. Chaff may be distinguished from moving
aircraft targets on the basis of its slower velocity. Discrimination is performed either hy the
radar operator or automatically with MTI.

Chaff dropped from an aircraft can also be used to" break lock" on tracking radars; that
is, if a tracking radar is "locked on" and following a particular target, the dropping of chaff
might cause the tracker to follow the chaff and not the target.



('IlafP was a very clfcctivc countcrliieasilrc wlictl used with tlic rcliltivcly slow bomber 
aircraft of World War 11. With modern high-speed aircraft, a bundle of chaff quickly separates 
from the dispensirig aircraft and makes the job of discriminating between target and chaff 
easier. However, chaff need not be sii~lply dropped from the target. It can be dispensed fro111 
aerial rockets and fired ahead, behind, above, or below the target aircraft. Forward-shot chaff 
car1 deceive the range and velocity tracking gates of tracking radars. 

T l ~ e  effects of chafican be reduced by a ptoperly designed MTI. The design of an MTI to 
detect ~iiovirig targets in c h a r  is different from the design of an MTI for surface clutter since 
the chaff is generally i l l  motion. The MTI must be capable of coping with moving, rather than 
statioiiary. clutter. I i i  this regard the MTI design is more like that for detecting targets in 
wcatllcr clutter. I'lie MTI design is further cornplicated if  tile moving chaff appears in the same 
resolution cell as stationary surface clutter. The MTI must then be made to cancel simulta- 
neously both stationary surface clutter and moving volume clutter. High range and angle 
resolutiori is another technique effective in reducing the amount of clutter with which the 
target must conipete. 

A decoy is a srnall aircraftlike vellicle made to appear to the radar as a realistic target. I f  
tlie decoy and the aircraft are made indistinguishable to tlie radar, the radar operator may bc 
deceived into thinking the decoy is hostile and commit a weapon to attack. If sufficient decoys 
;\re present, the defense system could be overloaded. 

A small aircraft or missile decoy call be designed to have a radar cross section cotnparablc 
with that of a large aircraft by fitting it wit11 radar signal enhancement devices such as corner 
reflectors, Lutleburg reflectors, or active repeaters. The decoy could also be outfitted with a 
srnall jammer to mimic jammers on the target aircraft in order to make the two appear 
identical. 

Decoys might be carried on board attacking bomber aircraft and launched outside the 
normal radar detection ranges. Since decoys can be made to closely resemble real targets, and 
since a decoy might conceivably carry a bomb, one defensive strategy would be to destroy all 
unfriendly targets, itlcluding known decoys. 

Reducing the radar cross section of the target by proper shaping is another possible 
passive countermeasure. A target with doubly curved surfaces (curvature in two dimensions) 
will have small cross section. I t  should not have any flat, cylindrical, or  conical surfaces which 
might be illuminated by the incident radar wave from a direction along the normal to the 
surface. The cone-sphere, described in Sec. (2.7), is a good example of a target shape that yields 
a low val,ue of cross section over a wide range of angles. 

The radar cross section of a target can also be reduced by e le~t roma~nei ic  absorbent 
n~aterials.~'  One type of electrorriagrietic absorber is based on destructive interference. It is a 
quarter wavelengtli thick arid designed so that energy reflected from the front surface cancels 
tllc energy wllicli enters tile rriaterial and is reflected from the inner surface. A destructive 
iriterference absorber is atialogous to the antireflection coatings applied to optical lenses. I t  is 
inherently narrowband. 

Another type of absorber is one which internally dissipates the energy incident upon i t .  It 
is irsually mucli thicker than the destructive interference absorber but has the advantage of 
being broadband. Relatively thin absorbers, however, can be obtained with magnetic materials 
having appropriate dielectric proper tie^.^^.'^^.'^^ 

14.6 BISTATIC  RADAR^'.^^ 
Throughout this book, i t  has been assumed that a common antenna is used for both transmit- 
ting and receiving. Such a radar is called ntotlostatic. A bistatic radar is one in which the 
tranqrnitting arid receiving aritenrlas are separated by a considerable distance (Fig. 14.12). I f  
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Chaff was a very effective countermeasure whcn used with the relatively slow bomber
aircraft of World War n. With modern high-speed aircraft, a bundle of chaff quickly separates·
from the dispensing aircraft and makes the job of discriminating betwecn target and chaff
easier. However, chaff need not be simply dropped from the target. Jt can be dispensed from
aerial rockets and fired ahead, behind, above, or below the target aircraft. Forward-shot chaff
can deceive the range and velocity tracking gates of tracking radars.

The effects of chaff can be reduced by a properly designed MTI. The design of an MTI to
detect moving targets in chaff is different from the design of an MTI for surface clutter since
the chaff is generally in motion. The MTI must be capable of coping with moving, rather than
stationary, clutter. In this regard the MTI design is more like that for detecting targets in
weather cluller. The MTI design is further complicated if the moving chaff appears in the same
resolution cell as stationary surface c1uller. The MTI must then be made to cancel simulta­
neously both stationary surface clutter and moving volume clutter. High range and angle
resolution is another technique effective in reducing the amount of clutter with which the
target must compete.

A decoy is a small aircraft like vehicle made to appear to the radar as a realistic target. If
the decoy and the aircraft are made indistinguishable to the radar, the radar operator may be
deceived into thinking the decoy is hostile and commit a weapon to attack.lfsufficient decoys
are prescnt, the defense system could be overloaded.

A small aircraft or missile decoy can be designed to have a radar cross section comparable
with that of a large aircraft by fitting it with radar signal enhancement devices such as corner
rcOcctors, Luncburg reOcctors, or active repeaters. The decoy could also be outfitted with a
small jammer to mimic jammers on the target aircraft in order to make the two appear
identical.

Decoys might be carried on board attacking bomber aircraft and launched outside the
normal radar detection ranges. Since decoys can be made to closely resemble real targets, and
since a decoy might conceivably carry a bomb, one defensive strategy would be to destroy all
unfriendly targets, including known decoys.

Reducing the radar cross section of the target by proper shaping is another possible
passive countermeasure. A target with doubly curved surfaces (curvature in two dimensions)
will have small cross section. It should not have any flat, cylindrical, or conical surfaces which
might be illuminated by the incident radar wave from a direction along the normal to the
surface. The cone-sphere, described in Sec. (2.7), is a good example of a target shape that yields
a low value of cross section over a wide range of angles.

\ .
The radar cross section of a target can also be reduced by electromagnetic absorbent

materials. S S One type of electromagnetic absorber is based on destructive interference. It is a
quarter wavelength thick and designed so that energy retlected from the front surface cancels
the energy which enters the material and is reOected from the inner surface. A destructive
interference absorber is analogous to the antireOection coatings applied to optical lenses. It is
inherently narrowband.

Another type of absorber is one which internally dissipates the energy incident upon it. It
is usually much thicker than the destructive interference absorber but has the advantage of
being broadband. Relatively thin absorbers, however, can be obtained with magnetic materials
having appropriate dielectric properties.99.100.104
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Throughout this book, it has been assumed that a common antenna is used for both transmit­
ting and receiving. Such a radar is called mOlJostatic. A bistatic radar is one in which the
transmitting and receiving antennas are separated by a considerable distance (Fig. 14.12). If
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Figure 14.12 Geometry of a bistatic radar. 

, o  many separated receivers are employed with one transmitter, the radar system is called n~ltlrr- *% 
static. Some of the characteristics, capabilities, and limitations of the bistatic radar w~l l  be ,? 

described in this section and compared with the more usual monostatic radar. 
Any radar which employs separate antennas for transmitting and receiving might he 

called bistatic, but for purposes of this disct~ssion a bistatic radar is assumed to be one in whicti 
tlie separation between transmitter and receiver is comparable with the target distance. For 
aircraft targets, the separations might be of the order of  a few lniies to  as much as  several 
hundred miles. For satellite targets the separation might be hundreds or  even thousands of 
miles. A distinction is made between radars with closely spaced antennas and radars with 
widely spaced antennas because the former resemble the conventional monostatic radar more 
than the type of bistatic radar to  be discussed here. 

Description. The bistatic radar is not a new concept. Its principle was known and 
demonstrated many years before the development of practical monostatic radar. In Sec. 1.5 i t  

was mentioned that the first "radar" observations in both the United States and in Great 
Britain were made with separated CW transmitters and receivers. These early radars were 
known as wave-interference equipments but were the same as what would now be called 
bistatic radar. Taylor and Young of the Naval Research Laboratory first demonstrated bistatic 
radar for the detection of  ships in 1922. Their work was disclosed in a patent issued in 1 9 3 4 . ~ ~  
The early experiments with wave-interference (bistatic) radar led to the development of mono- 
static radar in the late 1930s in both this country a11d abroad. Further development was put 
aside after the demonstration of the more versatile monostatic-radar principle. Bistatic radar 
lay dormant for about fifteen years until it was "reinvented " in the early 1950s and received 
new in te re~t .~ '  

Separating the transmitter and receiver in the histatic radar results in considerably differ- 
ent radar characteristics than those obtained with the monostatic radar. The physical 
configuration of a bistatic radar is closer to  that of  a point-to-point microwave communica- 
tions system than to  the usual scanning monostatic radar. In fact, bistatic-radar detection of 
aircraft with point-to-point communications systems has often been reported in the literature. 
Perhaps the most common manifestation of the principle of the bistatic radar is the rhythmic 
flickering observed in a TV picture when an aircraft passes overhead, especially if  the television 
receiver is tuned to a weak channel. 

The inherent geometry of the bistatic radar is more suited to a fixed (nonscanning) 
fencelike coverage as in Fig. 14.12, as is obtained with fixed antennas generating fan beams. 
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Figure 14.12 Geometry of a histatic radar.

many separated receivers are employed with one transmiuer, the radar system is called /1l1l/cj­

staCie. Some of the characteristics, capabilities, and limitations of the bistatic radar will be
described in this section and compared with the more usual monostatic radar.

Any radar which employs separate antennas for transmitting and receiving might he
called bistatic, but for purposes of this discussion a bistatic radar is assumed to be one in which
the separation between transmitter and receiver is comparable with the target distance. For
aircraft targets, the separations might be of the order of a few miles to as much as several
hundred miles. For satellite targets the separation might be hundreds or even thousands of
miles. A distinction is made between radars with closely spaced antennas and radars with
widely spaced antennas because the former resemble the conventional monostatic radar more
than the type of bistatic radar to be discussed here.

Description. The bistatic radar is not a new concept. Its principle was known and
demonstrated many years before the development of practical monostatic radar. In Sec. 1.5 it
was mentioned that the first" radar" observations in both the United States and in Great
Britain were made with separated CW transmitters and receivers. These early radars were
known as wave-interference equipments but were the same as what would now be called
bistatic radar. Taylor and Young of the Naval Research Laboratory first demonstrated bistatic
radar for the detection of ships in 1922. Their work was disclosed in a patent issued in 1934. 59

The early experiments with wave-interference (bistatic) radar led to the development of mono­
static radar in the late 1930s in both this country and abroad. Further development was put
aside after the demonstration of the more versatile monostatic-radar principle. Bistatic radar
lay dormant for about fifteen years until it was" reinvented" in the early 1950s and received
new interest.6o

Separating the transmitter and receiver in the bistatic radar results in considerably differ­
ent radar characteristics than those obtained with the monostatic radar. The physical
configuration of a bistatic radar is closer to that of a point-to-point microwave communica­
tions system than to the usual scanning monostatic radar. In fact, histatic-radar detection of
aircraft with point-to-point communications systems has often been reported in the literature.
Perhaps the most common manifestation of the principle of the histatic radar is the rhythmic
flickering observed in a TV picture when an aircraft passes overhead, especially if the television
receiver is tuned to a weak channel.

The inherent geometry of the bistatic radar is more suited to a fixed (nonscanning)
fencelike coverage as in Fig. 14.12, as is obtained with fixed antennas generating fan beams.
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The fence coverage of the bistatic radar is seen to be quite different from the hemispherical 
coverage of tile motiostatic radar. Similar coverage can also be obtained with the monostatic 
radar by operating wit11 fixed, rather tila11 scanning, antennas. 

The radiated signal f ~ o m  tlie bistatic transmitter as shown in Fig. 14.12 arrives at the 
receiver via two sepa~a tc  putlis, one being tlle dirx~ct patli from transmitter to receiver, tlie 
otlicr [wing tlie sc.trttt>r.cd pat11 wliich includes the target. Tlie measurements which can be 
made at thc bistatic rccciver arc: 

1 .  7.11~ total pat11 le~igtli ( L ) ,  + L),) ,  of tra~isit time, of the scattered signal. 
2. The angle of arrival of the scattered signal. 
3. I 'he frequency of tlie direct arid tlie scattered signals. These will be differknt i f  the target is in 

motion (doppler effect). 

A knowledge of tlie transmitted signal is necessary at the receiver site if the maximum 
information is to be extracted from the scattered signal. The transmitted frequency is needed to 
determine tlie doppler frequency shift. A time or phase reference is also required i f  the total 
scattered patti lengtli (D, + D,) is to be measured. The frequency reference can be obtained 
from the direct signal. The time reference also can be obtained from the direct signal provided 
tlie distance D, between transmitter and receiver is known. I f  the separation between transmit- 
ter arid receiver is sufficiently large. the direct signal will be highly attenuated by propagation 
losses and niiglit be too weak to  be detected at the receiver. (The signal scattered by the target 
will riot be highly attenuated i f  tlie target lies above the radar line of sight, but the direct signal 
milst overcome the losses due to its over-the-horizon path.) Wheri the direct signal is not 
avnilabll: at the rccciver, its furiction may be performed by a stable clock or  reference oscillator 
synclironized to tlie transmitter. I t  will be assumed, therefore, that a knowledge of the trans- 
niittcd signal is always available at the receiver, whether from the direct signal or  from a 
suitable reference clock. 

The bistatic radar can be operated with either a pulse modulation or  CW, just as can a 
rnonostatic radar. The simplicity of C W  or modulated C W  has an advantage in the bistatic 
radar, not usually enjoyed by rnonostatic radar. A CW radar requires considerable isolation 
between transtnitter arid receiver to prevent the transmitted signal from leaking into the 
receiver, Isolation is obtained in the bistat ic radar because of the inherent separation bet wee11 
t rarisniitter and receiver. 

4 
Information available from the bistatic-radar signal. Radar, whet her bistatic or  monostatic, is 
capable of determining (1) the prrseilcr of a target (of sufficient size) within the coverage of tlie 
radar. (2) the [occitiot~ of the target position in space, and ( 3 )  a cornpotlent ofvelocity (doppler) 
relative to the radar. 

The method of locating the target position is similar in either radar. Both require the 
measurement of a distance arid the angle of arrival in two orthogonal angular coordinates. The 
distance measured by the bistatic radar is the sum S = D, + D,, the total scattered path. 
Tlie slim D, + D, locates the target somewhere on the surface of a prolate spheroid (an ellipse 
rotated ahout its major axis) wliose two foci are at the location of the transmitter and receiver. 
T o  further localize the target position the scattered-signal angle of arrival is required at 
tlie receiver. The intersection of the ray defined by the angle of arrival and the surface of 
tlle prolate splieroid dctcrnii~ics t l ~  position of tlie target i l l  space. 

Applying tlie law of cosines to tlie geometry of Fig. 14.12 gives 

Df = D: + D: - 2D,Db cos rl/, (14.32) 
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The fence coverage of the bistatic radar is seen to be quite different from the hemispherical
coverage of the monoslatic radar. Similar coverage can also be obtained with the monostatic
radar by operating with fixed. rather than scanning, antennas.

The radiated signal from the bistatic transmitter as shown in Fig. 14.12 arrives at the
receiver via two separate paths. one being the direct path from transmitter to receiver. thc
other being the scattered path which includes the target. The measurements which can be
made at the bistatic receiver are:

l. The total path length (Dr + Dr). 01' transit time, of the scattcred signal.
2. The angle of arrival of the scattered signal.
J. The frequcncy of the direct and the scattcred signals. These will be different if the target is in

motion (doppler cffect).

/\ knowledge of the transmitted signal is necessary at the receiver site if the maximum
information is to be extracted from the scattered signal. The transmitted frequency is needed to
determine the doppler frequency shift. A time or phase reference is also required if the total
scattered path lcngth (Dr + Dr) is to be measured. The frequency reference can be obtained
from the direct signal. The time reference also can be obtained from the direct signal provided
the distance D" between transmitter and receiver is known. If the separation between transmit­
ter and receiver is sufficiently large. the direct signal will be highly attenuated by propagation
losses and might be too weak to bc detectcd at the receiver. (The signal scattered by the target
will not be highly attenuated if the target lies above the radar line of sight, but the direct signal
must overcome the losses due to its over-the-horizon path.) When the direct signal is not
availabk at thc receiver. its fUllction may be performed by a stable clock or reference oscillator
synchronized to the transmitter. It will be assumed, therefore. that a knowledge of the trans­
mitted signal is always available at the receiver, whether from the direct signal or from a
suitahlc reference clock.

The bistatic radar can be operated with either a pulse modulation or CW, just as can a
monostatic radar. The simplicity of CW or modulated CW has an advantage in the bistatic
radar. not usually enjoyed by monostatic radar. A CW radar requires considerable isolation
between transmitter and receiver to prevent the transmitted signal from leaking into the
receiver. Isolation is obtained in the bistatic radar because of the inherent separation between
transmitter and receiver.

(

Information available from the bistatic-radar signal. Radar, whether bistatic or monostatic, is
capable of determining (1) the presellce of a target (.ofsufficient size) within the coverage of the
radar. (2) the location of the target position in space, and (3) a componellt ofvelocity (doppler)
relative to the radar.

The method of locating the target position is similar in either radar. Both require the
measurement of a distance and the angle of arrival in two orthogonal angular coordinates. The
distancc measured by the bistatic radar is the sum S = D, + Dr. the total scattered path.
The sum D, + Dr locates the target somewhere on the surface of a prolate spheroid (an ellipse
rotated about its major axis) whose two foci are at the location of the transmitter and receiver.
To further localize the target position the scattered-signal angle of arrival is required at
the receiver. The intersection of the ray defined by the angle of arrival and the surface of
the prolate sphcroid determincs tl'c position of the target ill space.

Applying the law of cosincs to the geometry of Fig. 14.12 gives

D~ = D; + D~ - 2D r Db cos t/J r (14.32)



where I), is the angle of arrival measured in the plane of the fence, here assiinlcd to he vertical. 
The bistatic radar can measure t,b, and S = D, + D r .  The separation 11, between transmitter 
and receiver is assumed known. Equation (14.32) may be written 

The above equation locates the target in the plane of the angle $,. . The location of the target in 
the third dimension is found from the measurement of the orthogonal angle coordinate 11/, 
(not shown in Fig. 14.12). 

When the sum S = D, + Dr approaches the base-line distance Dbr the prolate sphcroid 
degenerates into a'straight line joining the two foci. Under these conditions, the location of the 
target position is indeterminate other than that i t  lies somewhere along the line joining tile 
transmitter and receiver. .) 

Locati'ng a target with bistatic radar is not unlike locating a target with monostatic radar. 
The latter measures the total path length from radar to target to receiver just as does the 
bistatic radar. Since the two parts of the path are equal, the distance to the target is one-half 
the total path length. The distance or range measurement in the monostatic radar locates tlic 
target on the surface of a sphere. (The spt~ere is the limiting case of the prolate spllcroid wlle11 
the separation between the two foci becomes zero.) Hence the target position is found with 
monostatic radar as the intersection of a ray (defined by the angle of arrival) and tlle surface of  
a sphere. 

The doppler beat frequencyj; between the scattered and direct signals in the bistatic radar 
is proportional to the time rate of  change of the total path length of the scattered signal, 

where II is the wavelength of the transmitted signal. The doppler frequency shift provides a 
means for discriminating stationary objects from moving targets, but it is r~or a measure of the 
radial velocity as with the monostatic radar. In principle, i t  is possible to determine tlle 
trajectory of the target from doppler measurements only.57 

Bistatic radar measurements. The measurements made with a bistatic radar art: similar to 
those of  the conventional monostatic radar except they are usually more complicated and 
difficult to accomplish. The measurement o f  distance relative to  one of the sites requires a 
knowledge of both the angle of arrival at the receiving site and the distance between transmit- 
ter and receiver, as was indicated by Eq. (14.33). Any of the methods for measuring range with 
a monostatic radar can be applied to bistatic radar, including pulse and FM-CW modulations. 
I f  the direct signal from the transmitter is available at  the receiving site, it can bc trsed as a 
reference s i g ~ ~ a l  to extract the doppler frequency shift. However, the direct signal can serlo~isly 
interfere with the measurement of the angle of arrival, just as does a multipath signal. To 
extract the angular location of the target, the direct signal must be separated in some manner 
from the target signals. This is not an easy task since the angles of arrival of the direct anti 
scattc~.cd sig~lals are generally close to one anotller wllen tlie histatic radar is alru~igod lo  

provide fence coverage. 

Bistatic Radar equation. The simple form of the radar equation for monostatic radar is given 
by the familiar expression 

PI G2112a, 
P,  = monostatic 

( 4 7 ~ ) ~  R~ L; L, 

(14.34)
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where 1/1,. is the angle of arrival measured in the plane of the fence, here assumed to be vertical.
The bistatic radar can measure I/Ie and S = D, + Dr. The separation Db between transmitter
and receiver is assumed kQ9wn. Equation (14.32) may he written

S2 - Dl
Dr = 2(5 _ Db cos tfie) (14.33)

The ahove equation locates the target in the plane of the angle tfi,.. The location of the target in
the third dimension is found from the measurement of the orthogonal angle coordinate 1/1 ()
(not shown in Fig. 14.12).

When the sum 5 = D, + Dr approaches the base-line distance Db, the prolate spheroid
degenerates into a'straight line joining the two foci. Under these conditions, the location of the
target position is indeterminate other than that it lies somewhere along the line joining the
transmitter and receiver. ,J

Locating a target with bistatic radar is not unlike locating a target with monostatic radar.
The latter measures the total path length from radar to target to receiver just as does the
bistatic radar. Since the two parts of the path are equal, the distance to the target is one-half
the total path length. The distance or range measurement in the monostatic radar locates the
target on the surface of a sphere. (The sphere is the limiting case of the prolate spheroid when
the separation between the two foci becomes zero.) Hence the target position is found with
monostatic radar as the intersection of a ray (defined by the angle of arrival) and the surface of
a sphere.

The doppler beat frequency Jd between the scattered and direct signals in the bistatic radar
is proportional to the time rate of change of the total path length of the scattered signal,

fd = 11:t (D, + Dr) I
where ,{ is the wavelength of the transmitted signal. The doppler frequency shift provides a
means for discriminating stationary objects from moving targets, but it is lIor a measure of the
radial velocity as with the monostatic radar. In principle, it is possible to determine the
trajectory of the target from doppler measurements only.57

Bistatic radar measurements. The measurements made with a bistatic radar arc similar to
those of the conventional monostatic radar except they are usually more complicated and
difficult to accomplish. The measurement of distance relative to one of the sites requires a
knowledge of both the angle of arrival at the receiving site and the distance between transmit­
ter and receiver, as was indicated by Eq. (14.33). Any of the methods for measuring range with
a monostatic radar can be applied to bistatic radar, including pulse and FM-CW modulations.
If the direct signal from the transmitter is available at the receiving site, it can be lIsed as a
reference signal to extract the doppler frequency shift. However, the direct signal can seriously
interfere with the measurement of the angle of arrival, just as does a mullipatl1 signal. To
extract the angular location of the target, the direct signal must be separated in some manner
from the target signals. This is not an easy task since the angles of arrival of the direct and
scattered signals are generally close to one another when the bistatic radar is arrangl:d to
provide fence coverage.

Bistatic Radar equation. The simple form of the radar equation for monostatic radar is given
by the familiar expression

p,G2 ,{2(Jm

Pr = (41t)3 R4 L~Ls monostatic (1435)



where P, = received signal power, W 
P ,  = transmitted power, W 
(; = antenna gain 
/, = wavelength. rn 

rr,  = monostatic cross section (backscatter). m2 
R = range to target, m 

I-, = orie-way pr opiigatiori loss 
L ,  = systelil losses 

'I'lte correspondirlg equation for tile bistatic radar is 

\\lli*rc (;, - 11;\11~11iittirig ;111terlr1;1 g;~iri i l l  dirt'ction of target 
(;, = rcccivir~g arltcrlrla gi1i11 i l l  dircctior~ ol' target 
r r ,  = I4sl;\tic cross sectioti. m 2 

I ) ,  = irarlsrnitter-to-hr gct distallcc, 111 

I ) ,  = receiver-to-target distance, 111 

L, ( r )  = propagation loss over trarisn~itter-to-target path 
L , ( r )  = propagation loss over receiver-to-target path 

Equations (14.35) and (14.36) represetit but one of the several forms in which the radar 
equation may be written. They are not meant to be complete descriptions of the performance 
or radar systems since they d o  not cxplicitly include many important factors, but they are 
suitable i f  or~ly relative comparisons are to be made. 

Target cross section. The radar cross section oh of a target illuminated by a bistatic radar is a 
measure of the energy scattered in the direction of the receiver. Ellstatic radar cross sections for 
various-sllaped objects have been reported in the l i t e r a t~ re .~ '  68 TWO cases of bistatic radar 
cross section will be considered. In one the scattering angle P (defined in Fig. 14.12) is exactly 
ccjt~al to 180". In the otlicr, /I can take any value except 180". 

Consider first the case wlicre P # 18U0, for which the following theorem applies: " in tlic 
limit of vanishing wavelengtl~ the bistatic cross section for the transmitter direction k  ̂ and 
rcceiver direclion ;I, is cqilal to the monostatic cross section for the transmitter-receiver 
direction k + ;I, with k  ̂ i: il,, for bodies which are sufficiently smooth." In the preceding. is 
the unit vector directed from the transmitter to the target and ;lo is the unit vector directed 
from the receiver to tlic target. The target is assumed to be located at the origin of the 
coordinate systern. This theorem permits bistatic cross sections to be determined from mono- 
static cross sections provided the conditions under which the theorem is valid are met. 

It may be concluded from the above theorem that as long as P # 180" the rouge ofvalues 
of bistatic cross section for a particular target will be comparable with the ra tye  of values of 
monostatic cross section. This does rlot necessarily imply that a monostatic radar and a 
bistatic radar viewing the same target 'will see the same cross section. In some cases the 
monostatic cross section will be greater; in others, the bistatic cross section will be greater. But 
on the average, the two will vary over comparable values. 

The case where = 180" (forward scatter) is not covered by the above theorem. The 
forward-scatter cross section can be many times the monostatic (backscatter) cross section. 
Siege1 has sllowrl that the forward-scatter cross section of a target with projected area A is 
uf = 411,4*/R2, where A, the wavelength of the radiation, is assumed small compared with the 
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where Pr = received signal power, W
P, = transmitted power, W
G = antenna gain
). = wavelength, m

(Tm = monostatic cross section (backscatter), m 2

R = range to target. m
Lp = one-way propagation loss
L. = system losses

The corresponding equation for the bistatic radar is

bistatic (14.36)

will'll: (;/ .,- transmitting antenna gain in direction of target
(i r = receiving antenna gain in direction of target
rr~ = histatic cross section. m 2

/), = transmitter-tn-target distance. III

[)r = receiver-to-target distance, m
Lp(t) = propagation loss over Iransmitter-to-target path
Lp(r) = propagation loss over receiver-to-target path

Equations (14.35) and (14.36) represent but one of the several forms in which the radar
equation may be written. They are not meant to be complete descriptions of the performance
of radar systcms sincc they do not explicitly include many important factors, but they are
suilable if only relative comparisons arc to be made.

Target cross section. The radar cross section 0b of a target illuminated by a bistatic radar is a
measure of the energy scattered in the direction of the receiver. Bistatic radar cross sections for
various-shaped objects have been reported in the literature.6o

68 Two cases of bistatic radar
cross section will be considered. In one the scattering angle f3 (defined in Fig. 14.12) is exactly
equal 10 IHOO. In lhe olher, fJ can lake any value except 1800

•

Consider first the casc where fJ =1= 180°, for which the following theorem applies: "In the
limit of vanishing wavelength the bistatic cross section for the transmitter direction k and
receiver direction ;10 is equal to the monostatic cross section for the transmitter-receiver
direclion k+ fro with k =1= ;'0 for bodies which are sufficiently smooth." In the preceding, k is
the unit vector directed from the transmitter to the target and 110 is the unit vector directed
from the receiver to the target. The target is assumed to be located at the origin of the
coordinate system. This theorem permits bistatic cross sections to be determined from mono­
static cross sections provided the conditions under which the theorem is valid are met.

It may be concluded from the above theorem that as long as f3 =1= 1800 the range of values
of bistatic cross section for a particular target will be comparable with the range of values of
monostatic cross section. This does not necessarily imply that a monostatic radar and a
bislatic radar viewing the same target ·will see the same cross section. In some cases the
monostatic cross section will be greater; in others, the bistatic cross section will be greater. But
on the average, the two will vary over comparable values.

The case where f3 = 180° (forward scatter) is not covered by the above theorem. The
forward-scatter cross section can be many times the monostatic (backscatter) cross section.
Siegel has shown that the forward-scatter cross section of a target with projected area A is
Or = 4nA 2/)2, where), the wavelength of the radiation, is assumed small compared with the
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target d i rnens i~n .~ '  If a bistatic radar can be designed to  take advantage of the large forward- 
scatter cross section, a significant improvement in detection capability can be had, o r  for the 
same detection capability as a radar with b # 180°, less power need be radiated. However, 
the radar applications in which-ad-vantage can be taken of the large forward-scatter signal are 
limited. The scattering angle must be exactly, or  reasonably close to, 180' in order to obtain 
forward scatter. Therefore the target must lie along the line joining the transmitter and receiver. 
Thus the transmitting and receiving antennas must be within line of sight of each other or 
nearly so. (The forward-scatter beamwidth from a sphere of radius a is approximately 21/nu, 
when u / l  % 

Another consequence of a bistatic radar designed to take advantage of the large forward- 
scatter cross section is the loss ofdoppler and target-position information. When f i  = lXOO,  the 
doppler frequency is zero; therefore moving targets cannot be discriminated on the basis of 

0 20 40 60 8 0  100 120 140 160 180 
Scat ter ing  angle P, deg 

Figure 14.13 Bistatic cross section a, of a sphere as a function of the scatter~ng angle 0 and two valucb of 
ku = 2na/A, where a is the sphere radius and ). is the wavelength Solid curves are for the E plane (fl 
measured in the plane of the E vector); dashed curves are for the H plane (fl measured in the plane ofthe H 
vector, perpendicular to the E vector) 6s.69 
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target dimension.60 If a bistatic radar can be designed to take advantage of the large forward­
scatter cross section, a significant improvement in detection capability can be had, or for the
same detection capability as a radar with P=f 180°, less power need be radiated. However.
the radar applications in whi-chJld-yantage canbe.taken of the large forward-scatter signal are
limited. The scattering angle p must be exactly, or reasonably close to, 180° in order to obtain
forward scatter. Therefore the target must lie along the line joining the transmitter and receiver.
Thus the transmitting and receiving antennas must be within line of sight of each other or
nearly so. (The forward-scatter beamwidth from a sphere of radius a is approximately Ulna.
when a/A. ~ 1.6°)

Another consequence of a bistatic radar designed to take advantage of the large forward­
scatter cross section is the loss of doppler and target-position information. When fJ = UIO°, the
doppler frequency is zero; therefore moving targets cannot be discriminated on the basis of

} .

+20

ka =20

en
u

+10

ka =. 2.36

,--'--
I

1'[

-10 -

140 160 18060 80 100 120
Scattering angle 13. deg

4020
- 20 L-...i--~-----L---l_-L---L.--'--------'-_L--.J----'---'----'-",-----'--......J---L----'

o

Figure 14.13 Bistatic cross section a b of a sphere as a function of the scattering angle fJ and two values of
ka = 2rra( A. , where a is the sphere radius and ). is the wavelength. Solid curves are for the E plane (fJ
measured in the plane of the E vector); dashed curves are for the H plane (fJ measured in the plane of the H
vector, perpendicular to the E vector).65.69
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frequency alone and t l ~ e  radar has no MTI capability. Also. the location of the target position 
from ttie measurement of tlle total scattered path length S is indeterminate, as mentiorled 
previously. 

I t  is concluded tflat the conditions for obtaining the large forward-scatter signal are too 
restrictive to be applicable in most radar situations. In general, the bistatic radar does not 
possess an exploitable advantage over the monostatic radar because of any cross-section 
enhancement. When conditioris permit the utilization of the enhanced forward-scatter cross 
section, i t  is obtained at tlie expense of position location and moving-target discrimination. 

Examples of the theoretical bistatic cross section of a sphere are shown in Fig. 14.13. 

Comparison of bistatic and monostatic radars. I t  is difficult to make a precise comparison of 
bistatic and rnonostatic radars because of the dissimilarity in their geometries. The coverage of 
a monostatic radar is basically hemispherical. while the bistatic radar coverage is more or less 
planar. The rnonostatic radar is the more versatile of the two because of its ability to scan 
a hernisplierical voluriie in space and because of the relative ease with which usable target 
information can be extracted from the received signal. Another advantage of monostatic radar 
is that o~ily one site is required as compared with the two sites of the bistatic radar. Thus a 
bistatic-radar system might be more expensive than a monostatic radar of comparable detec- 
tion ability since the cost of developing the additional site (building roads, sleeping quarters, 
mess facilities, etc.) can be a significant fraction of the total. 

Alrh~ugh the bistatic radar cannot readily imitate the hemispherical coverage of mono- 
static radar, i t  is possible for the n1onostat.i~ radar to give fence coverage by using fixed, rather 
than rotating. antennas. In order to compare the two on the basis of similar coverage, it will be 
assumed tliat a rionscanning monostatic radar is operated at each end of a radar fence. The 
 non no static radar requires two transmitters, two receivers, and two antennas to generate tlie 
fence. The bistatic radar also needs two antennas, but only one transmitter and one receiver. If 
similar equipment is used in the two types of radars, that is, the same antenna, same transmit- 
ter, etc.. and i f  for the sake of analysis it is assumed that ab = a,, Eqs. (14.35) and (14.36) show 
that tlie eclio signals from the monostatic and the bistatic radars will be equal when the target 
is at the mid-point of the fence (R  = D, = D,). For targets at locations other than midway, the 
detection capability of  both radars improves, within the limits of tlie antenna coverage. The 
monostatic-radar signal increases quite rapidly as the target approaches the radar because of 
the inverse relationship between the echo signal P, and R 4  [Eq. (14.35)]. The bistatic radar 
signal also increases as either end of the fence is approached since the echo signal is inversely 
proportiodal lo D:D: [Eq. (14.36)]  However, the total variation (dynamic rhnge) of the 
received signal with target position is not as pronounced with bistatic radar as with monostatic 
radar. In bistatic radar. as either D, or D, decreases, the other increases. Thus the bistatic radar 
docs not " overdetect " at short ranges as does monostatic radar. 

'I'lic ~lloriostatic radnr is wcll silitcd to volutilctric coverage. I f  the bistatic radar were to 
provide voli~metric coveragc with directive antenna beams, the transmitting and receiving 
hearns would have to be scanned in synclironism. If the receiving beam is always to observe the 
volume of space illuminated b y  tlie transmitted pulse packet, the receiving beam must be 
scaritled rapidly. Since tlic pulse packet travels at the speed of light, the receiving beam 
sometimes must be scanned more rapidly than possible by mechanical means. This is called 
prrlsc> c.ltusi~rg. I f  the receiving antenna uses a broad fixed beam, the problem of pulse chasing is 
alleviated. However. the smaller effective antenna aperture associated with the broad receiving 
beam results in less eclio signal. This must be compensated by greater transmitter power. In 
short. tlie use of bistatic radar to obtain other than fence coverage usually results in more 
complicated and less efficient systems. 
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frequency alone and the radar has no MTI capability. Also, the location of the target position
from the measurement of the total scattered'path length Sis indeterminate, as mentioned
previously.

It is concluded that the conditions for obtaining the large forward-scatter signal are too
restrictive to be applicable in most radar situations. In general, the bistatic radar does not
possess an exploitable advantage over the monostatic radar because of any cross-section
enhancement. When conditions permit the utilization of the enhanced forward-scatter cross
section. it is obtained at the expense of position location and moving-target discrimination.

Examples of the theoretical bistatic cross section of a sphere are shown in Fig. 14.13.

Comparison of bistatic and monostatic radars. It is difficult to make a precise comparison of
bistatic and monostatic radars because of the dissimilarity in their geometries. The coverage of
a monostatic radar is basically hemispherical, while the bistatic radar coverage is more or less
planar. The monostatic radar is the more versatile of the two because of its ability to scan
a hemispherical volume in space and because of the relative ease with which usable target
information can be extracted from the received signal. Another advantage of monostatic radar
is that only one site is required as compared with the two sites of the bistatic radar. Thus a
bistatic-radar system might be more expensive than a monostatic radar of comparable detec­
tion ability since the cost of developing the additional site (building roads, sleeping quarters.
mess facilities. etc.) can be a significant fraction of the total.

Although the bistatic radar cannot readily imitate the hemispherical coverage of mono­
static radar, it is possible for the monostat.ic radar to give fence coverage by using fixed, rather
than rotating. antennas. In order to compare the two on the basis of similar coverage, it will be
assumed that a nonscanning monostatic radar is operated at each end of a radar fence. The
monostatic radar requires two transmitters, two receivers, and two antennas to generate the
fence. The bistatic radar also needs two antennas, but only one transmitter and one receiver. If
similar equipment is used in the two types of radars, that is, the same antenna, same transmit­
ter. etc.. and if for the sake of analysis it is assumed that ab = am, Eqs. (14.35) and (14.36) show
that the echo signals from the monostatic and the bistatic radars will be equal when the target
is at the mid-point of the fence (R = Dr = Dr). For targets at locations other than midway. the
detection capahility of both radars improves. within the limits of the antenna coverage. The
monostatic-radar signal increases quite rapidly as the target approaches the radar because of
the inverse relationship between the echo signal Pr and R4 [Eq. (14.35)]. The bistatic radar
signal also .increases as either end of the fence is approached since the echo signal is inversely
proportiollal to DfD; [Eq. (14.36)]. However, the total variation (dynamic range) of the
received signal with target position is not as pronounced with bistatic radar as with monostatic
radar. In bistatic radar. as either Dr or Dr decreases. the other increases. Thus the bistatic radar
docs not" overdetect .. at short ranges as does monostatic radar.

The Illonostatic radar is well suited to volumetric coverage. If the bistatic radar were to
provide volumetric coverage with directive antenna beams. the transmitting and receiving
heams would have to he scanned in synchronism. If the receiving beam is always to observe the
volume of space illuminated hy the transmitted pulse packet. the receiving beam must he
scanned rapidly. Since the pulse packet travels at the speed of light. the receiving beam
sometimes must be scanned more rapidly than possible by mechanical means. This is called
pI/1st' clrasi"g. If the receiving antenna uses a broad fixed beam. the problem of pulse chasing is
alleviated. However. the smaller efrective antenna aperture associated with the broad receiving
beam results in less echo signal. This must be compensated by greater transmitter power. In
short. the use of bistatic radar to obtain other than fence coverage usually results in more
complicated and less efficient systems.



Although the bistatic radar has many interesting attributes, i t  cannot compete with 
monostatic radar in most radar system applications. The history of radar substantiates tllis 
conclusion. The monostatic radar is the more versatile of the two because of its ability to scan 
a large volume in space and because of the relative ease with which trsahlc information 
concerning the target's position and relative velocity can be extracted from the received signal. 
The superiority of the monostatic radar even seems to  extend to  the application of the radar 
fence. Although less equipment is needed with the bistatic-radar fence, this advantage is offset 
to  a large extent by the difficulties involved in extracting the target's position. 

The bistatic radar deserves credit for its historical role in the early days of radar in leading 
to  the development of monostatic radar. It should be given consideration, along with other 
possible radar techniques, in those applications where some inherent characteristic may be a 
desirable attribute or  when the application does not require complete target information. But 
as a means for the general detection and location of targets, it is overshadowed by,its offspring, 
the monostatic radar. 

14.7 MILLIMETER WAVES AND BEYOND 

Radar has been applied primarily in the microwave portion of the electromagnetic spectrum, 
with K ,  band (35 GHz)  representing the nominal upper limit for traditional radar applica- 
tions. There has been continual interest, however, in the extension of radar to higher frequen- 
cies in the millimeter wave portion of the spectrum. Figure 14.14 illustrates the 
electromagnetic spectrum above the microwave region, showing the place of millimeter waves 
in relation to  the infrared and visible regions. The millimeter region is defined from 40 (;Hz 
(7.5 mm wavelength) t o  300 G H z  (1.0 mm ~ a v e l e n g t h ) . ' ~  Although K ,  band (35 GHz)corre- 
sponds to a wavelength of 8.6 mm, and radars a t  that band might qualify by some definition as 
belonging to  the millimeter wave region, the technology at K ,  band is basically that of the 
microwave region. At frequencies above K ,  band most microwave techniques are inadequate, 
so that new technology is required. Thus K, band should not usually be included as part of 
the millimeter-wave region. 

Advantages of millimeter waves. Interest in millimeter-wave applications stems from the 
special properties exhibited by radar at these frequencies, as well as from the challenge of 
exploiting a region of the spectrum not widely used. The major attributes of the mtllimeter- 
wave region of interest to  radar are the large bandwidth, small antenna size, and the character- 
istic wavelength. Large bandwidth means that high range-resolution can be achieved. I t  also 
reduces the likelihood of mutual interference between equipments, and makes more difficult 
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Figure 14.14 The electromagnetic spectrum of frequencies above the microwave region. 

560 INTRODUCTION TO RADAR SYSTEMS

Although the bistatic radar has many interesting attributes, it cannot compete with
monostatic radar in most radar system applications. The history of radar substantiates this
conclusion. The monostatic radar is the more versatile of the two because of its ability to scan
a large volume in space and because of the relative ease with which usable information
concerning the target's position and relative velocity can be extracted from the received signal.
The superiority of the monostatic radar even seems to extend to the application of the radar
fence. Although less equipment is needed with the bistatic-radar fence, this advantage is offset
to a large extent by the difficulties involved in extracting the target's position.

The bistatic radar deserves credit for its historical role in the early days of radar in leading
to the development of monostatic radar. It should be given consideration, along with other
possible radar techniques, in those applications where some inherent characteristic may be a
desirable attribute or when the application does not require complete target information. But
as a means for the general detection and location of targets, it is overshadowed by,its offspring,
the monoStatic radar. ..

14.7 MILLIMETER WAVES AND BEYOND

Radar has been applied primarily in the microwave portion of the electromagnetic spectrum,
with Kg band (35 G Hz) representing the nominal upper limit for traditional radar applica­
tions. There has been continual interest, however, in the extension of radar to higher frequcn­
cies in the millimeter wave portion of the spectrum. Figure 14.14 illustrates the
electromagnetic spectrum above the microwave region, showing the place of millimeter waves
in relation to the infrared and visible regions. The millimeter region is defined from 40 G Hz
(7.5 mm wavelength) to 300 GHz (1.0 mm wavelength).70 Although Kg band (35 GHz)corre­
sponds to a wavelength of 8.6 mm, and radars at that band might qualify by some definition as
belonging to the millimeter wave region, the technology at Kg band is basically that of thc
microwave region. At frequencies above Kg band most microwave techniques are inadequate,
so that new technology is required. Thus Kg band should not usually be included as part of
the millimeter-wave region.

Advantages of millimeter waves. Interest in millimeter-wave applications stems from the
special properties exhibited by radar at these frequencies, as well as from the challenge of
exploiting a region of the spectrum not widely used. The major attributes of the millimcier­
wave region of interest to radar are the large bandwidth, small antenna size, and the character­
istic wavelength. Large bandwidth means that high range-resolution can be achieved. It also
reduces the likelihood of mutual interference between equipments, and makes more difficult
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the emective application of  electronic countermeasures. The  short waveleng'ths allow narrow 
beamwidths of high directivity witli pt~ysically small antennas. Narrow beamwidths are impor- 
tant for high-resolution imaging radar and to  avoid multipath effects when tracking low- 
altitude targets. The short wavelengths of millimeter waves are also useful when exploring 
scattering objects whose dimensions are comparable t o  the millimeter wavelengths, such as 
insects and cloud particles. These are examples of scatterers whose radar cross sections are 
greater at millimeter wavelengths than at microwaves since they are generally in the resonance 
region (Fig. 2.9) at millimeter wavelengths, but in the Rayleigh region at microwaves (where 
the cross section varies as tlie fourth power of the frequency). Another advantage of the short 
wavclerlgths is that a dopplcr-frequency ~iieasuretnent of fixed accuracy gives a more accurate 
velocity measurement than at lower frequencies. The large attenuation of millimeter waves 
propagating in the clear atmosphere sometimes can be employed to advantage in those special 
cases where it is desired to reduce mutual interference o r  to minimize the probability of the 
radar being intercepted by a hostile intercept (elint) receiver at  long range. 

I'he above attributes of the millimeter-wave region suggest as potential applications 
low-angle tracking, interference-free radar, ECCM, cloud-physics radar, high-resolution radar. 
fuzes, and missile guidance. These, as well as other applications. have not been widely 
employed because of the concomitant limitations tliat occur with operation at millimeter 
waves. 

l,in~itations of millimeter waves. Tile application of millimeter wavelengths has been limited 
by the availability of suitable components. Transmitter powers are low, receiver noise figures 
are high, transmission lines lossy, and equipment generally costly and unreliable. Tllere is 
reason to believe, however, that this is not fundamental and tliat equipment shortcomings 
eventually can be overcome witli sufficient effort. There exists adequate technology to either 
side of the millimeter wave spectrum: at the longer wavelengths (microwaves) and at the 
shorter wavelengths ( i R  and visual). Also, there are compone~it developments at millimeter 
wavelengths which indicate that technology is not basically limited. For example, high power 
has been demonstrated with the gyrotron, or  electron cyclotron maser, comparable to tliat 
achieved with microwave devices. Kilowatts of CW power can be obtained in the vicinity of 
I-rnnl wavelength and several tens of  kilowatts at 3-mm w a ~ e l e n g t h . ~ ~  Over a megawatt of 
pulse power is clairiled at 3-~nrn wavelength. Millimeter-wave gyrotrolls require extremely 
high voltages (the electrons travel at relativistic velocities) and superconducting magnets. 
Receivers with mixer front-ends using Schottky-barrier diodes at room temperature have 
den~onstrhted respectable noise figures. Double-sideband noise figures of 6.5 dB can be ob- 
tained at 94 GHz, 8.5 dB at 140 GHz, and 1 1  dB at 325 GHz. (It has been suggested that a 
7-dH single-sideband noise figure is achievable over these  wavelength^.)'^ Even lower noise 
figures are possible with supercooled J.osephson junctions operating at liquid-helium ternpera- 
tures. There has also beer1 significant development of high-gain antennas at millimeter wave- 
lengths, especially for radio a s t r ~ n o m y . ' ~  Unconventional transmission lines have also been 
developed.95 9 7  

Thus the advances in components made in the past as well as technology evident to either 
side of tlie millimeter region give reason to believe that Nature has not ruled out attainment of 
adequate capabilities at millimeter wavelengths. 

Unfortunately, the limited availability of suitable millimeter wave components is not the 
major reason for the lack of significant applications. The problem with millimeter wavelengths 
is that several of its favorable characteristics are also factors that limit its performance; in 
particular, the small antenna size and the consequences of its characteristic wavelengths. 

The pllysically small antenna sizes at millimeter wavelengths result in high gain, but the 
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the effective application of electronic countermeasures. The short wavelengths allow narrow
beamwidths of high directivity with physically small antennas. Narrow beamwidths are impor­
tant for high-resolution imaging radar and to avoid multipath effects when tracking low­
altitude targets. The short wavelengths of millimeter waves are also useful when exploring
scattering objects whose dimensions are comparable to the millimeter wavelengths, such as
insects and cloud particles. These are examples of scatterers whose radar cross sections are
greater at millimeter wavelengths than at microwaves since they are generally in the resonance
region (Fig. 2.9) at millimeter wavelengths, but in the Rayleigh region at microwaves (where
the cross section varies as the fourth power of the frequency). Another advantage of the short
wavelcngths is that a doppler-frcqucncy mcasurement of fixed accuracy gives a more accurate
velocity measurement than at lower frequencies. The large attenuation of millimeter waves
propagating in the clear atmosphere sometimes can be employed to advantage in those special
cases where it is desired to reduce mutual interference or to minimize the probability of the
radar being intercepted by a hostile intercept (e1int) receiver at long range.

Thc above attributes of the millimeter-wave region suggest as potential applications
low-angle tracking, interference-free radar, ECCM, cloud-physics radar, high-resolution radar.
fuzes. and missile guidance. These, as well as other applications. have not been widely
employed because of the concomitant limitations that occur with operation at millimeter
waves.

Uniitations of millimeter waves. The application of millimeter wavelengths has been limited
by the availability of suitahle components. Transmitter powers are low, receiver noise figures
are high. transmission lines lossy. and equipment generally costly and unreliable. There is
reason to believe, however. that this is not fundamental and that equipment shortcomings
eventually can be overcome with sufficient effort. There exists adequate technology to either
side of the millimeter wave spectrum: at the longer wavelengths (microwaves) and at the
shorter wavelengths (I R and visual). Also, there are component developments at millimeter
wavelengths which indicate that technology is not basically limited. For example, high power
has been demonstrated with the gyrotron, or electron cyclotron maser, comparable to that
achieved with microwave devices. Kilowatts of CW power can be obtained in the vicinity of
I-nUll wavelength and several tens of kilowatts at 3-mm wavelength. 72 Over a megawatt of
pulse power is claimed at J-mm wavelength. Millimeter-wave gyrotrons require extremely
high voltages (the electrons travel at relativistic velocities) and superconducting magnets.
Receivers with mixer front-ends using Schottky-barrier diodes at room temperature have
demonstrhted respectable noise figures. Double-sideband noise figures of 6.5 dB can be ob­
tained at 94 GHz, 8.5 dB at 140 GHz, and 11 dB at 325 GHz. (It has been suggested that a
7-dA single-sideband noise figure is achievable over these wavelengths.)73 Even lower noise
figures are possible with supercooled J.osephsonjunctions operating at liquid-helium tempera­
tures. There has also been significant development of high-gain antennas at millimeter wave­
lengths. especially for radio astronomy.74 Unconventional transmission lines have also been
developed.95 97

Thus the advances in components made in the past as well as technology evident to either
side of the millimeter region give reason to believe that Nature has not ruled out attainment of
adequate capabilities at millimeter wavelengths.

Unfortunately, the limited availability of suitable millimeter wave components is not the
major reason for the lack of significant applications. The problem with millimeter wavelengths
is that several of its favorable characteristics are also factors that limit its performance; in
particular, the small antenna size and the consequences of its characteristic wavelengths.

The physically small antenna sizes at millimeter wavelengths result in high gain. but the
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small area means that less of the echo energy will be collected by the antenna. A large antenna 
aperture is important for long-range surveillance radars, as was shown by Eq. (2.57). The 
capability of a surveillance radar is proportional t o  the product of its average power and 
antenna aperture. Thus a small antenna requires a large transmitter power. Since large power 
is not easy t o  achieve at millimeter wavelengths, it is not likely that radars in this portion of the 
spectrum will find wide application for long-range surveillance. 

The  characteristic wavelengths of the millimeter region are responsive t o  individual scat- 
terers of size comparable to  the wavelength. Hence, information might be obtained about 
some targets that cannot be as readily obtained at lower frequencies (long wavelengths). Also 
the cross sections will be greater for those scatterers which are comparable in size to the radar 
wavelength. In the millimeter region, however, resonances of the atmospheric constituents are 
excited (in particular oxygen and water vapor) which result in attenuation that can be 
relatively high, even in the clear atmosphere. High attenuation might be a desiraye attribute 
for a short-range radar that is required to avoid mutual interference with distant radars or to 
avoid being detected at long range (if a military radar). However, the relatively high attentla- 
tion in tliis part of the spectrum is a serioiis obstacle to achizvitlg long-range radar. 

The attenuation of electromagnetic energy in the portion of the electromagnetic spectrum 
above 10 GHz is shown in Fig. 14.15. The  absorption due to oxygen at 60 GHz (5-cm 
wavelength) in the clear atmosphere is quite large (about 16 dB/km). Operation at that 
frequency is almost useless for radar applications within the earth's atmosphere. The same 
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Figure 14.15 One-way attenuation of electromagnetic energy propagating in the clear atmospheres7 
(oxygen and water vapor at 7.5 g/m3, 1 atmosphere pressure, and absolute temperature equal 293 K),  
rainee at 293 K, the total attenuation of fog with a visibility of 300 rn and at 293 K (~ncludes attenuation 
through a clear standard atmosphere), and fair weather cumulus cloud with a mode radius of 4 pm, a 
water content of 0.063 g/mJ, and a drop density of 100/cm3.sY~90 
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small area means that less of the echo energy will be collected by the antenna. A large antenna
aperture is important for long-range surveillance radars, as was shown by Eq. (2.57). The
capability of a surveillance radar is proportional to the prQduct .of its average power and
antenna aperture. Thus a small antenna requires a large transmitter power. Since large power
is not easy to achieve at millimeter wavelengths, it is not likely that radars in this portion of the
spectrum will find wide application for long-range surveillance.

The characteristic wavelengths of the millimeter region are responsive to individual scat­
terers of size comparable to the wavelength. Hence, information might be obtained about
some targets that cannot be as readily obtained at lower frequencies (long wavelengths). Also
the cross sections will be greater for those scatterers which are comparable in size to the radar
wavelength. In the millimeter region, however, resonances of the atmospheric constituents are
excited (in particular oxygen and water vapor) which result in attenuation that can be
relatively high, even in the clear atmosphere. High attenuation might be a desiral}le attribute
for a short-range radar that is required to avoid mutual interference with distant radars or to
avoid being detected at long range (if a military radar). However, the relatively high attenua­
tion in this part of the spectrum is a serious obstacle to achieving long-range radar.

The attenuation of electromagnetic energy in the portion of the electromagnetic spectrum
above 10 GHz is shown in Fig. 14.15. The absorption due to oxygen at 60 GHz (5-cm
wavelength) in the clear atmosphere is quite large (about 16 dB/km). Operation at that
frequency is almost useless for radar applications within the earth's atmosphere. The same
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(oxygen and water vapor at 7.5 gjm 3 , 1 atmosphere pressure, and absolute temperature equal 293 K),
rain88 at 293 K, the total attenuation of fog with a visibility of 300 m and at 293 K (includes attenuation
through a clear standard atmosphere). and fair weather cumulus cloud with a mode radius of 4 jim, a
water content of 0.063 g/mJ

, and a drop density of lOO/cm3.~9.9o



applies for the region around 183 Gtlz .  Tlie relative minimum at 94 G H z  with an attenuation 
of 0.3 dB/km is a likely frequency for millimeter radar applications. Note, however, that the 
94-GHz " window" lias even greater attenuation than the 22-GHz water-vapor absorption line 
(0.16 dB/km). Rain adds to  the absorption and eliminates the regions of relatively low attenu- 
ation. For  example, a rain of about 5 mm/h increases the attenuation of the 94-GHz window 
by almost an order of magnitude. Figure 14.15 shows that a rain of 0.25 mm/h would not 
significantly increase the clear-air attenuation. (At microwave frequencies the backscatter from 
rain lias far greater effect 011 radar performance than the attenuation. The opposite is true in 
the millimeter-wave region.) The effect of a fog with 300-m visibility is seen t o  increase slightly 
the clear-air attenuation. A fair-weather cumulus cloud has low attenuation at millimeter 
wavelengths. 

A one-way attenuation of 0.3 dB/km at 94 G H z  might not be significant for short-range 
radar, but it can be overwhelming for long-range radar. For example, a 5-km radar will 
experience a two-way attenuation of 3 dB, which is tolerable in most situations. A 50-km 
radar, however, will have 30-dB attenuation, which is usually intolerable. Thus long-range 
radar is not likely at millimeter wavelengths under normal circumstances. Although the atten- 
uation at ~nillirnetcr wavelengths is far greater than that at  microwave wavelengths, the losses 
iticurred in propagating ~~lil l imeter wavelengths through fog, haze, and smoke is less than at 
infrared or  visible wavelengths. 

Anotlier example where a particular property of  millimeter-wave radar has both favor- 
able and unfavorable aspects is that of the doppler frequency shift. It was shown in Sec. 3.1 
that tlic doppler frequeticy shift was proportional to the carrier (rf) frequency. This rest~lts in 
more accurate relative-velocity measurements with millimeter wavelengths than at lower 
frequencies. The large doppler shifts at  millimeter wavelengths, however, can sometimes result 
in the echo signal being outside the receiver bandwidth, which complicates the receiver design. 
Also, the large doppler frequencies at millimeter wavelengths cause the blind speeds of MTI 
radars to appear at lower velocities than at microwaves, an  undesirable property. 

Thus, a frustrating paradox of the millimeter-wavelength region is that some of its 
claimed good points are also its weaknesses. 

Clutter at millimeter wavelengths. In chap. 13 it was implied that knowledge of radar clutter 
characteristics at microwaves was less than desired. There is even less information on clutter at 
frequencies above 10 GHz. Details will not be given here, but the general trends will be 
summarized for the several types of clutter that have been measured. 

The a&rage clutter cross section per unit area for one set of measurements of trees and 
vegetation at millimeter wavelengths is given by75.102 

aO(dB) = - 20 + 10 log (0125) - 15 log R (14.37) 

wlicrc 0 is t l ~ e  grazing angle in degrees and R is in centimeters. Thus, a0 increases with 
increasing frequency. Vertical polarization produced echos 3 to 4 dB  greater than horizontal 
polarization. These measurements were made in Georgia during the summer and fall months 
and included deciduotis trees and pine trees. The grazing angles were from 2 to  25". The pulse 
width was 100 ns and the antenna beamwidth was in the vicinity of one degree. 

The value of o0 for sea clutter at low grazing angle and low winds has been r e p ~ r t e d ' ~  to  
"not increase with frequency much above X band," but also77 the "trend of increasing 
reflectivity with decreasing wavelength also holds for sea clutter although the effect is not 
nearly as pronounced as for land clutter." However, both references state that for higher sea 
states (the maximum wind speed was 14 knots) the value of a0 at 94 GHz  is less than that at  X 
hand. Another observation is that vertical polarization seems to produce lower values of a0 at 
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applies for the region around 183 G Hz. The relative minimum at 94 G Hz with an attenuation
of 0.3 dB/km is a likely frequency for millimeter radar applications. Note, however, that the
94-G Hz" window" has even greater attenuation than the 22-GHz water-vapor absorption line
(0.16 dB/km). Rain adds to the absorption and eliminates the regions of relatively low attenu­
ation. For example, a rain of abollt 5 mm/h increases the attenuation of the 94-GHz window
by almost an order of magnitude. Figure 14.15 shows that a rain of 0.25 mm/h would not
significantly increase the clear-air attenuation. (At microwave frequencies the backscatter from
rain has far greater effect on radar performance than the attenuation. The opposite is true in
the millimeter-wave region.) The effect of a fog with 300-m visibility is seen to increase slightly
the clear-air attenuation. A fair-weather cumulus cloud has low attenuation at millimeter
wavelengths.

A one-way attenuation of 0.3 dBjkm at 94 GHz might not be significant for short-range
radar, but it can be overwhelming for long-range radar. For example, a 5-km radar will
experience a two-way attenuation of 3 dB, which is tolerable in most situations. A 50-km
radar, however, will have 30-dB attenuation, which is usually intolerable. Thus long-range
radar is not likely at millimeter wavelengths under normal circumstances. Although the atten­
uation at millimeter wavelengths is far greater than that at microwave wavelengths. the losses
incurred in propagating millimeter wavelengths through fog, haze, and smoke is less than at
infrared or visible wavelengths.

Another example where a particular property of millimeter-wave radar has both favor­
able and unfavorable aspects is that of the doppler frequency shift. It was shown in Sec. 3.1
that the doppler frequency shift was proportional tathe carrier (rf) frequency. This results in
more accurate relative-velocity measurements with millimeter wavelengths than at lower
frequencies. The large doppler shifts at millimeter wavelengths, however, can sometimes result
in the echo signal being outside the receiver bandwidth, which complicates the receiver design.
Also, the large doppler frequencies at millimeter wavelerigths cause the blind speeds of MTI
radars to appear at lower velocities than at microwaves, an undesirable property.

Thus, a frustrating paradox of the millimeter-wavelength region is that some of its
claimed good points are also its weaknesses.

Clutier at millimeter wavelengths. In chap. 13 it was implied that knowledge of radar clutter
characteristics at microwaves was less than desired. There is even less information on clutter at
frequencies above 10 GHz. Details will not be given here, but the general trends will be
summarized for the several types of clutter that have been measured.

The av'hage clutter cross section per unit area for one set of measurements of trees and
vegetation at millimeter wavelengths is given by 75.102

o-°(dB) = -20 + 10 log (8/25) - 15 10g...1. (14.37)

where 0 is the grazing angle in degrees and ...1. is in centimeters. Thus, 0-0 increases with
increasing frequency. Vertical polarization produced echos 3 to 4 dB greater than horizontal
polarization. These measurements were made in Georgia during the summer and fall months
and included deciduous trees and pine trees. The grazing angles were from 2 to 25°. The pulse
width was. 100 ns and the antenna beamwidth was in the vicinity of one degree.

The value of 0-0 for sea clutter at low grazing angle and low winds has been reported 76 to
.. not increase with frequency much above X band," but also 77 the "trend of increasing
reflectivity with decreasing wavelength also holds for sea clutter although the effect is not
nearly as pronounced as for land clutter." However, both references state that for higher sea
states (the maximum wind speed was 14 knots) the value of 0-0 at 94 GHz is less than that at X
hand. Another observation is that vertical polarization seems to produce lower values of 0-0 at



94 G H z  by about 5 dB  (on average) than horizontal polarization, which is the opposite to the 
experience at microwaves. (It should be cautioned that the few meas~lrements available were 
taken at low grazing angle and over a limited range of wind speeds.) 

As with trees and grass, the value of a0 for snow increases with frequency and grazing 
angle.77-78,102 Crusted snow (that which has melted and refrozen), produces higher valt~es of 
o0 at 35 G H z  and 94 G H z  than wet snow, grass, or trees. 

At microwaves the backscatter from rain can be explained according to the Rayleigh 
scattering model with the reflectivity varying as the fourth power of the frequency (Sec. 13.7). 
In the millimeter-wave region, the drop  sizes of the raindrops span both the Rayleigh and the 
Mie scattering regions so that a difference in behavior can be expected. Experimental measure- 
ments indicated that, on the average, the radar backscatter at 9.4 and 35 G t f r  appeared to 
follow the Rayleigh scattering  la^.^^.'^^ Deviations from Rayleigh were found at 70 and 
95 GHz, and the backscatter at 95 G H z  was observed to be less than at 70 GHz. The back- 
scatter at. millimeter waves was found to  depend on the drop s i ~ e  distribhtion of  the 
pricipitation.102 Even though the rain rates were the same, the backscatter from rain contain- 
ing drops 2 to 6 mm in diameter was approximately 10 dB  greater than rain containing drops 
1 mm in diameter or less. The amplitude fluctuations of the rain backscatter were approxi- 
mated by a log-normal probability distribution over the range from 9.4 to 94 GHz and at rain 
rates from 1 mm/h to 60 mm/h. The variance (and standard deviation) of the log-normal 
distribution was independent of rain rate and decreased with increasing frequency. The decor- 
relation times at 95 GHz  varied from about 3.4 ms at 5 mm/h rain rate to 1.4 ms at 100 mm/h. 
At X band the decorrelation times were longer and varied from 14 ms at 5 mm/h to 5.4 ms at 
100 mm/h. 

Utility of millimeter waves. Experimentation with millimeter wavelength radiation and 
microwave radiation both date back to the end of the nineteenth century. The first microwave 
experiments were those of Hertz in 1886. Experiments at 6-mm wavelength occurred in 1895.80 
In the early 1920s, millimeter-wave research was reported in the United States, Germany, and 
Russia, with wavelengths as short as 0.22 mm.81 Although many important applications of the 
microwave region have been developed, there has been almost no comparable activity in the 
millimeter-wave region. There are many possible reasons for this lack of activity, including 
lack of adequate millimeter-wave components, small antenna sizes, and difficult MTI.  Rut 
the most restricting of all has been the relatively large attenuations experienced when propa- 
gating through the clear atmosphere, as well as the added attenuation during rain. The large 
attenuations are likely to limit millimeter radar to short-range applications where the total 
attenuations are tolerable or  to applications where the atmosphere is absent, such as in space 
or at very high altitudes. Millimeter wavelengths might also find application when the propa- 
gation path does not traverse a large part of the earth's atmosphere, as when a ground-based 
radar directs its energy at or  near the zenith. (At 94 G H z  the two-way loss In transiting 
the entire atmosphere is about 1.7 dB at zenith, 3.5 dB at 60" from the zenith, and 10 dB at 80" 
from the zenith.)82 

Submillimeter wavelengths.83s84 The advantages of high resolution, wide bandwidth, and 
small antenna aperture are even more prevalent in the submillimeter proportion of the electro- 
magnetic spectrum than at millimeters. The attenuation in the clear atmosphere, however, is 
far worse than at millimeters and varies from about 10 dB/km at l-mm wavelength to more 
than 1 0 0  dB/km at 0.1-mm wavelength. 

Laser radar. The large attenuations experienced in clear air in the millimeter (60 GHz) and 
submillimeter regions are not present in the infrared and visible regions of the spectrum 

564 INTRODUCTION TO RADAR SYSTEMS

94 GHz by about 5 dB (on average) than horizontal polarization, which is the opposite to the
experience at microwaves. (It should be cautioned that the few measurements available were
taken at low grazing angle and over a limited range of wind speeds.)

As with 'trees and grass, the value of (To for snow increases with frequency and grazing
angle.77.78.102 Crusted snow (that which has melted and refrozen), produces higher values of
(To at 35 GHz and 94 GHz than wet snow, grass, or trees.

At microwaves the backscatter from rain can be explained according to the Rayleigh
scattering model with the reflectivity varying as the fourth power of the frequency (Sec. 13.7).
In the millimeter-wave region, the drop sizes of the raindrops span both the Rayleigh and the
Mie scattering regions so that a dirrerence in behavior can be expected. Experimental measure­
ments indicated that, on the average, the radar backscatter at 9.4 and 35 G Hz appeared to
follow the Rayleigh scattering law.79.102 Deviations from Rayleigh were found at 70 and
95 GHz. and the backscatter at 95 GHz was observed to be less than at 70 GHz. The back­
scatter ~t.. millimeter waves was found to depend on the drop size distrib~tion of the
pricipitation. 102 Even though the rain rates were the same, the backscatter from rain contain­
ing drops 2 to 6 mm in diameter was approximately 10 dB greater than rain containing drops
1 mm in diameter or less. The amplitude fluctuations of the rain backscatter were approxi­
mated by a log-normal probability distribution over the range from 9.4 to 94 G Hz and at rain
rates from 1 mm/h to 60 mm/h. The variance (and standard deviation) of the log-normal
distribution was independent of rain rate and decreased with increasing frequency. The decor­
relation times at 95 GHz varied from about 3.4 ms at 5 mm/h rain rate to 1.4 ms at 100 mm/h.
At X band the decorrelation times were longer and varied from 14 ms at 5 mm/h to 5.4 ms at
100 mm/h.

Utility of millimeter waves. Experimentation with millimeter wavelength radiation and
microwave radiation both date back to the end of the nineteenth century. The first microwave
experiments were those of Hertz in 1886. Experiments at 6-mm wavelength occurred in 1895.80

In the early 1920s, millimeter-wave research was reported in the United States. Germany, and
Russia, with wavelengths as short as 0.22 mm. 81 Although many important applications of the
microwave region have been developed, there has been almost no comparable activity in the
millimeter-wave region. There are many possible reasons for this lack of activity, including
lack of adequate millimeter-wave components, small antenna sizes, and difficult MTI. But
the most restricting of all has been the relatively large attenuations experienced when propa­
gating through the clear atmosphere, as well as the added attenuation during rain. The large
attenuations are likely to limit millimeter radar to short-range applications where the total
attenuations are tolerable or to applications where the atmos'phere is absent, such as in space
or at very high altitudes. Millimeter wavelengths might also find application when the propa­
gation path does not traverse a large part of the earth's atmosphere, as when a ground-based
radar directs its energy at or near the zenith. (At 94 GHz the two-way loss in transiting
the entire atmosphere is about 1.7 dB at zenith, 3.5 dB at 60° from the zenith, and 10 dB at 80°
from the zenith.)82

Submillimeter wavelengths.83 .84 The advantages of high resolution, wide bandwidth, and
small antenna aperture are even more prevalent in the submillimeter proportion of the electro­
magnetic spectrum than at millimeters. The attenuation in the clear atmosphere, however, is
far worse than at millimeters and varies from about 10 dB/km at I-mm wavelength to more
than 1000 dB/km at OJ-mm wavelength.

Laser radar. The large attenuations experienced in clear air in the millimeter (60 G Hz) and
submillimeter regions are not present in the infrared and visible regions of the spectrum



(Fig. 14.15). (Tile :tttentl;~tioti in rain. Iiowcver. is still large.) Thus laser radars operating in the 
infrared and visible rcgiolis actiieve-tI~c ;lrIvantagcs of liigh angular resolution, wide bandwidth, 
and doppler frequency sensitivity without the accompanying disadvantage of high attenuation 
as expericficed i l l  the subniillinicter region. 13ecause of its sniall physical aperture a laser radar 
is riot suited for most surveillance apl~lications. I t  is, however, well suited for precision rneasure- 
riletit and target iniaging. The rfesigri of a laser radar follows the same general principles as 
otlier radars. but witli some exceptions. R5.93.94.105 

111 ndcfition to using a trnnsriiitter unlike those found at niicrowave frequencies, the laser 
radar cxl~ihits otlicr difScrcr~ccs that n~irst be accounted for wlicn considering radar desigli. For 
cxnmidc. tile receiver sensitivity is riot determined by thermal noise as at microwaves, hut by 
q i l i ~ ~ i t t ~ ~ i i  eISect~. 'I'lic tio~sc I)OWCI. per i l t i i t  batidwidtli at most laser frequencies is given by 

\vlicrc / I  = Plalick's colistant = 6.626 x 10-" J .s ,  and./ '= frequency. The familiar expl.ession 
for thernial noise power at rtiicrowave frequencies (No = kT,  where k = Boltzmann's constant 
arid 7' = absolute tenlperature) does not apply when kT Q I t  is the coarseness of the laser 
signal itself, due to its quantized nature, tliat ultimately sets tlie limit to sensitivity as given by 
I:q. (14.3X). 13y settirig k7;,  = lrfl a n  "eqi~ivaletit noise temperature" can be obtained for a laser 
receiver. At the CO, laser wavelength of 10.6 pm, T, = 1360 K and at 1.0 pm wavelength 
7;. = 14.400 K ,  which itldicates tliat laser radar receivers are generally of greater effective 
tcriil?eri~ti~~.c (or noise figure) tlian low-noisc ~nicrowave receivers. 

Tlic laser radar can employ the equivalent of either the microwave video receiver or  the 
si~pcrlicterodync receiver. Tlie fo~.riier is called an incoherent (envelope) receiver or direct 
pliotodetcction. -Plic Inttcr is called a coherent (heterodyne) receiver or  photomixer. Wlieri tlie 
background noise is low and for short-pulse modulation the laser envelope detector can 
operate :IS a qt~arit~~rn-litnitcd device and give essentially the same detectitlity (inverse of the 
noise equivalent power) as heterodyne  detector^.^^ (This is unlike microwaves where the video 
detector is far less sensitive.) Tlie heterodyne, or photomixing, receiver can have a narrow 
passbarid arid significantly reduce tlie effects of background noise. Its sensitivity also car1 
approach that of an ideal quantum detector. The photomixing receiver is more complicated 
than the direct photodetection receiver and i t  requires a stable transmitter and local oscillator. 
Wlieri tlie target is in motion relative to the radar a large doppler frequency shift occurs which 
can place the echo signal outside tlie receiver passband. For  example, with a relative velocity of 
5 m/s (10 kt) thedoppler frequency shift at 1-pm wavelength is 10 MHz. A rapidly tuning laser 
local osciflator or a large bank of IF filters are necessary to compensate for tlie /arge doppler 
freqilericy sliift. 

When the target is in tile far field of the laser antenna, and if  the antenna beam is larger 
tliari tlic target, tlie i~sual form of tlie simple radar equation of Sec. 1.2 applies. However. the 
beatnwidtli rather tliari the antenna gain is usually measured at laser frequencies so that 
(;, = nZ/Oi  [nay be silbstitrlted into the radar equation. Tlie minimum detectable signal for 
quarituni-lirnitcd detcctiorl isR5 

where 1 1 ,  = required nuniber of signal photoelectrons, q = quantum efficiency of the detector, 
and r = observation time. Witli tliese substitutions, and with 2B = l/r (assuming a video 
receiver) the radar equation can be written 
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(Fig. 14.15). (Thc attcnuation in rain. however. is still large.) Thus laser radars operating in the
infrarcd and visihlc regions achicvc-thc advalltagcs ofhigh angular resolution, wide bandwidth, .
and doppler frequency sensitivity without the accompanying disadvantage of high attenuation
as expericnccd in the submillimcter rcgion. Bccausc of its small physical apcrture a laser radar
is not suited for most surveillance applications. It is, however, well suited for precision measure­
ment and target imaging..The design of a laser radar follows the same general principles as
other radars. hut with some cxceptions.RS.93.94.I05

In addition to using a transmitter unlike those found at microwave frequencies, the laser
rada I' exlJi bits ot her d irlercnces that Illust be accounted for when considering radar design. For
example. the receiver sensitivity is not detcrmined by thermal noise as at microwaves, but by
quant um ellccts. The noise power per unit bandwidth at most lascr frequencies is givcn by

No = hI' (14.3R)

(14.39)

\vhere II = Planck's constant = 6.626 x 10- J-l J . s, and f = frequcncy. The familiar expression
for thermal noise power at microwave frequencies (No = kT, where k = Boltzmann's constant
and T = absolute temperature) does not apply when kT ~ hI It is the coarseness of the laser
signal itself. due to its quantized nature, that ultimately sets the limit to sensitivity as given by
Fq. (14.3R). By setlingkJ:. = Ill: an "equivalent noise temperature" can be obtained fora laser
recciver. At the CO 2 laser wavelength of 10.6 11m, I;. = 1360 K and at 1.0 11m wavelength
7;. = 14.400 K. which indicates that laser radar receivers are generally of greater effective
temperature (or noise figure) than low-noise microwave receivers.

The laser radar can employ the equivalent of either the microwave video receiver or the
superheterodyne receiver. The former is called an incoherent (envelope) receiver or direct
photodctection. The latter is called a coherent (heterodyne) receiver or photomixer. When the
hack ground noise is low and for short-pulse modulation the laser envelope detector can
operate as a quantum-limited device and give essentially the same detectil'ity (inverse of the
noise equivalent power) as heterodyne detectors. 8s (This is unlike microwaves where the video
detector is far less sensitive.) The heterodyne, or photomixing, receiver can have a narrow
passband and significantly reduce the effects of background noise. Its sensitivity also can
approach that of an ideal quantum detector. The photomixing receiver is more complicated
than the direct photodetection receiver and it requires a stable transmitter and local oscillator.
When the target is in motion relative to the radar a large doppler frequency shift occurs which
can place the echo signal outside the receiver passband. For example, with a relative velocity of
5 mls (10 kt) the doppler frequency shift at I-Jim wavelength is 10 MHz. A rapidly tuning laser
local oscihator or a large hank of IF filters are necessary to compensate for the farge doppler
frequency shift.

When the target is in the far field of the laser antenna, and if the antenna beam is larger
than the target. the usual form of the simple radar equation of Sec. 1.2 applies. However. the
beamwidth rather than the antenna gain is usually measured at laser frequencies so that
<i, = rr 2I(}~ may he suostituted into the radar equation. The minimum detectable signal for
quantum-limited detection is R5

s . = ~~TL'1.
mIn

'Tr

where lip = required number of signal photoelectrons, " = quantum efficiency of the detector.
and r = observation time. With these substitutions, and with 2B = llr (assuming a video
receiver) the radar equation can be written

(14.40)



If the target is much larger than the laser beam, as  cau happen in so~r lc  situations, the radar  
equation becomes 

In the above the surface is assumed t o  be a diffuse (Lamber t )  scatterer wit11 cross section 
a = 4p(n /4)~2Bg cos 4, where p = surface reflectivity and 4 = angle between the s ~ ~ r f a c e  
normal and  the incident radar  energy. These are  only approximate equations. Losses sho i~ ld  
be included for propagation through the atmosphere and in the systern optics. 

If a quantum-limited laser must search a given solid angle fl in a time t , ,  the following 
relationship can be obtainedsS 

Thus  the higher the frequency (shorter the wavelengtli) the more difficult i t  is for a laser to 
search a large solid angle in a short time. T h e  limited search capability of a laser meanb that \ 

some sort o f  other cueing sensor, either electro-optical and/or  radar, may he needed in order 
for the laser radar t o  acquire a target.86 

T h e  fundamental measurement capabilities of a properly dcsigtled laser radar cannot he 
equalled with a microwave radar. Thus  laser radars are  used for those special appl ica t~ons  
where its exceptional measurement capabilities are  required, and where the need t o  search a 
large solid-angle and  all-weather operation are  not important. 
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If the target is much larger than the laser beam, as can happen in some situations, the radar
eq uation becomes

R2 = 1!.~!-}2!!)_c~~ c/J
max 3211p I!/B

In the above the surface is assumed to be a diffuse (Lambert) scattcrer with cross section
(J = 4p(1t/4)R2{)~ cos 4>, where p = surface reflectivity and 4> = angle between the surface
normal and the incident radar energy. These are only approximate equations. Losses should
be included for propagation through the atmosphere and in the system optics.

If a quantum-limited laser must search a given solid angle n in a time t s ' the following
relationship can be obtained 85

n
P A A. = const--

av e t
s

(14.4~)

Thus the higher the frequency (shorter the wavelength) the more difficull it is for a lasa to
search a large solid angle in a short time. The limited search capability of a laser means that
some sort of other cueing sensor, either electro-optical and/or radar, may be needed in order
for the laser radar to acquire a target.86

The fundamental measurement capabilities of a properly designed laser radar cannot be
equalled with a microwave radar. Thus laser radars are used for those special applications
where its exceptional measurement capabilities are required, and where the need to search a
large solid-angle and all-weather operation are not important.
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A posteriori probability, 377-378 
A priori probability, 378 
A sandwich radome, 267 
A-scope, 6, 354 
Absorbers, and radar cross section, 553 
Accuracy, FM-CW altimeter, 86-87 
Accuracy, radar measurement, 400-41 1 
Acoustic delay lines, MTI, 126 
Acquisition radar, 153 
Acquisition, in tracking radar, 177-178 
Active-switch modulator, 215 
A/D converter, in MTI, 120 
Adaptive antennas, 332-333 
Adaptive array, in MTI, 145 
~ d a ~ t i v e ' ~ ~ ~ ,  142 
Adaptive tracking, 180, 185 
Adaptive threshold, in MTD, 128 
Adaptive video threshold (AVT), 392, 488 
ADT, 153, 183-186, 392 
Air-supported radomes, 265 
Air-surveillance radar, 536-541 
Air traffic control radar, 536-541 

HF OTH, 533 
Aircraft, radar cross sections of, 39-44 
Aircralt radornes, 267-268 
Alpha-beta (a$) tracker, 184-185 
Altimeter, FM-CW, 84-87 
Altimeter, and snow, 482 
Altitude return, in pulse doppler radar, 145 
Ambiguity diagram, 41 1-420 
Amplitron. 209. 212 

Amplitude-comparison monopulse, 160-165 
Amplitude fluctuations, in tracking radar, 

167- 168 
AMTI, 140-147 

and SAR, 528 
AN/FPS-85, 213 

computer control of, 324, 328 
AN/SPS-48, 301-302 
AN/SPY-1, 309 
AN/TPN- 19, 259-260 
AN/TPS-59, 219 
Angel echoes, 508-512 
Angle fluctuations, 168-169 
Angular accuracy, 409-41 1 

of tracking radar, 167-172 - 
Anomalous propagation, 450-456 
Antenna scanning modulation, in MTI, 

134-136, 144 
Antenna temperature, 461, 464 
Antennas, 223-337 

adaptive, 332-333 
aperture blocking in, 223-224, 239, 241, 266 
aperture efficiency of, 288, 232 
artificial dielectric lens, 249-252 
Bayliss pattern for, 258 
beam shape loss of, 58-59 
az-el mount for, 271 
Bootlace, 3 16 
Butler beam-forming, 31 1-314 
Cassegrain, 73, 240-242 
constrained lens, 251 
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Amplitron, 209. 212
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Angle fluctuations, 168-169
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134-136, 144
Antenna temperature, 461, 464
Antennas, 223-337

adaptive, 332-333
aperture blocking in, 223-224, 239, 241, 266
aperture efficiency of, 288, 232
artificial dielectric lens, 249-252
Bayliss pattern for, 258
beam shape loss of, 58-59
az-el mount for, 271
Bootlace, 316
Butler beam-forming, 311-314
Cassegrain, 73, 240-242
constrained lens, 251
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Antennas : 
cosecant-squared, 55-56, 258-261 
coverage patterns of, 446-447 
cross level of, 273 
delta-a scanner, 298 
dielectric lens, 248-250 
directive gain of, 224 
double-curvature reflector, 259 
Eagle scanner, 298 
effective aperture of, 226-227 
errors in, 262-264 
far field of, 229 

f/D ratio of, 239 
feeds for, 236 
field-intensity pattern of, 229 
Fraunhofer region of, 229 
Fresnel region of, 229 
gain of, 224-226 
ice, effect of, 240 
lenses as, 248-254 
low sidelobe, 227-228, 333, 549 
Luneburg lens, 252-253 
metal-plate lens, 250-252 
mirror-scan, 242-244 
motor drives for, 273 
Mubis, 316 
multimode feeds for, 164 
multipath in, 442-447 
n-bar scan, 178 
near field of, 228 
offset feed for, 239 
organ-pipe scanner, 247-248 
parabolic cylinder, 235-236 
parabolic reflector, 235-243 
parabolic torus, 236, 246-247 
paraboloid, 235 
pattern synthesis for, 254-258 
polarization of, 227 
polarization twist, 242-243 
power gain of, 54, 225-226 
radiation pattern of, 224, 228-235, 280-282 
radomes for, 264-270 
random errors in, 262-264 
resonant frequency of, 179 
scanning feed, 244-248 
sidelobe radiation from, 227-228 
sidelobes, in MTI, 145 

in pulse doppler, 145-146 
stabilization of, 270-273 
surfaces for, 239-240 
synthetic aperture, 517-529 
systematic errors in, 262 
Taylor illumination for, 257-258 
torque fins for, 269 

Antennas: 
transreflect or, 242 
twist reflector, 242-243 

Aperture blocking, 223- 224, 239 
in Cassegrain antenna, 241 
by radomes, 266 

Aperture efficiency, 228, 232 
Aperture illtrminations, 228 235 
Area MTI, 148 
Array antennas, 2723-337 
Array factor, 281 -282 
Arrays: 

beam steerlng of, 282-285 
beam steering computer for, 323 
Blass beam-forming, 3 1 1-3 12 
computer control of, 322-328 
constrained feed for, 306-308 
conformal, 330-33 1 
corporate feed for, 285 
digital phase shifters for, 287-288 
diode phase shifters for, 288-291 
Dolph-Chebyshev, 257 
dome, 329-330 
duai-mode ferrite phase shifter for, 295-296 
electromechanical phase shifters for, 297-298 
elements for, 305-306 
endfire, 279 
errors in, 318-322 
feeds for, 306310 
ferrimagnetic phase shifters for, 291 -297 
ferroelectric phase shifters for, 297 
flux drive ferrite phase shifter for, 295 
Fox phase shifter for, 296297 
frequency-scan, 298-305 
grating lobes in, 281, 283, 300, 332 
hemispherical coverage, 328-329 
Huggins phase shifters for, 303-305 
hybrid-coupled phase shifter for, 289 
latching ferrite phase shifter for, 293-294 
lens, 308-309 
limited scan, 334 
linear, 279 
loaded-line phase shifter for, 289 
mixer-matrix feed for, 305, 308 
MOSAR, 315 
multifunction, 323 
multiple beam, 3 10-3 18 
mutual coupling in, 306 
parallel-fed, 283, 285 
parallel-plate feed for, 309 
phase-frequency, 303, 334 
phase-phase, 335 
phase shifter quantization in, 32 1-322 
phase shifters for, 286-298 
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pattern synthesis for, 254-258
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polarization twist, 242-243
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radiation pattern of, 224, 228-235, 280-282
radomes for, 264-270
random errors in, 262-264
resonant frequency of, 179
scanning feed, 244-248
sidelobe radiation from, 227-228
sidelobes, in MTI, 145

in pulse doppler, 145-146
stabilization of, 270-273
surfaces for, 239-240
synthetic aperture, 517-529
systematic errors in, 262
Taylor illumination for, 257-258
torque fins for, 269

Antennas:
transrcfkctor, 242
twist reflector, 242-243

Aperture blocking, 223-224, 239
in Cassegrain antenna, 241
by radomes, 266

Aperture efficiency, 228, 232
Aperture illuminations, 228235
Area MTI, 148
Array antennas, 278-337
Array factor, 281-282
Arrays:

beam steering of, 282-285
beam steering computer for, 323 .>

Blass beam-forming, 311-312
computer control of, 322- 328
constrained feed for, 306-308
conformal, 330-331
corporate feed for, 285
digital phase shifters for, 287 -288
diode phase shifters for, 288-291
Dolph-Chebyshev, 257
dome, 329-330
dual-mode ferrite phase shifter for, 295-296
electromechanical phase shifters for, 297-298
elements for, 305-306
endfire, 279
errors in, 318-322
feeds for, 30~ 310
ferrimagnetic phase shifters for, 291-297
ferroelectric phase shifters for, 297
flux drive ferrite phase shifter for, 295
Fox phase shifter for, 29~297
frequency-scan, 298-305
grating lobes in, 281, 283, 300, 332
hemispherical coverage, 328-329
Huggins phase shifters for, 303-305
hybrid-coupled phase shifter for, 289
latching ferrite phase shifter for, 293-294
lens, 308-309
limited scan, 334
linear, 279
loaded-line phase shifter for, 289
mixer-matrix feed for, 305, 308
MOSAR,315
multifunction, 323
multiple beam, 310-318
mutual coupling in, 306
parallel-fed, 283, 285
parallel-plate feed for, 309
phase-frequency, 303, 334
phase-phase, 335
phase shifler quantization in. 321-322
phase shifters for, 286-298
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Arrays: 
postamplification beam forming, 310-31 1 
quantization in, 321-322, 334 
radiation pattern of, 280-282 
random errors in, 318-322 
reflectarray. 309 
Reggia-Spencer phase sliifter for, 291 -293 
series-fed. 285 
signal matiagemerit in, 324 
sriakc feed for. 301 
space-fcd, 308 -309 
strharrays in, 309 310 
switched-line phasc shiftcr for, 288 
thinned, 309, 319, 331 -332 
triangular element spacing in, 333-334 
twin-slab phase shifters for, 294 
unequally spaced, 331-332 

ARSR-3,  538-541 
Artificial dielectric lenses, 249-252 
ASR. 536-537 
Asymmetric monopulse, 175 
Atmospheric attenuation, 459-461 
Atmospheric noise, 461-463 
Attenuation in waveguides, 57 
Automatic detection, 183-184, 388-392 
Automatic detection and track (ADT), 153, 

183-186, 392 
Automatic gain control, 157- 158 

and amplitude fluctuations, 168 
and angle fluctuations. 169 
in monopulse, 164 

Automobile, radar cross section of, 44 
Az-el mount. 271 

B sandwich radome, 267 
Balanced duplexers, 360-36 1 
Balanced mixers, 348-349 
BAM. 510, 
Bandwidth: 

CW radar, 75-76 
efkctive. 404 -405 
klystron, 203 
noise, 18 
tracking, 178 

Barker code, 428-429, 432 
Bayes' rule, 377-378 
Bayliss pattern, for monopulse, 258 
Beam shape loss, 58-59 
Ream-sharpening mode, SAR. 527 
Deam splitting, 184, 390, 392, 400 
Beam steering, array, 282-285 
Beam-steering computer, 323 
Bed of spikes ambiguity diagram, 418-419 
Binary moving-window detector, 388-390 

Binomial coefficients, in MTI, 110 
Bipolar video, 103- 104 
Birds, 508-510 
Bistatic radar, 553-560 
Black-hole effect, in MTI, 137 
Blass beam-forming array, 311-312 
Blind phases, MTI, 119 
Blind speeds, MTI, 108 
Blip-scan ratio, 63 
Blocking, of antenna aperture, 223-224, 239 
Bootlace antenna, 316 
Boxcar generator, 117, 156 
Bragg scatter, 480, 534 
Branch-type duplexer, 360 
Brewster's angle, 444 
Bright band, 502 
Bright displays, 357-358 
Brightness temperature, 461-462 
Burnout, diode, 350 
Burnthrough, 549 
Butler beam-forming array, 31 1-314 

C sandwich radome, 267 
Cancellation ratio, MTI, 130 
Canonical MTI comb filter, 112 
Capillary waves, 480 
Cassegrain antenna, 240-242 

in Hawk system, 73 
Cathode-driven CFA, 212 
Cathode pulsing, of CFA, 210 
Cathode ray tube display, 353-359 
Cell-averaging CFAR, 392-393 
CFAR, 392-395 

in ECCM, 550 
log-FTC, 506 
and pulse compression, 433 

Chaff, 552-553 
Channel tuning, klystron, 204 
Charge transfer device (CTD), fo; MTI, 126 
Chi-square probability density function, 49-51 
Chirp pulse compression, 422-427 
Circular polarization, and rain, 504-506 
Circulator, in duplexer, 365 
Clear-air turbulence, 5 10-51 1 
Clouds, scattering from, 502-503 
Clutter, 470-512 

angel, 508-512 
land, 489-498 
at millimeter wavelengths, 563-564 
sea, 474-489 
weather, 498-508 

Clutter attenuation, MTI, 11 1, 130 
Clutter doppler spread, AMTI, 142-145 
Clutter fluctuations, MTI, 13 1- 134 

Arrays:
postamplification beam forming. 310-311
quantization in. 321-322. 334
radiation pattern of. 280-282
random errors in, 318-322
reflect array. 309
Reggia-Spencer phase shifter for. 291-293
series-fed. 285
signal management in, 324
snake feed for. 301
space-fed. 3U8 -309
suharrays in. 309 310
switched-line phase shifter for, 2R8
thinned, 3U9. 319.331-332
triangular element spacing in, 333-334
twin-slah phase shifters for. 294
unequally spaced. 331-332

ARSR-3,538-541
Artificial dielectric lenses, 249-252
ASR, 536-537
Asymmetric monopulse. 175
Atmospheric attenuation, 459-461
Atmospheric noise. 461-463
Attenuation in waveguides. 57
Automatic detection. 183-184.388-392
Automatic detection and track (ADT). 153,

183-186.392
Automatic gain control. 157-158

and amplitude fluctuations, 168
and angle fluctuations. 169
in monopulse. 164

Automobile, radar cross section of, 44
Az-e! mount, 271

B sandwich radome, 267
Balanced duplexers. 360-361
Balanced mixers. 348-349
BAM, 510~

Bandwidth:
CW radar, 75-76
effective. 404-405
klystron. 203
noise, 18
tracking. 178

Barker code. 428-429, 432
Bayes' rule, 377-378
Bayliss pattern, for monopulse, 258
Beam shape loss. 58-59
Ream-sharpening mode, SA R, 527
Ream splitting, 184. 390, 392. 400
Beam steering, array. 282-285
Beam-steering computer. 323
Bed of spikes ambiguity diagram. 418-419
Binary moving-window detector, 388-390
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Binomial coefficients, in MTI. 110
Bipolar video, 103-104
Birds, 508-510
Bistatic radar, 553-560
Black-hole effect, in MTI, 137
Blass beam-forming array, 311-312
Blind phases, MTI. 119
Blind speeds, MH. 108
Blip-scan ratio, 63
Blocking, of antenna aperture. 223-224. 239
Bootlace antenna. 316
Boxcar generator. 117, 156
Bragg scatter, 480. 534
Branch-type duplexer. 360
Brewster's angle, 444
Bright band. 502
Bright displays, 357-358
Brightness temperature. 461-462
Burnout. diode, 350
Burnthrough, 549
Butler beam-forming array, 311-314

C sandwich radome, 267
Cancellation ratio. MTI, 130
Canonical MTI comb filter, 112
Capillary waves, 480
Cassegrain antenna, 240-242

in Hawk system, 73
Cathode-driven CFA, 212
Cathode pulsing, of CFA, 210
Cathode ray tube display, 353-359
Cell-averaging CFAR, 392-393
CFAR.392-395

in ECCM, 550
log-FTC, 506
and pulse compression, 433

Chaff, 552-553
Channel tuning, klystron, 204
Charge transfer device (CTD), for MTl, 126
Chi-square probability density function, 49-51
Chirp pulse compression, 422-427
Circular polarization, and rain, 504-506
Circulator, in duplexer, 365
Clear-air turbulence, 510-511
Clouds, scattering from, 502-503
Clutter, 470-512

angel, 508-512
land, 489-498
at millimeter wavelengths, 563-564
sea. 474-489
weather. 498-508

Clutter attenuation, MTl, 111, 130
Clutter doppler spread, AMTI, 142-145
Clutter fluctuations, MTI, 131-134
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Clutter-lock MTI. 142 
Clutter map. 184 

in MTD. 127 
Coaxial magnetron, 193- 198 
Coaxitron, 21 3 
Coded pulse, 428-431 
Coherent detector, 385-386 
Coherent reference, in MTI, 102 
Coho, 105, 141 
Cold-cat hode emission, 2 10 
Collapsing loss. 59-60 
Color CRTs, 357 
Complex angle monopulse, 176 
Computer control of array radar. 322-328 
Cone sphere, radar cross section of. 35-37 
Conformal arrays, 330-33 1 
Conical scan, 155.- 159, 182- 183 
Conopulse. 164 
Constant-false-alarm-rate receiver (srr CFAR) 
Const rained feed, 306-308 
Constrained lens. 25 1 
Control electrode, CFA. 2 1 1 
Convective cell, 5 10 
Conversion efficiency, 19 1 
Conversion loss, mixer, 347 
Cookie cutter tuner, 199 
Corporate feed, 285 
Correlation detection, 375-376 
Correlation function, 373 
Correlation time, sea echo, 484-485 
Cosecant-squared antenna, 55-56, 258-261 
Cosmic noise, 461 
COSRO, 159 
Coupled cavity TWT, 207 
Coverage pattern, elevation, 446-447 
Cross-correlation receiver, 375 
Cross level, antenna, 273 
Cross section (see radar cross section) 
Cross talk, in tracking radar, 158 
Crossed-field amplifiers, 208-2 13 
Crossed linear polarization, 506 
Crowbar, for tube protection, 216 
Crown-of-t horns tuner, 199 
CRT screens, 355-357 
Cumulative probability of detection, 64 
C W  radar, 68 -8 1 
CW wave-interference radar, 9 

Data stabilization, antenna, 270 
d-c operation, of CFA, 21 1 
Decorrelation time, sea echo, 484-485 
Decoy, 553 
Delay-line canceler, 104, 106- 1 14 
Delay lines, pulse compression, 424-426 

Delta-a scanner. 298 
Density modulation. 2 13 
Density taper. 332 
Detection crileria, 376-382 

with non-Rayleigh clutter, 485-486 
Detector characteristics, 382-386 
Dicke fix, 394. 549-550 
Dieiect ric lenses, 248-250 
Diffraction, 156-459 
Digital phase shifters, 287 --288 
Digital processing: 

MTI, 119-125 
SAR, 526 

Diode burnout, 350 .' Diode phase shifters, 288-291 .-' 

Diodes, microwave, 2 17 
Directive gain, antenna, 224 
1)ispcrsivc dclay lines, 424 426 
Displaced PIlase Center Antenna (DPCA). 

143 144 
I)isplays, 353 359 

definitions of. 354 355 
Dither tuning, of magnetron. 200  
Dolph-Chebyshev array, 257 
Dome antenna. 329-330 
Dpppler filter bank, MTD. 127 
Doppler frequency shift, 68-69, 79-80 

in FM-CW radar, 83 
Doppler measurement accuracy. 4 7 - 4 8  
Doppler navigation. 92-95 
Doppler-tolerant waveform, 427 
Doppler tracking, 182 
Double-curvature reflector, 259 
Double delay line cancclcr, 109 
Double-null diffcrcncc pattern, 175 
Double-threshold detector, 388 
DPCA, 143- 144 
Dual-mode ferrite phase shiiter, 295--296 
Ducting, 450--456 
Duplexers, 359 366 

and diode burnout, 350 
Duty cycle, 52 
Dynamic programming, 332 
Dynamic range, 352 

and low-noise receivers, 352 

Eagle scanner, 298 
ECCM, 542, 547-553 
Effective aperture, antena, 226-227 
Effective bandwidth, 404-405 
Effective earth's radius, 449 
Effective noise temperature, 345 
Efficiency : 

aperture, 228-232 
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Constrained lens, 251
Control electrode, CFA, 211
Convective cell, 510
Conversion efficiency, 191
Conversion loss, mixer, 347
Cookie cutter tuner, 199
Corporate feed, 285
Correlation detection, 375-376
Correlation function, 373
Correlation time, sea echo, 484-485
Cosecant-squared antenna, 55-56, 258-261
Cosmic noise, 461
COSRO, 159
Coupled cavity TWT, 207
Coverage pattern, elevation, 446-447
Cross-correlation receiver, 375
Cross level, antenna, 273
Cross section (see radar cross section)
Cross talk, in tracking radar, 158
Crossed-field amplifiers, 208-213
Crossed linear polarization, 506
Crowbar, for tube protection, 216
Crown-of-t horns tuner, 199
CRT screens, 355-357
Cumulative probability of detection, 64
CW radar, 6~H~ I
CW wave-interference radar, 9

Data stabilization, antenna, 270
d-c operation, of CFA, 211
Decorrelation time, sea echo, 484-485
Decoy, 553
Delay-line canceler, 104, 106-114
Delay lines, pulse compression, 424-426

Delta-a scanner, 298
Density modulation, 213
Density taper, 332
Detection criteria, 376-382

with non-Rayleigh clutter, 485-486
Detector characteristics, 382 -386
Dicke fix, 394, 549-550
Dielectric lenses, 248-250
Diffraction, ~56-459
Digital phase shifters, 287 -288
Digital processing:

MTI, 119-125
SAR,526

Diode burnout, 350
Diode phase shifters, 288 - 291
Diodes, microwave, 217
Directive gain, antenna, 224
Dispersive delay lincs, 424 426
Displaced Phase Center Antenna (DPCA).

143 144
Displays, 353 359

defi nit ions of, 354 355
Dither tuning, of magnetron, 200
Dolph-Chebyshev array, 257
Dome antenna, 329-330
Doppler filter bank, MTD. 127
Doppler frequency shift, 68-69. 79-80

in FM-CW radar, 83
Doppler measurement accuracy, 407-408
Doppler navigation. 92-95
Doppler-tolerant waveform, 427
Doppler tracking, 182
Double-curvature reflector. 259
Double delay line canceler, 109
Double-null diffcn:ncc pattcrn, 175
Double-threshold detector, 388
DPCA,143-144
Dual-mode ferrite phase shifter, 295 296
Dueling, 450-456
Duplexers, 359 366

and diode burnout, 350
Duty cycle, 52
Dynamic programming, 332
Dynamic range, 352

and low-noise receivers, 352

Eagle scanner, 298
ECCM, 542, 547-553
Effective aperture, antena, 226-227
Effective bandwidth, 404-405
Effective earth's radius, 449
Effective noise temperature, 345
Efficiency:

aperture, 228-232
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Efficiency : 
klystron. 204 
tube, 191 

Electromeclianical phase shifters, 297-298 
Electron-bombarded semiconductor (EBS) 

device. 217 218 
Electron gun. 201 
Electronic counter-countermeasures. 542, 

547 553 
Elevated ducts, 453 
Eridfire array. 279 
Engine modulations, 435 
Envelope detector, 23. 382-385 
I:~~virotlrnenld noisc, 461 465 
l!q\ripmctit instabilities. i l l  M 1'1, 130 131 
Frrors. 

i r r  it1 ray ar~tcnniis. 3 1 H 322 
in reflector antennas. 262- 264 

Fvaporation duct, 453 455 
1:xponcrttial probability density function, 23 
Externally collerent MTI, 138 

False alarm, 17 
False alarm number. 30 
False alarm probability. 24 
False alarm time, 24-26, 32 
Far field. antenna. 229 
Faraday rotator. 296 
Fast Fourier Transform, 123 

and multiple beams. 3 17 
( ID ratio. antenna. 239 
Feeds : 

array antenna. 306-310 
paraboloid. 226 

Fences. radar, 175. 497 -498 
Ferrimagnetic phase shifters, 29 1-297 
Ferrite limiter. 264 
Ferrite pfyse shifters, 291-297 
Ferroelectric phase shifter, 297 
Field-intensity pattern, 229 
Filter bank: . 

CW radar. 76- 77 
digital, for MTI. 121- 125 

Fixed error, FM-CW altimeter. 86-87 
Flicker noise, 74, 347-348 
Fluid-cooled helix TWT, 207 
Flux drive ferrite phase shifter, 295 
FM-CW radar. 82-92 
FM pulse compresoion. 422-427 
Foam shell radome, 267 
Focused S A R ,  519 
Forward scatter. 553 
Fox phase shifter. 296-297 
Fraunhofer region, antenna, 229 

Frequency agility: 
ECCM, 548 
for glint reduction, 170- 172 
and sea echo, 485 

Frequency diversity, 548 
Frequency measurement accuracy, 407-408 
Frequency modulated C W  radar, 81-92 
Frequency-scan arrays, 298-305 
Frequency-scan radar. and pulse compression. 

433 
Fresnel region, antenna, 229 
Fresnel zone plate, 523, 527 

Gain. antenna. 224-226 
Gaseous discharge pliase shifter, 297 
Gaussian probability density function, 22 
Geodesic dome. 265 
Glirrt, 168-172 
Grating lobes, 281, 283, 300, 332 
Grazing angle, 473 
Grid-controlled tubes, 2 13 
Ground-wave O T H  radar, 536 

Half-wave wall radome, 267 
Hard-tube modulator, 215-2 16 
Height finder radar, 541 -546 
Helical scan, 177, 545 
Hemispherical coverage arrays, 328-329 
H F  OTH radar, 529-536 
High-range-resolution monopulse, 18 1 - 182, 
High-range-resolution radar, 434-435 
Hologram, 523-526 
Home on jam, 549 
Huggins phase shifter, 303-305 
Hybrid-coupled phase shifter, 289 

IAGC, 488 
Ice: 

on antennas, 240 
on radomes, 269 
sea, 48 1-482 

Ice spheres, scattering from, 502 
Ideal observer, 380 
IF cancellation, MTI, 126 
Image frequency, of mixer, 347 
Image-recovery mixer, 349 
Improvement factor, MTI: 

antenna scanning, 134- 136 
antenna sidelobes, 145 
clutter fluctuations, 131-134 
defined, 11 1, 129 
equipment instability, 130-13 1 
limiting. 136-138 
quantization, 120 

Efficiency:
klystron. 204
tube. 191

Electromechanical phase shifters. 297-298
Electron-bombarded semiconductor (EBS)

device. 217 21 R
Electron gun. 201
Electronic counter-countermeasures. 542.

547 55]
Elevated ducts. 453
Endfire array. 279
Engine modulations. 435
Envelope detector. D. 3R2-3R5
Environmcntal noisc. 461 465
Equipmcnt instahilities. in MTI. 1.10 131
Errors:

in array antcnnas. 31 R 322
in rcnector antennas. 262--264

rvaporation ducl, 453 455
F:llponcntial prohahility density function. 23
bternally coherent MTI. 138

False alarm. 17
False alarm number. 30
False alarm probability. 24
False alarm time. 24-26, 32
Far field. antenna. 229
Faraday rotator. 296
Fast Fourier Transform. 123

and multiple beams. 317
fJD ratio. antenna. 239
Feeds:

array antenna. 306-310
paraboloid. 236

Fences. radar. 175.497498
Ferrimagnetic phase shifters, 291-297
Ferrite limiter. 264
Ferrite pl~se shiftas. 291-297
Ferroelectric phase shifter. 297
Field-intensity pattern. 229
Filter bank:

CW radar. 76- 77
digital. for MTI. 121-125

Fixed error. FM-CW altimeter. 86-87
Flicker noise. 74. 347-348
Fluid-cooled helix TWT. 207
Flux drive ferrile phase shifler. 295
FM-CW radar. 82-92
FM pulse compresiion. 422-427
Foam shell radome. 267
Focused SAR. 519
Forward scatter. 557
Fox phase shifter. 296-297
Fraunhofer region. anlenna. 229
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Frequency agility:
ECCM.548
for glint reduction, 170-172
and sea echo, 485

Frequency diversity, 548
Frequency measurement accuracy, 407-408
Frequency modulated CW radar, 81-92
Frequency-scan arrays, 298-305
Frequency-scan radar. and pulse compression.

433
Fresnel region, antenna, 229
Fresnel zone plate, 523. 527

Gain. antenna. 224-226
Gaseous discharge phase shifter, 297
Gaussian probability density function. 22
Geodesic dome. 265
Glint. 168-172
Grating lobes. 281, 283. 300, 332
Grazing angle. 473
Grid-controlled tubes, 213
Ground-wave OTH radar, 536

Half-wave wall radome, 267
Hard-tube modulator, 215-216
Height finder radar, 541-546
Helical scan, 177,545
Hemispherical coverage arrays, 328-329
HF OTH radar, 529-536
High-range-resolution monopulse, 181-182.
High-range-resolution radar. 434-435
Hologram. 523-526
Home on jam, 549
Huggins phase shifter. 303-305
Hybrid-coupled phase shifter. 289

IAGC, 488
Ice:

on antennas, 240
on radomes, 269
sea. 481-482

Ice spheres, scattering from, 502
Ideal observer, 380
IF cancellation, MTI, 126
Image frequency, of mixer. 347
Image-recovery mixer, 349
Improvement factor, MTI:

antenna scanning, 134-136
antenna sidelobes, 145
clutter nuctuations, 131-134
defined, 111,129
equipment instability, 130-131
limiting, 136-138
quantization, 120



Incidence angle, 473 
Index of refraction, for air, 448 
Insects, 510 
Integration improvement factor, 30-31 

for Swerling models, 49 
Integration loss, 30-33 
Integration, of radar pulses, 29-33 
Integrators, 388-392 
Interclutter visibility, 130, 494-495 
Interferometer: 

in height finding, 545 
radar, 165 

Intermediate-frequency receiver, CW radar, 74 
Interrupted CW (ICW), 147 
Inverse probability receiver, 377-379 
Inverse SAR, 528-529 
Inverse scattering, 437-438 
Inverted coaxial magnetron, 195 
Ion oscillations, 74 
Ionosphere, 530 
IREPS, 456 
Isolation, in CW radar, 71-73 

in FM-CW radar, 88-91 

Kalman filter, 185 
Kalmus clutter filter, 497 
Keep-alive, in TR tube, 362-363 
Klystron amplifier, 200-205 
Knife-edge ambiguity diagram, 41 8-419 

Lambert surface, 497 
Land clutter, 489-498 

at millimeter wavelengths, 563 
Laser radar, 564-566 
Latching ferrite phase shifters, 293-294 
Lens antennas, 248-254 
Lens array, 308-309 
Letter-band nomenclature, 8 
Likelihood-ratio receiver, 377, 379 
Limited-scan arrays, 334 
Limiting, in MTI, 136-138 
Limiting loss, 59 
Lin-log receiver, 507 
Linear array, 279 
Linear beam tubes, 200-208 
Linear FM pulse compression, 422-427 
Linear recursive sequences, 429 
Line-of-sight stabilization, 270 
Line-type modulator, 214-215 
Loaded-line phase shifter, 289 
Lobe recognition, in height finding, 546 
Lobe switching, 153 
Lobing, due to multipath, 442-447 

Log-FTC, 506-507 
and sea clutter, 486-488 

Log-log.receiver, 486-488 
Log normal probability density function, 51 

and sea clutter, 479 
Logarithmic detector, 384 
LORO, 159 
Loss, integration, 30-33 
Losses, system, 56-6 1 
Low-angle tracking, 172- 176 
Low-noise front ends, 351-353 
Low-sidelobe antenna, 227-228, 333, 549 
Luneburg lens, 252-253 

m-out-of-,I detector, 388-390, 486 
Magnetron, 192-200 
Man, radar cross section of, 44 
Matched filter, 5, 16, 369-375 

in FM-CW radar, 91-92 
Maximal length sequences, 429 
Maximum unambiguous range, 2-3 
Measurement accuracy, 400-41 1 
Median detector, 486 
Metal-plate lens, 250-252 
Metal space-frame radome, 266 
Metallic radomes, 268 
METRRA, 437 
Microwave radiation hazards, 465-466 
Microwave refractometer, 455 
Mie region, 34 
Millimeter wave radar, 560-564 
Minimum detectable signal, 16- 18 
Mirror-scan antenna, 242-244 
Mixer-matrix feed, 305, 308 
Mixers, 347-35 1 
Modulating anode, 201, 203 
Modulators, 2 14-216 
Module, solid-state, 2 17-21 8 
Monopulse radar, 160-167, 182-183 

in height finding, 543 
and high-range-resolution, 18 1 - 182, 435 

Monostatic radar, 553 
MOPA (master-oscillator power amplifier), 106 
MOSAR, 315 
Motor drives, for antennas, 273 
Moving Target Detecior, 127-129 
Moving target indication (see MTI) 
Moving-window detector, 184, 388-390 
MTD, 127-129 
MTI radar, 101-148 

acoustic delay line, 126 
A/D converter, 120 
adaptive, 142 
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Incidence angle, 473
Index of refraction, for air, 448
Insects, 510
Integration improvement factor, 30-31

for Swerling models, 49
Integration loss, 30-33
Integration, of radar pulses, 29-33
Integrators, 388-392
Interclutter visibility, 130, 494-495
Interferometer:

in height finding, 545
radar, 165

Intermediate-frequency receiver, CW radar, 74
Interrupted CW (ICW), 147
Inverse probability receiver, 377-379
Inverse SAR, 528-529
Inverse scattering, 437-438
Inverted coaxial magnetron, 195
Ion oscillations, 74
Ionosphere, 530
IREPS, 456
Isolation, in CW radar, 71-73

in FM-CW radar, 88-91

Kalman filter, 185
Kalmus clutter filter, 497
Keep-alive, in TR tube, 362-363
Klystron amplifier, 200-205
Knife-edge ambiguity diagram, 418-419

Lambert surface, 497
Land clutter, 489-498

at millimeter wavelengths, 563
Laser radar, 564-566
Latching ferrite phase shifters, 293-294
Lens antennas, 248-254
Lens array, 308-309
letter-band nomenclature, 8
Likelihood-ratio receiver, 377, 379
Limited-scan arrays, 334
Limiting, in MTI, 136-138
Limiting loss, 59
Lin-log receiver, 507
Linear array, 279
Linear beam tubes, 200-208
Linear FM pulse compression, 422-427
Linear recursive sequences, 429
Line-of-sight stabilization, 270
Line-type modulator, 214-215
Loaded-line phase shifter, 289
Lobe recognition, in height finding, 546
Lobe switching, 153
lobing, due to multipath, 442-447

Log-FTC, 506-507
and sea clutter, 486-488

Log~log .receiver; 486-488
Log normal probability density function, 51

and sea clutter, 479
Logarithmic detector, 384
LORa, 159
Loss, integration, 30-33
Losses, system, 56-61
low-angle tracking, 172-176
Low-noise front ends, 351-353
Low-sidelobe antenna, 227-228, 333, 549
Luneburg kns, 252-253

J

m-out-of-Il detector, 388-390,486
Magnetron, 192-200
Man, radar cross section of, 44
Matched filter, 5, 16, 369-375

in FM-CW radar, 91-92
Maximal length sequences, 429
Maximum unambiguous range, 2-3
Measurement accuracy, 400-411
Median detector, 486
Metal-plate lens, 250-252
Metal space-frame radome, 266
Metallic radomes, 268
METRRA,437
Microwave radiation hazards, 465-466
Microwave refractometer, 455
Mie region, 34
Millimeter wave radar, 560-564
Minimum detectable signal, 16-18
Mirror-scan antenna, 242-244
Mixer-matrix feed, 305, 308
Mixers, 347-351
Modulating anode, 201, 203
Modulators, 214-216
Module, solid-state, 217-218
Monopulse radar, 160-167, 182-183

in height finding, 543
and high-range-resolution, 181-182, 435

Monostatic radar, 553
MOPA (master-oscillator power amplifier). 106
MOSAR,315
Motor drives, for antennas, 273
Moving Target Detector, 127-129
Moving target indication (see MTI)
Moving-window detector, 184, 388-390
MTD, 127-129
MTI radar, 101-148

acoustic delay line, 126
AID converter, 120
adaptive, 142
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M.T.1.: 
adaptive array, 145 
cancellation ratio, 130 
ca~ionical comb filter, 112 
cllarge transfer device. 126 
clutter attcnuntion. 1 1  1. 130 
clutter fluctuations, 131 134 
clutter-lock. 142 
cluttcr map. 127 
coliercnt reference, 385 386 
colto, 105. 141 
delay-line canceler, 104- 1 14 
digital processing. 119 -125 
doppler filter bank. 127 
double delay-line canceler, 109 
DPCA, 143-144 
externally coherent, 138 
filter bank. 121-125, 127 
1 F cancellation, 126 
improvement factor: 

antenna scanning, 134- 136 
antenna sidelobes, 145 
clutter fluctuations. 131 - 134 
definition. I1 I .  129 
equipment instabilities, 130 131 
limiting, 136- 138 
quanti7ation. 120 

interclutter visibility, 130, 494-495 
limiting in, 136- 138 
Moving Target Detector, 127-129 
multiple prf's, 114-1 17 
noncoherent, 138-139 
nonrecursive filter, 110 
phase detector, 105 
quadrature channel, 119 
quantization, 120 
recursive filter, 1 13 
reference gdin, I I I 
second-time-around echoes, 1 17 
staggered p r l  114-1 17 

. stalo, 105 
storage tube, 126 
subclutter visibility, 129-1 30 
TACCAR, 142 
three-pulse canceler, 109 - 1 10 
transient response. 1 13 1 14 
transversal filter, 1 10- 1 14 
two-frequency, 147 148 
visibility factor, 130 

Mubis antenna, 316 
Multifunction array, 323 
Multifunction radar, 337 
Multimode feeds, in monopulse, 164 
Multipactor duplexer, 365 

Multipalli: 
and antenna lobing. 442-447 
in tracking radar, 172 

Multiple beams, it] arrays, 310-318 
Multiple-frequency CW radar, 95-98 
Multiple prf, in MTI, 114-1 17 
Mutual coupling, 306 

?I-bar scan, 178 
Near field, antenna, 228 
Neyman-Pearson observer, 376 
Nodding-beam height finder, 541-542 
Nodding scan, 178 
Noise: 

in angle tracking, 167-170 
atmospheric, 461 -463 
environmental, 461-465 
in range tracking, 177 

Noise bandwidth, 18 
Noise factor, 344 
Noise figure, 344-347, 350-35 1 
Noise jamming, 548-55 1 
Noise temperature, 345-346 
Noise-temperature ratio, 347 
Nomenclature, letter band, 8 
Noncoherent AMTI, 147 
Noncoherent integration, 29-32 
Noncoherent MTI, 138- 139 
Nonlinear-contact scattering effects, 437 
Nonlinear F M  pulse compression, 431 
Nonmatched filter, 374-375 
Nonparametric detector, 393 
Nonrecursive filter, 110 
Nonwhite noise matched filter, 375 

0- type  tube, 200 
Off-axis tracking, 174 
Offset feed, 239 
Oil slicks, 482 
On-axis tracking, 180- 18 1 
Operator loss, 60-61 
Operator, radar, 386-387 
Optical processing, 523-526 
Optimum detector law, 382-384 
Organ-pipe scanner, 247-248 
Over-the-horizon (OTH) radar, 529-536 
Overall noise figure, 345 

Palmer scan, 177 
Parabolic cylinder, 235-236 
Parabolic reflector antennas, 235-243 
Parabolic torus, 236, 246-247 
Paraboloid, 235 
Parallel-fed array, 283, 285 

M.T.I.:
adaptive array, 145
cancellation ratio, 130
canonical comb filter, 112
charge transfer device. 126
c1uller attenuation. Ill. 130
clutter Ouctuatiolls. 131 - 134
clutter-lock. 142
clutter map, 127
cohercnt rcfcrcncc. 385 386
coho, 1U5. 141
delay-I inc cancelcr, 104-114
digital processing. 119--125
doppler filter bank. 127
double delay-line canceler, 109
DPCA. 143-144
externally coherent, 138
filter bank. 121-125, 127
1F cancellation, 126
improvement factor:

antenna scanning. 134-136
antenna sidelobes, 145
clutter Ouctuations, 131-134
definition. Ill. 129
equipment instahilities. 130 -131
limiting, lJ6- 138
quantization. 120

interclutter visibility, 130. 494-495
limiting in, 136-138
Moving Target Detector, 127- 129
multiple prf's, 114-117
noncoherent, 138-139
nonrecursive filter. 110
phase detector, 105
quadrature channel, 119
quantization, 120
recursive filter, 113
reference gain, III
second-time-around echoes, 117
staggered pr~ 114-117
stalo, 105
storage tube, 126
suhclutter visibility, 129-130
TACCAR,142
three-pulse canceler, 109--110
transient response, 113 114
transversal filter, 110-114
two-frequency, 147-148
visibility factor, 130

Mubis antenna, 316
Multifunction array, 323
Multifunction radar, 337
Multimode feeds, in monopulse, 164
Multipactor duplexer, 365
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Multipath:
and antenna lobing, 442-447
in tracking radar, 172

Multiple beams, in arrays, 310-318
Multiple-frequency CW radar, 95-98

Multiple prf, in MTI, 114-117
Mutual coupling, 306

n-bar scan, 178
N ear field, an tenna, 228
Neyman-Pearson observer, 376
Nodding-beam height finder, 541-542
Nodding scan, 178
Noise:

in angle tracking, 167-170
atmospheric, 461 -463
environmental, 461-465
in range tracking, 177

Noise bandwidth, 18
Noise factor, 344
Noise figure, 344-347, 350-351
Noise jamming, 548-551
Noise temperature, 345-346
Noise-temperature ratio, 347
Nomenclature, letter band, 8
Noncoherent AMTJ, J47
Noncoherent integration, 29-32
Noncoherent MTI, 138-139
Nonlinear-contact scattering effects, 437
Nonlinear FM pulse compression, 431
Nonmatched filter, 374-375
Nonparametric detector, 393
Nonrecursive filter, 110
Nonwhite noise matched filter, 375

O-type tube, 200
Off-axis tracking, 174
Offset feed, 239
Oil slicks, 482
On-axis tracking, 180-181
Operator loss, 60-61
Operator, radar, 386-387
Optical processing, 523-526
Optimum detector law, 382-384
Organ-pipe scanner, 247-248
Over-the-horizon (OTH) radar, 529-536
Overall noise figure, 345

Palmer scan, 177
Parabolic cylinder, 235-236
Parabolic reflector antennas, 235-243
Parabolic torus, 236, 246-247
Paraboloid, 235
Parallel-fed array, 283, 285
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Parallel-plate feed, 309 
Parametric amplifier, 35 1 
Passive TR-limiter, 363, 364 
Pattern synthesis, 254-258 
Penetration color tube, 357 
Performance chart, magnetron, 195- 197 
Performance figure, radar, 63 
Permanent magnet focusing, 202 
Phase-coded pulse compression, 428-431 
Phase-comparison monopulse, 165-167 
Phase detector, in MTI, 105 
Phase-frequency array, 303, 334 
Phase-in-space 3D radar, 543 
Phase-phase array, 335 
Phase-sensitive detector, 156, 160 
Phase shifter quantization, 321-322 
Phase shifters, 286-298 
Phased array antennas, 278-337 
Phasers, 287 
Pi mode, magnetron, 193 
PIN diode, 290 
Pincushion radar, 316 
Pipology, 387 
Plumbing loss, 57-58 
Polarization: 

antenna, 227 
circular, 504-506 
for target classification, 436 

Polarization agility, and glint reduction, 172 
Polarization-twist Cassegrain, 242-243 
Polyphase codes, 432 . I 

Postamplification beam forming, 3 10-3 11 
Postdetection integration, 29-32 
Power gain, antenna, 225-226 
Protector TR, 364 
Power programming, in 3D radar, 302 
PPI, 6, 355 
Precipitation: 

attenuation by, 503 
scattering from, 498-503 

Predetection integration, 29 
Prelook receiver, 548 
Probability density function, 20-23 
Probability distribution function, 23, 26 
Probability of detection, 27-29 

cumulative, 64 
for Swerling mudels, 48 

Probability of false alarm, 24 
Propagation of radar waves, 62, 441-461 
Propeller modulation, 76 
Proximity (VT) fuze, 71 
Pseudorandom code, 429 
Pulling figure, magnetron, 199 
Pulse chasing, in bistatic radar, 559 

Pulse compression, 420 434 
and frequency scan, 303 

Pulse compression ratio, 422 
Pulse doppler radar, 139- 140 
Pulse-forming network (PFN), 2 14 
Pulse repet it ion frequency, 2 

staggered, 1 14- 1 17 
Pulser, 214 
Pushing figure, magnetron, 196 

Quadrature channel, in MTI, 119 
Quadrature component, in monopulse, 176 
Quantization: 

in MTI, 120 ) 

in phase shifters, 321-322 
Quantization error, FM-CW altimeter, 87 
Quantization lobes, 32 1-322 

and triangular spacings, 334 

Rabbit-ear oscillations : 
in CFA, 2 11 
in TWT, 207, 208 

RADAM, 437 
Radar applications, 12- 13 
Radar block diagram, 5-7 
Radar cross section, 33-46 

aircraft, 39-44 
bird, 509 
bistatic, 557-559 
cone-sphere, 35 
definition, 4, 33 
example values, 44 
fluctuation models, 46-52 
insect, 510 
man, 44 
reduction of, 553 

,rod, 34-35 
ships, 142-143 
sphere, 34 
and target classification, 435 

Radar definition, 1-2 
Radar frequencies, 7-8 
Radar equation, 17-65 

bistatic, 556-557 
derivation of, 3-4 
laser, 565-566 
OTH, 530-531, 535 
SAR, 521-522 
surface clutter, 471-474 
surveillance, 64 
for weather radar, 499-500 

Radar history, 8-12 
Radar operator, 386-387 
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Parametric amplifier, 351
Passive TR-Iimiter, 363, 364
Pattern synthesis, 254-258
Penetration color tube, 357
Performance chart, magnetron, 195-197
Performance figure, radar, 63
Permanent magnet focusing, 202
Phase-coded pulse compression, 428-431
Phase-comparison monopulse, 165-167
Phase detector, in MTI, 105
Phase-frequency array, 303, 334
Phase-in-space 3D radar, 543
Phase-phase array, 335
Phase-sensitive detector, 156, 160
Phase shifter quantization, 321-322
Phase shifters, 286-298
Phased array antennas, 278-337
Phasers, 287
Pi mode, magnetron, 193
PIN diode, 290
Pincushion radar, 316
Pipology, 387
Plumbing loss, 57-58
Polarization:

antenna, 227
circular, 504-506
for target classification, 436

Polarization agility, and glint reduction, 172
Polarization-twist Cassegrain, 242-243
Polyphase codes, 432
Postamplification beam forming, 310-311
Postdetection integration, 29-32
Power gain, antenna, 225-226
Protector TR, 364
Power programming, in 3D radar, 302
PPI, 6, 355
Precipitation:

attenuation by, 503
scattering from, 498-503

Predetection integration, 29
Prelook receiver, 548
Probability density function, 20-23
Probability distribution function, 23, 26
Probability of detection, 27-29

cumulative, 64
for Swerling models, 48

Probability of false alarm, 24
Propagation of radar waves, 62, 441-461 .
Propeller modulation, 76
Proximity (VT) fuze, 71
Pseudorandom code, 429
Pulling figure, magnetron, 199
Pulse chasing, in bistatic radar, 559

Pulse compression, 420 434
and frequency scan, 303

Pulse compression ratio, 422
Pulse doppler radar, 139-140
Pulse-forming network (PFN~ 214
Pulse repetition frequency, 2

staggered, 114-117
Pulser, 214
Pushing figure, magnetron, 196

Quadrature channel, in MTI, 119
Quadrature component, in monopulse, 176
Quantization:

in MTI, 120 .. ,>

in phase shifters, 321-322
Quantization error, FM-CW altimeter, 87
Quantization lobes, 321-322

and triangular spacings, 334

Rabbit-ear oscillations:
in CFA, 211
in TWT, 207, 208

RADAM,437
Radar applications, 12-13
Radar block diagram, 5-7
Radar cross section, 33-46

aircraft, 39-44
bird,509
bistatic, 557-559
cone-sphere, 35
definition, 4, 33
example values, 44
fluctuation models, 46-52
insect, 510
man, 44
reduction of, 553

,rod,34-35
ships, 142-143
sphere, 34
and target classification, 435

Radar definition, 1-2
Radar frequencies, 7-8
Radar equation, 17-65

bistatic, 556-557
derivation of, 3-4
laser, 565-566
OTH, 530-531, 535
SAR,521-522
surface clutter, 471-474
surveillance, 64
for weather radar, 499-500

Radar history, 8-12
Radar operator, 386-387
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Radial velocity direction, in CW radar, 78-79 
Radiation hazards, 465-466 
Radiation intensity, 224 
Radiation pattern: 

antenna, 224, 228-235 
array, 280-282 

Radomes, 264-270 
Rain: 

and radomes, 269-270 
scattering from, 500-502 

at millimeter waves, 564 
Random errors: 

in array antennas, 318-322 
in reflector antennas, 262-264 

Range accuracy, 401-407 
Range ambiguities, 53-54 
Range-gate stealer, 551 
Range-gated doppler filters, 117-1 19 
Range measurement, in CW radar, 95-98 
Range resolution, and automatic detection, 186 
Range tracking, 176- 177 
Raster scan, 178 
Rayleigh probability density function, 22-23, 47 

and sea echo, 478 
Rayleigh region, 33-34 
Rayleigh scattering, 499 
Rear-port display, 358-359 
Receiver noise, 18-19 
Receiver protector, 362-363 
Receivers, 343-353 
Recirculatingdelay-line integrator, 390-392 
Recursive filter, 113 
Reference gain, MTI, 1 11 
Reflectarray, 309 
Reflection coefficient, of sea, 445 
Reflective-array compressor, 425 
Refraction, 447-450, 455-456 
~efractivitf. 448 
Refractometer, 455 
Reggia-Spencer phase shifter, 291-293 
Repeater jamming, 551-552 
Resolution, of SAR, 518-519 
Resonance region, in scattering, 34 
Resonant-charging, modulator, 215 
Resonant frequency, of tracking antennas, 179 
RF keying, of CFA. 21 1 
Rice probability density function, 26, 50 
Rieke diagram, magnetron, 195-1 98 
Ring-bar TWT, 206 
Ring echoes, 512 
Ring-loop TWT, 207 
Ring tuner, magnetron, 200 
Rising-sun magnetron, 193, 194 
Rod, radar cross section of, 34-35 

Roll stabilization, 27 1 
Rotodome, 268 

Sample and hold, 156 
SAR, 517-529 
SAW delay lines, 424-426 
SCAMP, 163 
Scan with compensation, 164 
Scan converter, 358 
Scanning-feed reflector antennas, 244-248 
Schottky-barrier diodes, 347 
Schwartz inequality, 372 
Sea clutter, 474-489 

HF radar, 533-535 
at millimeter waves, 563-564 

Sea state, 475 
Second-time-around echo, 3 

in MTI, 117 
Self-screening range, 550 
Semiactive homing, 80 
Sensitivity time control (see STC) 
Sequential detection, 38 1-382 

in array radar, 324 
Sequential lobing, 153-154 
Sequential observer, 380-382 
Series-fed array, 285 
Servo noise, 170 
Servo system, 178-179 
Shadow grid, 203 
Ships, radar cross section of, 42-45 
Short pulse, applications of, 421 
Sideband superheterodyne receiver, 84-85 
Sidelobe canceler, 333, 549 
Sidelobes, antenna, 227-228 
Sidelobes, FM pulse compression, 426427 
Sidelooking radar, 5 17 
Sigma zero, 471 
Signal management, in array radar, 324 
Signal-to-noise ratio: 

for detection, 28, 48 
. for Swerling models, 47-49 

Simultaneous lobing, 160 
Sinusoidal modulation, in FM radar, 88-91 
Smith chart, 196 
Snake feed, 301 
Snow, scattering from, 502 
Snow-covered terrain, 490-491 
Solar noise, 463 
Sole, CFA, 209 
Solid-state limiters, 363-364 
Solid-state transmitters, 216220 
Space feeds, 308-309 
Space-frame radome, 265-266 
SPASUR, 80 

Radial velocity direction, in CW radar, 78-79
Radiation hazards, 465-466
Radiation intensity, 224
Radiation pattern:

antenna, 224, 228-235
array, 280-282

Radomes, 264-270
Rain:

and radomes, 269-270
scattering from, 500-502

at millimeter waves, 564
Random errors:

in array antennas, 318-322
in reflector antennas, 262-264

Range accuracy, 401-407
Range ambiguities, 53-54
Range-gate stealer, 551
Range-gated doppler filters, 117-119
Range measurement, in CW radar, 95-98
Range resolution, and automatic detection, 186
Range tracking, 176-177
Raster scan, 178
Rayleigh probability density function, 22-23, 47

and sea echo, 478
Rayleigh region, 33-34
Rayleigh scattering, 499
Rear-port display, 358-359
Receiver noise, 18-19
Receiver protector, 362-363
Receivers, 343-353
Recirculating-delay-Iine integrator, 390-392
Recursive filter, 113
Reference gain, MTI, 111
Reflectarray, 309
Reflection coefficient, of sea, 445
Reflective-array compressor, 425
Refraction, 447-450, 455-456
Refractivity: 448
Refractometer, 455
Reggia-Spencer phase shifter, 291-293
Repeater jamming, 551-552
Resolution, of SAR, 518-519
Resonance region, in scattering, 34
Resonant-charging, modulator, 215
Resonant frequency, of tracking antennas, 179
RF keying, of CFA, 211
Rice probability density function, 26, 50
Rieke diagram, magnetron, 195-198
Ring-bar TWT, 206
Ring echoes, 512
Ring-loop TWT, 207
Ring tuner, magnetron, 200
Rising-sun magnetron, 193, 194
Rod, radar cross section of, 34-35
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Roll stabilization, 271
Rotodome, 268

Sample and hold, 156
SAR,517-529
SAW delay lines, 424-426
SCAMP, 163
Scan with compensation, 164
Scan converter, 358
Scanning-feed reflector antennas, 244-248
Schottky-barrier diodes, 347
Schwartz inequality, 372
Sea clutter, 474-489

HF radar, 533-535
at millimeter waves, 563-564

Sea state, 475
Second-time-around echo, 3

in MTI, 117
Self-screening range, 550
Semiactive homing, 80
Sensitivity time control (see STC)
Sequential detection, 381-382

in array radar, 324
Sequentiallobing, 153-154
Sequential observer, 380-382
Series-fed array, 285
Servo noise, 170
Servo system, 178-179
Shadow grid, 203
Ships, radar cross section of, 42-45
Short pulse, applications of, 421
Sideband superheterodyne receiver, 84-85
Sidelobe canceler, 333, 549
Sidelobes, antenna, 227-228
Sidelobes, FM pulse compression, 426-427
Sidelooking radar, 517
Sigma zero, 471
Signal management, in array radar, 324
Signal-to-noise ratio:

for detection, 28, 48
. for Swerling models, 47-49

Simultaneous lobing, 160
Sinusoidal modulation, in FM radar, 88-91
Smith chart, 196
Snake feed, 301
Snow, scattering from, S02
Snow-covered terrain, 490-491
Solar noise, 463
Sole, CFA, 209
Solid-state limiters, 363-364
Solid-state transmitters, 216-220
Space ~eds, 308-309
Space-frame radome, 265-266
SPASUR,80



580 INDEX 

Speckle, in SAR, 528 
Speed gate, 8 1 
Sphere, radar cross section of, 33-34 
Spherical reflectors, 245-246 
Spike leakage, and diode burnout, 350 
Spikes, and sea clutter, 477 
Spin-tuned magnetron, 199 
Spiral scan, 178 
Split range gate, 176-177 
Spotlight mode, SAR, 527 
Spread spectrum, 434 
Squint angle, 155, 158-159 
Squint mode, SAR, 527 
Stabilization of antennas, 270-273 
Stacked-beam 3D radar, 543-544 
Staggered prf, in MTI, 114-1 17 
Stalo, 105 
Standard deviation, 21 
Standard temperature, 19 
STC : 

in ARSR-3, 540 
and duplexer, 366 
and logarithmic receiver, 507 
and sea clutter, 488 
and shaped beams, 261 

Storage tube, 357-358 
MTI, 126 

Straddling loss, 61 
Straps, magnetron, 193 
Stretch pulse compression, 432 
Structure constant, 51 1 
Subarrays, 309-310 
Subclutter visibility, 129-130 
Submillimeter wavelengths, 564 
Surface acoustic wave delay lines, 424-426 
Surface duct, 451,453-455 
Surface, for reflector antennas, 239-240 
Surveillance radar range equation, 64 
Swerling cross section models, 46-49 
Switched-line phase shifter, 288 
Synthesis of antenna patterns, 254-258 
Synthetic aperture radar, 517-529 
Synthetic video displays, 359 
System losses, 56-61 
System noise figure, 346 
System noise temperature, 345, 463-465 
Systematic errors : 

antenna, 262 
tracking, 180 

TACCAR, 142 
Tapped-delay-line integrator, 390 
Target classification, 434-438 
Taylor aperture illumination, 257-258 

Tellurometer, 97 
Thermal noise, 18 
Thin-wall radome, 267 
Thinned arrays, 309, 319, 331-332 
Three-axis mount, 271 
3D radar, 301, 541, 544 
Three-pulse canceler, 109- 1 10 
Threshold detection, 16-17, 27 
Thumbtack ambiguity diagram, 418-419 
Time-difference height finding, 546-547 
Time-frequency coded waveform, 43 1 
Tolerances, in lenses, 253-254 
Torque fins, antenna, 269 
TR tube, 361-362 
Track initiation and maintenance, 325-326 
Track-while-scan radar, 152-1 53, 183 

sector scanning, 248 
Tracking, automatic, 153, 183- 186, 392 
Tracking illuminator, CW, 73, 81 
Tracking radar, 152-186 

angular accuracy, 167- 172 
conical scan, 155-159, 182- 183 
conopulse, 164 
glint, 168-172 
lobe switching, 153 
low-angle, 172- 176 
monopulse, 160-167, 181-183,435 
off-axis tracking, 174 
on-axis tracking, 180-18 1 
scan with compensation, 164 
sequential lobing, 153-154 
simultaneous lobing, 160 

Tracking with surveillance radar, 183-186 
Transient response, in MTI, 113-1 14 
Transistors: 

low noise, 351, 352 
power, 2 17 

Transmitter noise, 73-74 
Transmitter power, 52-53 
Transmitters, 190-220 

Amplitron, 209 
crossed-field amplifiers, 208-2 13 
grid-controlled tubes, 2 1 3 
klystron, 200-205 
magnetron, 192-200 
modulators, 2 14-2 16 
solid-state, 2 16-220 
traveling-wave tube, 206-208 
Twystron, 208 

Transreflector, 242 
Transversal filter, 110- 1 14 
Traveling-wave tube phase shifter, 297 
Traveling-wave tubes, 206-208 
Triangular element spacing, 333-334 
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Surface duct, 451, 453-455
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Surveillance radar range equation, 64
Swerling cross section models, 46-49
Switched-line phase shifter, 288
Synthesis of antenna patterns, 254-258
Synthetic aperture radar, 517-529
Synthetic video displays, 359
System losses, 56-61
System noise figure, 346
System noise temperature, 345, 463-465
Systematic errors:

antenna, 262
tracking, 180

TACCAR,142
Tapped-delay-line integrator, 390
Target classification, 434-438
Taylor aperture iJlumination, 257-258

Tellurometer, 97
Thermal noise, 18
Thin.,.wall radome, 267
Thinned arrays, 309, 319, 331-332
Three-axis mount, 271
3D radar, 301, 541, 544
Three-pulse canceler, 109-110
Threshold detection, 16-17,27
Thumbtack ambiguity diagram, 418-419
Time-difference height finding, 546-547
Time-frequency coded waveform, 431
Tolerances, in lenses, 253-254
Torque fins, antenna, 269
TR tube, 361-362 ,
Track initiation and maintenance, 325-326
Track-while-scan radar, 152-153, 183

sector scanning, 248
Tracking, automatic, 153, 183-186, 392
Tracking illuminator, CW, 73, ~ 1
Tracking radar, 152-186

angular accuracy, 167-172
conical scan, 155-159, 182-183
conopulse, 164
glint, 168-172
lobe switching, 153
low-angle, 172-176
monopulse, 160-167, 181-183,435
off-axis tracking, 174
on-axis tracking, 180-181
scan with compensation, 164
sequential lobing, 153-154
simultaneous lobing, 160

, Tracking with surveillance radar, 183-186
Transient response, in MTI, 113-114
Transistors:

low noise, 351, 352
power, 217

Transmitter noise, 73-74
Transmitter power, 52-53
Transmitters, 190-220

Amplitron, 209
crossed-field amplifiers, 208-213
grid-controlled tubes, 213
klystron, 200-205
magnetron, 192-200
modulators, 214-216
solid-state, 216-220
traveling-wave tube, 206-208
Twystron, 208

TransretJector, 242
Transversal filter, 110-114
Traveling-wave tube phase shifter, 297
Traveling-wave tubes, 206-208
Triangular element spacing, 333-334
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True-hearing display, 27 1 
True time delays. in arrays. 288 
Tuning: 

klystron. 203 
magnetron, 199 - 200 

Twin-slab toroidal phase shifter, 294 
Twist reflector, 242 ,243 
'l'wo-frequency CW. 95 97 
'Two-frequency MTI. 147 148 
Twystron. 208 
Type I 1  servo system, 178. I86 

Uncertainty relation. 408-409 
l lneqilally spaced arrays, 33 1 -332 
Ilnfocused S A R ,  518 -519 
l lriiforr~i prohahility density function. 
I l ~ ~ i p r  it!. 203 

V-I~calii radar, 542 
Varactor diode, 29 1 
Variance. 21 
Vrlocily r l~o t l~~ l i~ t io r~ .  20() 201 
Visihility factor, for clutter. 130 

VSWR, and isolation in CW radar, 72 

Wave-interference radar, 554 
Weather clutter, 498-507 
Weather effects, on radomes, 269-270 
Weather fix, 507 
Weibull probability density function: 

land clutter, 496 
sea clutter, 480 

Weighting, for time sidelobes, 426 
Weinstock cross section models, 50 
Whitening filter, 375 
Wing-beat frequency, bird, 509 
Within-pulse scanning, 314-316 

by frequency scanning, 302-303 
21--22 in 3D radar, 545 

Wrap-up factor. 299 

X-ray hazard, 466 

Z, radar reflectivity factor, 500-501 
Zero-crossings detector, 384-385 
Zoning of lenses, 249, 251 

True-hearing display. 271
True time delays. in arrays. 21<1<
Tuning:

klystron. 203
magnelron. 199200

Twin-slah toroidal phase shiner. 294
Twist reflector. 242243
Two-frequency CWo 95 97
Two-frequency MT\. 147 14R
Twystron. 20R
Type II servo system. 17R. 186

Uncertainty relation. 408-409
l 'nequally spaced arrays. 331 -332
Unfocused SAR. SIR 519
t Jniforll1 prohahility density function. 2122
Unigrid. 21U

V-heam radar. 542
Varactor diode. 291
Variance. 21
Velocity modulation. 200 2UI

Visihility factor. for clutter. l30
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VSWR. and isolation in CW radar. 72

Wave-interference radar, 554
Weather clutter, 498-507
Weather effects, on radomes. 269-270
Weather fix. 507
Weibull probability density function:

land clutter, 496
sea c1uller, 480

Weighting, for time sidelobes, 426
Weinstock cross section models. 50
Whitening filter, 375
Wing-beat frequency, bird, 509
Within-pulse scanning, 314-316

by frequency scanning, 302-303
in 3D radar. 545

Wrap-up factor. 299

X-ray hazard, 466

Z, radar reOectivity factor, 500-501
Zero-crossings detector. 384-385
Zoning of lenses, 249, 251
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